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ABSTRACT

In this thesis we are concerned with multiple-decision problems involving the selection of a variate, or of a set of variates, corresponding to the "best" (in a specified sense) parameter of interest, in a multivariate statistical context, in the presence of nuisance parameters. Our main concern is with the rational choice of sample size, when single-stage procedures are employed; all problems are treated using the indifference-zone and subset approaches. We require of these procedures that they guarantee a stipulated probability requirement. In order to determine the sample size necessary to achieve this objective using a single-stage procedure, it is first necessary to minimize the probability of a correct selection associated with the procedure, with respect to the parameter of interest (in a specified region of the parameter space) and the nuisance parameters (for all possible values of these parameters).

Our objective at the outset of research in the present thesis was to provide a solution to the problem of selecting the best subclass of predictors for a specified subclass of variates. (This is accomplished in Chapter 4.) We soon realized that this problem is intimately connected with other selection problems involving covariance matrices.
of multivariate normal distributions. Therefore, Chapters 2, 3 and 4 are very closely related, while Chapter 1, although related to these chapters, treats a different topic.

In Chapter 1, we consider the problem of selecting the variate associated with the largest population mean, in a multivariate normal population, with unknown population means, known (unknown) population variances, and unknown population correlations.

In Chapter 2, we consider the problem of selecting the component associated with the smallest population variance, in a multivariate normal population, with totally unknown parameters.

The results of Chapter 2 are extended in Chapter 3 to some selection problems concerning generalized variances in multivariate normal populations. The results of this chapter involve large-sample (asymptotic) theory.

Finally, in Chapter 4, we solve (using asymptotic theory) two problems which have aroused recent interest in the literature. The first is that of selecting the multivariate normal population (among independent populations), with the smallest vector coefficient of alienation between two sets of components. Gupta and Panchapakesan (1969) and Rizvi and Solomon (1973) give different formulations and solutions for this problem.

Secondly, and perhaps more importantly from the viewpoint of applications, we consider the problem of selecting the best subclass of predictors for a fixed subclass of variates, each of the contending subclasses being correlated with the subclass previously specified. This problem is treated in a multivariate normal context, and a quite general asymptotic solution is displayed. The vector coefficient
of alienation is used as a measure of association. Ramberg (1969) and Arvensen (1971) obtained partial solutions for related problems. All asymptotic results of Chapters 2 - 4 are valid under quite general families of multivariate distributions, although, for simplicity, we have stated them under normality assumptions.
The following statistical multiple-decision problems are considered for a multivariate normal distribution with unknown (or partially known) covariance matrix, using the indifference-zone and subset approaches: a) selecting the variate with the largest population mean; b) selecting the variate with the smallest population variance; c) selecting the subclass of variates with the smallest population generalized variance; d) selecting the population with the smallest vector coefficient of alienation between two subclasses of variates; e) selecting the best subclass of predictors for a specified subclass of variates. Small-sample theory is employed in a) and b), while large-sample theory is used in b), c), d) and e).
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HISTORICAL REMARKS

The birth and development of the idea of treating certain statistical problems as decision problems is generally credited to A. Wald. His work culminated with the publication of the book Statistical Decision Functions (see Wald (1950)).

The first instances of multiple-decision problems, with some bearing on the present thesis, may be traced back to this period. In particular, we should mention the work of Paulson (1949, 1952a, 1952b) who treated classification schemes, comparison with a control and the "slippage" problem. Bahadur (1950) and Bahadur and Goodman (see also Lehmann (1957, 1961, 1966) and Eaton (1967a)), proved strong optimality properties for "natural" selection procedures, when the experimenter is interested in selecting the "best" population.

Bechhofer (1954) wrote a pioneering paper in which he defined precisely several possible ranking and selection goals as alternatives to classical tests of homogeneity. In this paper, the idea of planning the sample size using an indifference-zone approach with the purpose of guaranteeing a specified probability of a correct selection or ranking was set forth.

Somerville (1954) considered a selection problem, with explicit reference to the use of the category selected after the decision process. In planning the initial experiment, he considered loss functions which "take into consideration the amount of use to be made of
the result, the cost of making a wrong decision and the cost of sampling". A minimax criterion was used.

W. J. Hall (1958, 1959) introduced the notion of most economical multiple decision rules (roughly, rules which require the smallest sample sizes to achieve a certain objective). He then proved the most economical character of some of Bechhofer's rules.

Dunnett (1960) proposed selection procedures for normal means, introducing prior distributions on the means, and assuming a known and particular covariance matrix. After a rather complete analysis without loss functions, he introduced linear loss functions and invoked a minimax criterion, as in Somerville (1954), and other criteria, such as minimizing the maximum regret.

Gupta (1956) introduced the subset selection approach, in which the experimenter's goal is to select a subset of variates, including the best one. In many practical situations, these may be regarded as screening procedures, to be used in the presence of a large number of variates, before one demands the selection of a best one.

Much of the literature on multiple-decision (selection and ranking) procedures since then has been concerned with the indifference-zone and subset approaches. The most important development using indifference-zone ideas is perhaps the monograph Sequential Identification and Ranking Procedures by Bechhofer, Kiefer and Sobel (1968), in which sequential procedures for ranking parameters of Koopman-Darmois populations are treated. This book also contains a rather complete survey of the field. The reader may consult it for references to practically all of the literature up to 1968.
The following papers, using the indifference-zone approach, are particularly relevant to the present thesis:

Bechhofer and Sobel (1954) considered the problem of ranking population variances for independent normal variates;

Bechhofer (1968) studied ranking problems arising in connection with multiply-classified variances and a multiplicative model for these variances;

Paulson (1964) gave a closed fully sequential procedure, which eliminates noncontending populations, for the problem of selecting the normal population with the largest population mean, when the common population variance is known or unknown;

Ramberg (1969) considered the problem of finding a best set of predictors for a specified variate, in a multivariate normal context;

Rieman and Solomon (1973) considered the problem of selecting the population with the largest population multiple correlation coefficient between a specified variate and a set of variates.

In the area of subset selection procedures, the reader is referred to the papers of Gupta (1965) and Gupta and Panchapakesan (1972) wherein there are given rather broad surveys of the main results, and many of the important references.

The following papers, using the subset approach, are important to this thesis:

Gupta and Sobel (1962) considered the problem of selecting a subset of normal variates containing the variate with the smallest population variance;

Gupta and Panchapakensan (1969) considered problems of selection in terms of multiple correlation coefficients and conditional generalized variances;
Arvensen (1971) considered the problem of selecting a subset of subclasses of variates containing the best predictor subclass, and used a Bayesian approach.

Finally, there are several papers which employ different formulations for selection and ranking problems. Among these, we mention Fabian (1962) and Mahamunulu (1966, 1967). Recently, Gupta and Santner (1972) proposed a multiple-decision procedure which selects a subset of size not exceeding a specified upper-bound; their procedure bridges the indifference-zone and subset approaches.
STATEMENT OF PROBLEMS

In this section we formulate the problems of interest to us in a general enough framework for our purposes. Let

\[ X = (X_1, \ldots, X_k) \]

be a random vector with distribution function

\[ F_X(\cdot | \theta, \phi) \]

where \( \theta = (\theta_1, \ldots, \theta_k) \) and \( \phi = (\phi_1, \ldots, \phi_s) \), each \( \theta_i \)

and \( \phi_j \) being unknown scalars. Our major interest is in the \( \theta_i \)

while the \( \phi_j \) are regarded as nuisance parameters. Let \( \theta_{[1]} \leq \ldots \leq \theta_{[k]} \)

be the ranked values of the elements of the vector \( \theta \). We will say that \( X_i \)

is associated with \( \theta_i \) if the marginal distribution of \( X_i \)

depends on \( \theta_i \) and not on \( \{ \theta_j, j \neq i \} \). It is assumed that no

prior knowledge exists concerning the pairing of the \( \theta_{[j]} \)

with the \( X_i \) \( (1 \leq i, j \leq k) \).

Indifference-zone formulation

Our goal, when using the indifference-zone approach, will be to select the variate \( X_i \) associated with \( \theta_{[k]} \). For this goal, we permit only \( k \) possible decisions, namely "\( X_i \) \( (1 \leq i \leq k) \) is associated with \( \theta_{[k]} \)." There are many other ranking goals treated in the literature, but we will consider only this one in the present thesis. Here correct selection means selection of the variate associated with \( \theta_{[k]} \) (or of any one of \( \theta_{[q]}, \theta_{[q+1]}, \ldots, \theta_{[k]} \) if
\[ \theta[q] = \theta[k] \).

The probability requirement associated with this goal is not completely formulated until a "distance" function \( \psi(\theta_i, \theta_j) \), between the marginal distributions of \( X_i \) and \( X_j \), is adopted. We assume \( \psi \) to satisfy:

\[ \begin{align*}
\psi(a,b) &\geq 0 \text{ for all pairs } (a,b) ; \\
\psi(a,b) &= 0 \text{ iff } a = b ; \\
\psi(a,b) &= \psi(b,a) ; \\
\psi(a,b) &\text{ is strictly increasing in } a \text{ for fixed } b, \text{ and } \\
&\text{strictly decreasing in } b \text{ for fixed } a, \\
&\text{if } a \geq b .
\end{align*} \]

The specification of this distance function is fundamental when using the indifference-zone approach. Bechhofer, Kiefer and Sobel (1968) showed that, in certain problems, the adoption of a particular distance function implies the nonexistence of a single or multi-stage procedure which will guarantee the probability requirement (to be defined shortly).

The experimenter specifies real constants \( \{\delta^*, P^*\} \), \( \delta^* > 0 \), \( 1/k < P^* < 1 \), prior to experimentation. For example, if \( \theta_i \) are location parameters in the marginal distribution of \( X_i \) \( (1 \leq i \leq k) \)), we may take \( \psi(a,b) = a - b \). If the \( \theta_i \) are scale parameters, we may use \( \psi(a,b) = \log(a/b) \).

When there exists a decision Rule \( R \) which guarantees the probability requirement,
\[ \inf_{\Omega} P_{\theta, \phi}(\text{Correct selection using } R) \geq P^* , \]

where

\[ \Omega = \{ (\theta, \phi) | \psi(\theta_{[k]}, \theta_{[k-1]}) \geq \delta^* \} , \]

we say that \( R \) provides a solution to the selection problem relative to the distance function \( \psi \). \( \Omega \) is called the preference zone, and all parameter points not in \( \Omega \) are said to be in the indifference zone. When the experimenter adopts this approach he states in effect that, for all parameter points not in \( \Omega \), he is indifferent as to which decision is made. Any point \((\theta, \phi)\) for which the infimum is attained is called a least favorable configuration of the parameters.

Usually, we define \( R = R(N) \), a function of the sample size \( N \). Then we determine the smallest \( N \) necessary to guarantee the above probability requirement when \( R(N) \) is employed.

**Subset formulation**

Another possible goal is to select a subset of variates \( X_i \)

\( (1 \leq i \leq k) \) containing a variate associated with \( \theta_{[k]} \). There are \( 2^k - 1 \) possible decisions, namely all nonempty subsets of \( (X_1, \ldots, X_k) \).

When using the so-called subset approach there is no need to consider distance functions; instead, the experimenter specifies \( \{P^*\} \), \( 1/k < P^* < 1 \) before experimentation starts. Then, if correct selection means selection of a subset of variates containing a variate associated with \( \theta_{[k]} \), Rule \( R \) is said to provide a solution to the selection...
problem if it guarantees the probability requirement,

\[ \inf_{\theta, \phi} P_{\theta, \phi} (\text{Correct selection using } R) \geq P^*. \]

In the problem we consider, \( R = R_d(N) \) is a function of the sample size \( N \), and at \( d^* \), which is a specified "yardstick." Our method will be to fix \( d^* \), and then find the smallest \( N \) such that the probability requirement is guaranteed, when \( R_d(N) \) is employed. This is in contrast with the usual formulation of such problems using the subset approach, where \( N \) is fixed and \( d^* \) is found to guarantee the same probability requirement. It will be seen that the mathematical problems are equivalent, and our approach is taken just as a matter of convenience.

A few words about notation. Correct selection will always mean a selection for which the goal under consideration is achieved. PCS denotes probability of a correct selection. a.d. stands for asymptotic distribution. PCS\textsubscript{a} denotes PCS, and \( E_a \) the operator expectation, when an a.d. theory is employed.
1.0. Introduction

In most of the present chapter we consider a k-variate normal population and propose single-stage procedures for selecting the component with the largest population mean. We assume throughout that the population variances are common and known.

Section 1.1 gives certain preliminaries including a statement of an indifference-zone and a subset formulation of the problem, which we later treat simultaneously. In Section 1.2 we consider, for $k \geq 3$, the simple special case of equal but unknown population correlations. The case $k = 2$ is treated in Section 1.3. For $k = 3$, we show in Section 1.4 that the theory is quite involved, but still tractable; exact small-sample results are obtained. However, for $k > 3$, only tentative results are available; these are given in Section 1.5. In Section 1.6 we use Bonferroni's inequality to determine a conservative approximation to the sample size required to guarantee the probability requirement for the general $k \geq 3$ case. Finally, in Section 1.7, we show that Paulson's (1964) sequential procedure can be modified slightly to apply to the indifference-zone formulation of the problem described in this chapter.

The most interesting results of the present chapter, when single-stage procedures are used, are the following: a) The fact
that the least favorable configuration of the correlation matrix depends on the sample size; b) Using "natural" procedures (i.e., the same procedures, based only on sample means, that have been used for independent components), the probability of a correct selection can attain values less than \(1/k\) when the sample size is small; therefore, these "natural" procedures are not minimax when this situation obtains.

1.1. Preliminaries

Consider a \(k\)-variate normal population \(X^t = (X_1, \ldots, X_k)\) with population mean vector \(\mu^t = (\mu_1, \ldots, \mu_k)\) and population covariance matrix \(\sigma^2R\). We assume that \(\sigma^2\) is the common known population variance, while \(R = (\rho_{ij})\) is the unknown population correlation matrix. Let \(\mu_{[1]} \leq \ldots \leq \mu_{[k]}\) be the ranked values of the \(\mu_i\). We assume no prior knowledge concerning the values of the \(\mu_i\), or of the pairing of the \(\mu_{[i]}\) with the variates \(X_j\) (\(1 \leq i, j \leq k\)).

**Indifference-zone formulation**

The experimenter's goal is to select the variate associated with \(\mu_{[k]}\). The experimenter specifies constants \(\{\delta^*, P^*\}\), \(\delta^* > 0\), \(1/k < P^* < 1\), prior to the start of experimentation. Let \(\text{PCS}_R(\mu, R)\) denote the probability of a correct selection using decision procedure \(R\), when \(\mu\) and \(R\) are the unknown set of parameters. We limit consideration to decision procedures \(R\) which guarantee the probability requirement:
\[
\inf_{\Omega} \text{PCS}_R(\mu, R) \geq P^*
\]

where

\[
\Omega = \{(u, R) \mid u_{[k]} - u_{[k-1]} \geq \delta^*, \text{R a correlation matrix}\}.
\]

Most of the present chapter will be concerned with single-stage procedures. For such procedures, the experimenter takes a sample of \( N \) independent vector observations, \( \mathbf{X} = (X_1, \ldots, X_N) \) (\( \alpha = 1, \ldots, n \)). The following decision rule has been proposed for this \textit{indifference-zone} formulation of the problem:

**Rule B:** Let \( \overline{X}_j = \frac{1}{N} \sum_{\alpha=1}^{N} X_{\alpha j}/N \) (\( 1 \leq j \leq k \)). Then assert that the variate associated with \( \overline{X}_{[k]} = \max\{\overline{X}_1, \ldots, \overline{X}_k\} \) has the largest population mean.

The problem is to determine the smallest value of the integer \( N \) for which the probability requirement is guaranteed if Rule B is employed.

Bechhofer (1954) introduced the indifference-zone philosophy when solving the above problem for the case where \( R = I_k \), i.e., when all components of \( X \) are mutually independent. Our objective is to generalize his result in the multivariate setting.

**Subset formulation**

If the experimenter's goal is to select a subset of components of \( X \) which will include the component associated with \( \mu_{[k]} \), he specifies \( \{P^*\} \), \( 1/k < P^* < 1 \), prior to experimentation. Letting
be defined as above, we limit consideration to decision procedures \( R \) which guarantee the probability requirement:

\[
\inf_{\mu, R} \text{PCS}_{R}(\mu, R) \geq \beta^*.
\]

The following decision rule has been proposed for this subset formulation of the problem:

**Rule G**: Include the component associated with \( \bar{x}_j \) in the selected subset if \( \bar{x}_j \geq \bar{x}_k - d^* \), where \( d^* > 0 \) is specified in the units of the problem.

Our task is then to determine the smallest integer \( N \) for which the probability requirement is guaranteed when Rule G is used.

This rule was introduced by Gupta (1956), where the subset approach was first proposed. The problem solved by Gupta (1956) assumed \( R = I_k \) (independent components). Our objective is to generalize his result in the multivariate setting.

In order to obtain solutions to these problems we will first derive some preliminary results which will be used throughout the present chapter. We assume, without loss of generality, that \( \mu_k \geq \mu_j \) (\( j \neq k \)).

**Lemma 1.1.** Let

\[
y^i_j = \frac{\bar{x}_i - \bar{x}_j - (\mu_i - \mu_j)}{\sigma(\frac{2}{N})^{1/2} \sqrt{1 - \rho_{ij}}^{1/2}} \quad (j \neq i)
\]

Then, for each fixed \( i \), the \( \{y^i_j, j \neq i\} \) have a standard multivariate normal distribution with
\[ \text{cor}(Y_j, Y_{ij}) \approx Y_{jj} = \frac{1 - \rho_{i} - \rho_{ij} + \rho_{ij}^*}{2(1 - \rho_{ij})^{1/2}(1 - \rho_{ij}^*)^{1/2}}. \]

**Proof.** The result follows at once from the above definitions.

For simplicity of notation, we now let

\[ Y_j = y^k_j, \quad Y_{ij} = y^k_{ij} \quad (1 \leq i, j \leq k - 1). \]

**Lemma 1.2.** Let the \( \{Y_j, j \neq k\} \) be as in Lemma 1.1.

(a) If Rule B is used, then in \( \Omega \) we have

\[ \text{PCS} \geq P(Y_j > -a(N)(1 - \rho_{jk})^{-1/2}, j \neq k) \]

where \( a(N) = \left(\frac{\delta^t}{\alpha}\right)(N/2)^{1/2} \).

(b) If Rule G is used, then we have

\[ \text{PCS} \geq P(Y_j > -a(N)(1 - \rho_{jk})^{-1/2}, j \neq k) \]

where \( a(N) = \left(\frac{d^t}{\alpha}\right)(N/2)^{1/2} \).

**Proof.** We use Lemma 1.1 and notice that, in (a)

\[ \text{PCS} = P(\overline{X}_k > \overline{X}_j, j \neq k) = P(Y_j > -\frac{(\mu_k - \mu_j)(N/2)^{1/2}}{\sigma(1 - \rho_{jk})^{1/2}}, j \neq k) \]

while in (b),

\[ \text{PCS} = P(\overline{X}_k > \overline{X}_j - d^*, j \neq k) = P(Y_j > -\frac{(\mu_k - \mu_j + d^*)(N/2)^{1/2}}{\sigma(1 - \rho_{jk})^{1/2}}, j \neq k). \quad \text{QED} \]
Our task for most of the present chapter is to minimize the right-hand sides of (1.1) and (1.2) with respect to \( R \). Formally, these are identical problems, and thus we will not make a distinction, as far as the minimization is concerned, between the indifference-zone and the subset approach. The expressions (1.1) and (1.2) depend on \( \delta^*/\sigma \) or \( d^*/\sigma \), which may be specified, instead of \( \sigma \) alone.

Lemma 1.3. Let \( S \) be the size of the selected subset associated with Rule G. Then

\[
(a) \quad E(S|\mu,R) = \sum_{i=1}^{k} P(Y_i^1 > \frac{(\mu_i - \mu_j + d^*)(N/2)^{1/2}}{\sigma(1-\rho_{ij})^{1/2}}, \ i \neq j)
\]

where the \{\( Y_i^1 \), \( j \neq i \)\} are as in Lemma 1.1.

(b) \( \sup_{\nu, R} E(S|\mu,R) = k \), which occurs when \( \mu_1 = \ldots = \mu_k \), and all elements of \( R \) are equal to unity.

Proof. This result is a consequence of previous developments.

1.2. **Case of equal correlations**

When the off-diagonal elements of \( R \) are known to be equal to a common unknown \( \rho \ (\text{-1/(k-1) \leq \rho \leq 1}) \), the minimization of (1.1) and (1.2) simplifies considerably. In this case, \( Y_{ij} = 1/2 \ (i \neq j) \), and the minimum occurs when \( \rho = -1/(k-1) \), in which case the \( k \)-variate distribution of \( X \) is degenerate, being concentrated in a linear subspace of \( k-1 \) dimensions. However, the distribution of the \{\( Y_j \), \( j \neq k \)\} is not degenerate. Therefore,
one obtains for either (1.1) or (1.2),

\[ \inf PCS = P(Y_j > - a(N)((k-1)/k)^{1/2}, j \neq k) \]

where the \( \{Y_j, j \neq k\} \) are as in Lemma 1.1, with

\[ Y_{ij} = 1/2 \quad (i \neq j). \]

The infimum in (1.3) was known to Milton (1963) and Gupta (1963). They have provided tables for the distribution of the \( (Y_j, j \neq k) \), for several values of \( k \). Using these tables, an experimenter determines \( h = h(k, P^*) > 0 \), such that

\[ P(Y_j > - h, j \neq k) = P^*, \]

and upon equating

\[ a(N)((k-1)/k)^{1/2} = h, \]

a value of \( N_L \) then follows; the experimenter employs the smallest integer \( \geq N_L \).

It should be mentioned that Rule B has many optimum properties when the correlations are equal. For a large class of "natural" loss functions, the rule has uniformly smallest risk function among all symmetrical (invariant under permutation of components) procedures, being minimax and admissible (cf. Eaton (1967a), Lehmann (1966), Hall (1959)).

1.3. Case \( k = 2 \)

Although this is a particular case of the preceding section, we state the result explicitly, so that it may be compared easily with the results of section 1.4.
Here, since \( k = 2 \), (1.1) and (1.2) reduce to a univariate normal integral, the minimum of which clearly occurs when \( \rho_{12} = -1 \). Therefore,

\[
\inf \text{PCS} = P(Y_1 > -a(N)2^{-1/2}) ,
\]

where \( Y_1 \) is a standard univariate normal variate.

1.4. Case \( k = 3 \)

Here the problem is considerably more complicated than for \( k = 2 \). We wish to minimize the right-hand side of (1.1) and (1.2),

\[
\text{PCS} = P(Y_1 > -a(N)(1-\rho_{13})^{-1/2} , Y_2 > -a(N)(1-\rho_{23})^{-1/2})
\]

over all permissible values of \( \rho_{12}, \rho_{13}, \rho_{23} \), where the \( \{Y_1, Y_2\} \)

have a standard bivariate normal distribution with

\[
\text{corr}(Y_1, Y_2) = \gamma_{12} = \frac{1-\rho_{13}-\rho_{23}+\rho_{12}}{2(1-\rho_{12})^{1/2}(1-\rho_{23})^{1/2}} .
\]

The region of Euclidean 3-space where \( R \) is positive semi-definite is given by \( \det R > 0 \), \( \rho_{ij}^2 \leq 1 \) (\( i \neq j \)). The region \( \det R > 0 \) is the ellipsoid

\[
1 + 2\rho_{12}^2\rho_{13}^2\rho_{23}^2 - \rho_{13}^2\rho_{23}^2 - \rho_{12}^2 - \rho_{23}^2 > 0 .
\]

**Lemma 1.4.**

\[
\frac{\partial}{\partial \rho_{12}} \text{PCS} > 0 \text{ for } \rho_{13} \neq 1 \text{ and } \rho_{23} \neq 1 .
\]
Proof. Let \( f_{\gamma_{12}}(y_1, y_2) \) be the p.d.f. of \( (Y_1, Y_2) \). According to the known relation (cf., for example, Plackett (1954)),

\[
\frac{\partial}{\partial y_{12}} f_{\gamma_{12}}(y_1, y_2) = \frac{\partial^2}{\partial y_1 \partial y_2} f_{\gamma_{12}}(y_1, y_2),
\]

\[
\frac{\partial \text{PCS}}{\partial \rho_{12}} = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial^2}{\partial y_1 \partial y_2} f_{\gamma_{12}}(y_1, y_2) dy_1 dy_2}{\rho_{12}^{1/2} (1-\rho_{13})^{1/2} (1-\rho_{23})^{1/2}}
\]

\[
= f_{\gamma_{12}}(y_1, y_2) \frac{(-a(N))^{1/2}}{(1-\rho_{13})^{1/2} (1-\rho_{23})^{1/2}} (1/2)(1-\rho_{13})^{-1/2}(1-\rho_{23})^{-1/2} > 0.
\]

Some of the ideas underlying many proofs in this thesis, including the one above, derive from a basic paper of Slepian (1962). It is easy to check that the inf of \( \text{PCS} \) does not occur when either \( \rho_{13} \) or \( \rho_{23} \) equals unity. Hence, this case is excluded in the following discussion.

Lemma 1.5: \( \inf \text{PCS} \) occurs when \( \det R = 0 \).

Proof. Suppose we fix \( \rho_{13} \) and \( \rho_{23} \). By the previous lemma, we would set \( \rho_{12} \) at its smallest possible value, which is the smallest root of the quadratic equation \( \det R = 0 \); thus we obtain

\[
\rho_{12} = \rho_{13}^2 - (1-\rho_{13})^{1/2}(1-\rho_{23})^{1/2} \geq -1.
\]

QED

We proceed directly to the minimization of \( \text{PCS} \). Let us define the following Lagrangean function,

\[
F = \text{PCS} + \lambda \det R.
\]
The parameter point $\mathbf{R}$, which leads to an infimum of $\overline{\text{PCS}}$, subject to the restriction $\det \mathbf{R} = 0$, must satisfy the following equations:

\begin{align*}
(1.5) \quad \frac{\partial F}{\partial \rho_{12}} &= f_{12} \left( \frac{-a(N)}{(1-\rho_{13})^{1/2}}, \frac{-a(N)}{(1-\rho_{23})^{1/2}} \right) \frac{1}{2(1-\rho_{13})^{1/2}(1-\rho_{23})^{1/2}} \\
&\quad + 2\lambda (\rho_{13}\rho_{23} - \rho_{12}) = 0 .
\end{align*}

\begin{align*}
(1.6) \quad \frac{\partial F}{\partial \rho_{13}} &= f_{13} \left( \frac{-a(N)}{(1-\rho_{13})^{1/2}}, \frac{-a(N)}{(1-\rho_{23})^{1/2}} \right) \frac{\rho_{13}+\rho_{12}-\rho_{23}-1}{4(1-\rho_{13})^{1/2}(1-\rho_{23})^{3/2}} \\
&\quad + \frac{a(N)}{2(1-\rho_{13})^{3/2}} \int_{0}^{\infty} f_{12} \left( \frac{-a(N)}{(1-\rho_{13})^{1/2}}, y_{2} \right) dy_{2} \\
&\quad + 2\lambda (\rho_{23}\rho_{12} - \rho_{13}) = 0 .
\end{align*}

\begin{align*}
(1.7) \quad \frac{\partial F}{\partial \rho_{23}} &= f_{23} \left( \frac{-a(N)}{(1-\rho_{13})^{1/2}}, \frac{-a(N)}{(1-\rho_{23})^{1/2}} \right) \frac{\rho_{23}+\rho_{12}-\rho_{13}-1}{4(1-\rho_{13})^{1/2}(1-\rho_{23})^{3/2}} \\
&\quad + \frac{a(N)}{2(1-\rho_{23})^{3/2}} \int_{0}^{\infty} f_{12} \left( \frac{-a(N)}{(1-\rho_{13})^{1/2}}, y_{1} \right) dy_{1} \\
&\quad + 2\lambda (\rho_{12}\rho_{13} - \rho_{23}) = 0 .
\end{align*}

\begin{align*}
(1.8) \quad \frac{\partial F}{\partial \lambda} &= \det \mathbf{R} = 0 .
\end{align*}

By the symmetry of equations (1.6) and (1.7) with respect to $\rho_{13}$ and $\rho_{23}$, one is led to study a solution of the form

$$\rho_{13} = \rho_{23} = \tau$$

which consequently implies by (1.8) and Lemma 1.4, that
\[ \rho_{12} = 2\tau^2 - 1. \]

Moreover, by substitution, we have \( \gamma_{12} = -\tau \). With such a solution, equations (1.6) and (1.7) become identical, and in order to find \( \lambda \) we must eliminate the Lagrange multiplier between equations (1.5) and (1.6). After simplifications, we arrive at,

\[
(1.9) \quad \int_{\frac{-a(N)}{(1-\tau)^{1/2}}}^\infty f_{-\tau}\left(\frac{-a(N)}{(1-\tau)^{1/2}},y\right)dy = \frac{(1-\tau)^{3/2}}{a(N)} \int_{-\frac{-a(N)}{(1-\tau)^{1/2}}}^{\infty} f_{-\tau}\left(\frac{-a(N)}{(1-\tau)^{1/2}}, \frac{-a(N)}{(1-\tau)^{1/2}}\right). 
\]

Using the factorization \( f(x,y) = f(y|x)f(x) \) for the density inside the integral, and simplifying further still, we obtain,

\[
(1.10) \quad \int_{-b}^\infty (2\pi)^{-1/2} \exp(-y^2/2)dy = (2\pi)^{-1/2} (1/b) \exp(-b^2/2)
\]

where

\[
b = a(N)(1+\tau)^{1/2}/(1-\tau).
\]

Equation (1.10) has a unique solution, \( b = 0.5 \), which gives

\[
a(N) = 0.5(1 - \tau)(1 + \tau)^{-1/2}
\]

and

\[
\overline{PCS} = P(Y_i > \frac{-a(N)}{(1-\tau)^{1/2}}, i = 1,2)
\]

\[
\approx P(Y_i > -0.5(1-\tau)^{1/2}, i = 1,2).
\]
where \( \text{corr}(Y_1, Y_2) = -\tau \).

For numerical evaluations of \( \overline{\text{PCS}} \) it is convenient to start with a fixed value of \( \tau (-1 < \tau < 1) \), and then obtain \( a(N) \) and \( \overline{\text{PCS}} \). Some rough numerical calculations are given in Table 1.1. The purpose of this table is to illustrate the variation of \( \overline{\text{PCS}} \) and \( a(N) \) with \( \tau \), rather than to provide the reader with a working device. Table 1.1 was computed using the National Bureau of Standards (1959) tables of the bivariate normal integral.

One notes that as \( a(N) \) increases so does \( \overline{\text{PCS}} \), as is to be expected; but as \( a(N) \to 0 \), \( \overline{\text{PCS}} \) attains values less than \( 1/3 \). In other words, for small values of \( a(N) \) one does better by simply selecting one of the three components at random rather than by using Rules B or C. Therefore, for small values of \( a(N) \), these rules are not minimax (with respect to simple 0-1 loss functions).

Another curious fact is that, for small \( a(N) \), the least favorable configuration of \( \mathbf{R} \) is very close to a correlation matrix all entries of which are equal to unity. However, this is also the most favorable configuration of \( \mathbf{R} \), since then \( \overline{\text{PCS}} = 1 \). In other words, for \( a(N) \) close to zero, the least favorable configuration of \( \mathbf{R} \) is "close" to the most favorable configuration of \( \mathbf{R} \). One may interpret this as happening when \( \sigma \) is large compared to \( \delta^* \) or \( d^* \), in which case our intuition fails.

We have not been able to prove analytically that the solution (1.10) of equations (1.5), (1.6), (1.7) and (1.8) which we selected is indeed the one which leads to the global minimum of \( \overline{\text{PCS}} \). However, some limited numerical results do indicate that this is in fact the global minimum. We recommend that more extensive numerical
TABLE 1.1

Values of the Infimum of the Probability of a Correct Selection as a Function of $\tau$ ($k = 3$)

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$a(N)$</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>-.9</td>
<td>3.00</td>
<td>.98</td>
</tr>
<tr>
<td>-.7</td>
<td>1.55</td>
<td>.83</td>
</tr>
<tr>
<td>-.5</td>
<td>1.06</td>
<td>.69</td>
</tr>
<tr>
<td>-.2</td>
<td>.67</td>
<td>.55</td>
</tr>
<tr>
<td>0</td>
<td>.50</td>
<td>.48</td>
</tr>
<tr>
<td>.2</td>
<td>.37</td>
<td>.41</td>
</tr>
<tr>
<td>.3</td>
<td>.31</td>
<td>.37</td>
</tr>
<tr>
<td>.4</td>
<td>.26</td>
<td>.33</td>
</tr>
<tr>
<td>.5</td>
<td>.21</td>
<td>.30</td>
</tr>
<tr>
<td>.6</td>
<td>.16</td>
<td>.27</td>
</tr>
<tr>
<td>.7</td>
<td>.12</td>
<td>.23</td>
</tr>
<tr>
<td>.8</td>
<td>.07</td>
<td>.19</td>
</tr>
<tr>
<td>.9</td>
<td>.04</td>
<td>.13</td>
</tr>
<tr>
<td>.99</td>
<td>.00</td>
<td>.04</td>
</tr>
</tbody>
</table>
computations be carried out in the future, and hope to do so ourselves.

Table 1.1 shows that when \( a(N) \rightarrow \infty \), which may also be thought of as \( N \rightarrow \infty \), the least favorable configuration is near

\[ \rho_{13} = \rho_{23} = -1, \ \rho_{12} = 1. \]

Another way to see this is to notice that as \( a(N) \rightarrow \infty \), equations (1.5), (1.6), (1.7) and (1.8) become,

\[
2\lambda (\rho_{13} \rho_{23} - \rho_{12}) = 0 \\
2\lambda (\rho_{23} \rho_{12} - \rho_{13}) = 0 \\
2\lambda (\rho_{12} \rho_{13} - \rho_{23}) = 0 \quad \lambda \neq 0 \\
\text{det } R = 0.
\]

The only solutions of these equations are \( \rho_{13} = \rho_{23} = \rho_{12} = 1 \), the most favorable configuration, and \( \rho_{13} = \rho_{23} = -1, \ \rho_{12} = 1 \), the least favorable configuration.

1.5. Case \( k > 3 \)

In this section our results are more tentative than the results of the previous section, since we have not made any numerical computations to verify that what we obtain is indeed a least favorable configuration. The present section could be written in parallel with the previous one, the basic ideas being the same, except for the much more involved algebra. Instead, we simply give below the main results, without proofs. Let

\[ \overline{\text{PCS}} = P(Y_j > a(N)(1 - \rho_{jk})^{-1/2}, \ j \neq k) \]

where the \( \{Y_j, \ j \neq k\} \) are as in Lemma 1.1.
Lemma 1.6.

\[ \frac{\partial \text{PCS}}{\partial p_{ij}} > 0 \text{ for } (1 \leq i < j \leq k - 1) \text{ if } p_{ik} \neq 1 \text{ (1 \leq i \leq k - 1)} . \]

Lemma 1.7. \( \inf \overline{\text{PCS}} \) occurs when \( \det R = 0 \).

Consider the Lagrangean function

\[ F = \text{PCS} + \bar{\lambda} \det R . \]

It can be shown that the equations

\[ \frac{\partial F}{\partial p_{ij}} = 0 \text{ (1 \leq i < j \leq k)} , \quad \frac{\partial F}{\partial \bar{\lambda}} = 0 , \]

admit a solution of the form

\[ p_{1k} = \ldots = p_{k-1,k} = \tau \text{ (-1 < \tau < 1)} , \]

\[ p_{12} = \ldots = p_{k-2,k-1} = (k-1)\tau^2 - 1)/(k-2) . \]

Moreover, by substitution,

\[ \rho \equiv \gamma_{ij} = \{(k - 3) - (k - 1)\tau\}/(2(k-2)) . \]

In the present context, equation (1.10) is a particular case of (1.11), when \( k = 3 \).

(1.11) \( \int \ldots \int \int_1 (z_1, \ldots, z_{k-2}) \, dz_1 \ldots dz_{k-2} \)

\[ = \frac{(k-1)(1-\tau)^{3/2}}{2(2\pi)^{1/2} a(N)(1-\rho)^{3/2}} \exp \{ - \frac{1}{2} \frac{a^2(N)(1-\rho)}{(1-\tau)(1+\rho)} \} \]

\[ \times \int \ldots \int \int_2 (w_1, \ldots, w_{k-3}) \, dw_1 \ldots dw_{k-3} , \]
where the limits of integration in the left-hand size are from
\(- a(N)(1-\rho)^{1/2}(1-\tau)^{-1/2}(1+\rho)^{-1/2}\) to \(\infty\), while the right-hand size limits of integration are from
\(- a(N)(1-2\rho)(1+\rho)^{1/2}(1-\tau)^{-1/2}(1-\rho)^{-1/2}(2\rho+1)^{-1/2}\) to \(\infty\). Moreover, \(f_{\Gamma_i}(i=1,2)\) are the p.d.f.'s of standard multivariate normal distributions with correlation matrices \(\Gamma_1\), where \(\Gamma_1\) has all its off-diagonal elements equal to \(\rho/(1+\rho)\), while \(\Gamma_2\) has all its off-diagonal elements equal to \(\rho/(2\rho+1)\).

(1.11) does not lend itself to an easy solution as did (1.10) where we found \(b\) and consequently computed Table 1.1. Although we have not pursued numerical computations for \(k > 3\), we recommend that (1.11) be used as follows: for fixed values of \(\tau\) \((-1 < \tau < 1)\), (1.11) gives a unique value of \(a(N)\); then, with \(\tau\) and \(a(N)\), one computes PCS. As \(\tau\) varies from 1 to -1, \(a(N)\) ranges from 0 to \(\infty\), and PCS from 0 to 1.

Again for \(k > 3\), the PCS may attain values less than \(1/k\), if \(a(N)\) is sufficiently small. For example, if we take
\(\tau = (k-3)/(k-1)\), implying \(\rho = 0\), then

\[
\text{PCS} = \left\{ \int_{-a(N)}^{\infty} f(z) \, dz \right\}^{k-1} / (1-\tau)^{1/2},
\]

where \(f(z)\) is a standard univariate normal density. For \(a(N)\) very small,

\[
\text{PCS} \approx 2^{-k(1)} < 1/k.
\]
While for $k = 3$ we were able to show computationally, in a few cases, that the minimum obtained is indeed a global minimum, for $k > 3$ these computational results are very difficult to obtain because of the unavailability of tables of general multivariate normal integrals of dimension greater than 2. It may be possible that a proof exists for the uniqueness of the minimum, but we were unable to provide it.

1.6. **A conservative approximation to the sample size when $k \geq 3$**

While expressions such as (1.11) seem to be unmanageable, a lower bound on $\overline{PCS}$ may be obtained using Bonferroni's inequality as given in Feller (1968). Indeed, for a collection of $p$ events $A_1, \ldots, A_p$,

$$
P(\bigcap_{i=1}^{p} A_i) = 1 - P(\bigcup_{i=1}^{p} A_i^c) \geq 1 - \sum_{i=1}^{p} P(A_i^c) = \sum_{i=1}^{p} P(A_i) - (p - 1),
$$

where $A_i^c$ is the complement of $A_i$, and Boole's inequality has been used.

Therefore, since we know the minimum when $k = 2$, if we take any $k \geq 3$,

$$
\overline{PCS} = P(Y_i > - a(N)(1 - \rho_{ik})^{-1/2}, i \neq k) \\
\geq \sum_{i=1}^{k-1} P(Y_i > - a(N)(1 - \rho_{ik})^{-1/2}) - (k - 2) \\
\geq (k - 1)P(Y_i > - a(N)2^{-1/2}) - (k - 2).
$$
Setting the right-hand side equal to $P^*$, one may easily solve for $\nu$ using tables of the standard univariate normal distribution.

It is also possible to use the results we have for $k = 3$, possibly in conjunction with results for $k = 2$, to obtain a Bonferroni approximation. For example, suppose that $k = 5$. Then,

$$\overline{PCS} > P(Y_1 > -a(N)(1-\rho_{15})^{-1/2}, Y_2 > -a(N)(1-\rho_{25})^{-1/2})$$

$$+ P(Y_3 > -a(N)(1-\rho_{35})^{-1/2}, Y_4 > -a(N)(1-\rho_{45})^{-1/2}) - 1$$

$$\geq 2P(Y_i > .5(1 - \tau)^{1/2}(1 + \tau)^{-1/2}, i = 1, 2) - 1.$$

Setting the right-hand side equal to $P^*$, with the aid of Table 1.1, one determines $N$.

1.7. A sequential procedure

Paulson (1964) devised a sequential procedure for the problem of selecting the normal population with the largest population mean, when the variances are known and equal. This procedure is fully sequential and truncated, in the sense that populations are eliminated as sampling proceeds and there is a predetermined upper bound on the total number of stages. In this section we show how Paulson's procedure can be slightly modified to handle the problem of correlated variates, when the variances are known, but not necessarily equal. Since the proof that this procedure guarantees the PCS over the preference region parallels Paulson's proof, we prove only what is strictly necessary and refer the reader to Paulson's paper for the
Let \((X_{1s},\ldots,X_{ks})\), \(s = 1,2,\ldots\) be a sequence of independent vectors each with a multivariate normal distribution with unknown population means \((\mu_1,\ldots,\mu_k)\), known population variances \((\sigma_1^2,\ldots,\sigma_k^2)\), and unknown population correlations \(p_{ij} \equiv \text{corr}(X_{is},X_{js})\).

Our objective is to select, with probability at least \(P^*\), the component with the largest mean, whenever \(\mu[k] - \mu[k-1] \geq \delta^* > 0\).

Let \(0 < \lambda < \delta^*\) be an arbitrary fixed number, and set
\[
\bar{\sigma}^2 = \max_{i \neq j} (\sigma_i^2 + \sigma_j^2)^2.
\]
Next define,
\[
a_\lambda = \left[\frac{\bar{\sigma}^2}{2(\delta^* - \lambda)}\right] \log \left(\frac{(k - 1)\lambda}{1 - P^*}\right),
\]
and \(W_\lambda = \text{the largest integer less than } a_\lambda/\lambda\). (Note: Our definition of \(a_\lambda\) is different from Paulson's.) Then Paulson describes his Rule \(P_\lambda\): "At the first stage of the experiment we take one observation from each variate, obtaining \((X_{11},X_{21},\ldots,X_{k1})\). Then we eliminate from further consideration any variate \(j\) for which
\[
X_{j1} < \max \{X_{11},X_{21},\ldots,X_{k1}\} - a_\lambda + \lambda.
\]
If all but one variate are eliminated after the first stage of the experiment, we stop the experiment and select the remaining variate as the best one. Otherwise we go on to the second stage of the experiment and take one observation on each variate not eliminated.
after the first stage. Proceeding by induction, at the \( r \)th stage of the experiment \((r = 2, 3, \ldots, W)\) we take one observation on each variate not eliminated after the \((r - 1)\) stage, and then eliminate any remaining variate \( j \) for which

\[
\frac{1}{r} \sum_{s=1}^{r} X_{js} < \max_{v} \left\{ \frac{1}{r} \sum_{s=1}^{r} X_{vs} \right\} - a + r\lambda ,
\]

where the \( \max \) is taken over all variates left after the \((r - 1)\) stage. If only one variate is left after the \( r \)th stage, the experiment is terminated and the remaining variate is selected, otherwise we go on to the \((r + 1)\) stage. If more than one variate remains after the \( W \) stage, the experiment is terminated at the \((W + 1)\) stage by selecting the remaining variate for which the sum of the \((W + 1)\) observations is a maximum."

Lemma 1.8. For each \( 0 < \lambda < \delta^* \), Rule \( P_{\lambda} \) guarantees the probability requirement

\[
\inf_{\Omega} PCS_{P_{\lambda}}(\mu, R) \geq P^* \]

where

\[
\Omega = \{ (\mu, R) | \mu[k] - \mu[k-1] \geq \delta^*, \text{ } R \text{ is a correlation matrix.} \} \]

Proof. It follows from the lines at the bottom of p. 176 of Paulson's paper that in \( \Omega \),

\[
P(\text{incorrect selection}) \leq \sum_{v=1}^{k-1} P\left( \sum_{s=1}^{n} X_{ks} < \sum_{s=1}^{n} X_{vs} - a + n\lambda \text{ for some } n < \right)
\]
and,

\[ P\left( \sum_{s=1}^{n} (X_{\nu s} - X_{\nu k s} + \lambda) > a_{\lambda} \text{ for some } n < \infty \right) \]

\[ \leq \exp \frac{2(\mu_{\nu} - \mu_{k}) a_{\lambda}}{\sigma^2 + \sigma^2 - 2 \sigma_{\nu} \sigma_{k} \rho_{\nu k}} \leq \exp \frac{-2(\delta^* - \lambda) a_{\lambda}}{\sigma^2 + \sigma^2 - 2 \sigma_{\nu} \sigma_{k} \rho_{\nu k}} \]

\[ \leq \exp \frac{-2(\delta^* - \lambda) a_{\lambda}}{(\sigma^2 + \sigma^2_k)^2} \leq \exp \frac{-2(\delta^* - \lambda) a_{\lambda}}{\sigma^2} = \frac{1-P^*}{1-k} \]

Therefore,

\[ P(\text{incorrect solution}) \leq 1 - P^* \text{ and } \text{PCS} \geq P^* . \]

In the first inequality above we have used the fact that the equation

\[ 0 = E e^{t(X_{\nu s} - X_{\nu k s} + \lambda)} = \exp \left\{ t(\mu_{\nu} - \mu_{k}) + \frac{t^2}{2} (\sigma^2_{\nu} + \sigma^2_{k} - 2 \sigma_{\nu} \sigma_{k} \rho_{\nu k}) \right\} \]

has the unique nonzero root

\[ t_0 = -2(\mu_{\nu} - \mu_{k}) / (\sigma^2_{\nu} + \sigma^2_{k} - 2 \sigma_{\nu} \sigma_{k} \rho_{\nu k}) . \]

QED
CHAPTER 2

SELECTION OF THE VARIATE WITH THE SMALLEST POPULATION VARIANCE
FROM A SINGLE MULTIVARIATE NORMAL POPULATION

2.0. Introduction

The problem studied in the present chapter was motivated by the problem posed in Section 4.3 of Chapter 4. The asymptotic solution provided by Theorem 2.3 will be crucial to the developments of Chapters 3 and 4.

In this chapter we study single-stage procedures for selecting the variate with the smallest population variance from a single k-variate normal distribution. We formulate the general problem in Section 2.1. In Section 2.2 we obtain exact small-sample results for \( k = 2 \). However, when \( k > 2 \), it does not seem possible to extend the analysis for \( k = 2 \), as we point out in Section 2.3. In Section 2.4 we show how a conservative approximation to the single-stage sample size can be obtained. In Section 2.5 we develop a large-sample solution for the general case \( k \geq 3 \). For \( k \geq 3 \), and arbitrary correlation matrix, it turns out (perhaps surprisingly) that the least favorable configuration of the correlation matrix depends on \( N \), the single-stage sample size, in a very complicated way. This is reminiscent of the results of Chapter 1. The large-sample results of the present chapter are special cases of the results of Section 3.1 of Chapter 3. These large-sample results, although stated in a normal framework, are valid for large classes of multivariate distributions, for which Lemma 2.8 is also true.
2.1. **Formulation of the Problem**

We consider a $k$-variate normal population with population means $(\mu_1, \ldots, \mu_k)$, population variances $(\sigma_1^2, \ldots, \sigma_k^2)$ and population correlations $\rho_{ij}$ (1 ≤ $i, j$ ≤ $k$). We denote the covariance matrix by $\Sigma = \{\sigma_{ij}\} = \tilde{\sigma} R \tilde{\sigma}$, where $\tilde{\sigma} = \text{diag}(\sigma_1, \ldots, \sigma_k)$ and $R = \{\rho_{ij}\}$ are $k \times k$ matrices. Therefore, $\sigma_{ii} = \sigma_i^2$ are the variances. Let the ranked values of the $\sigma_i^2$ be $\sigma_i^2[1] \leq \ldots \leq \sigma_i^2[k]$. The experimenter does not have any prior knowledge concerning the values of the parameters of this multivariate normal population, or of the pairing of the $\sigma_i^2[i]$ with the variates.

**Indifference-zone formulation**

The experimenter's goal is to select the variate associated with $\sigma_i^2[1]$, the smallest population variance. Two constants $\{\theta^*, p^*\}$, $\theta^* > 1$, $1/k < p^* < 1$, are specified prior to experimentation. We denote the probability of a correct selection when decision procedure $R$ is used by $\text{PCS}_R(\tilde{\sigma}, R)$, and restrict consideration to decision procedures which guarantee the probability requirement:

\[ \inf_{\tilde{\sigma}} \text{PCS}_R(\tilde{\sigma}, R) \geq p^* \quad (2.1) \]

where

$$\Omega = \{(\tilde{\sigma}, R)|\sigma_i^2[2] \geq \theta^* \sigma_i^2[1], R \text{ a correlation matrix}\}.$$  

Bechhofer and Sobel (1954) proposed the following decision
procedure, when considering this problem for the case $R = I_k$. A sample of $N$ independent vector observations, $(X_{1a}, \ldots, X_{ka})$ $(1 \leq a \leq N)$, is taken and one computes,

$$a_{ii} = \frac{1}{N} \sum_{a=1}^{N} (X_{ia} - \bar{X}_i)^2$$

where $\bar{X}_i = \frac{1}{N} \sum_{a=1}^{N} X_{ia}$ $(1 \leq i \leq k)$.

**Rule BS:** Assert that the component associated with

$a_{11} = \min(a_{11}, \ldots, a_{kk})$ has population variance $\sigma^2_{[11]}$.

Our task is to determine the smallest sample size $N$ necessary to guarantee the probability requirement (2.1) when Rule BS is used and $R$ is an unknown correlation matrix.

**Subset formulation**

In certain situations, the experimenter may be interested in the selection of a subset of variates, which includes the variate with the smallest variance. A constant $\{P^*\}$, $1/k < P^* < 1$, is specified prior to experimentation. Letting $\text{PCS}_R(\hat{\sigma}, R)$ be defined as above, we restrict consideration to decision procedures which guarantee the probability requirement:

$$\inf_{\hat{\sigma}, R} \text{PCS}_R(\hat{\sigma}, R) > P^* .$$

The following decision procedure, proposed by Gupta and Sobel (1954), when considering this problem for the case $R = I_k$, will be used:

**Rule GS:** Include the variate associated with $a_{ii}$ in the selected subset if $a_{ii} < d^* a_{[11]}$, where $d^* > 1$ is a specified constant.
Our objective is to find the smallest sample size $N$ which will guarantee the probability requirement (2.2) when Rule GS is employed and $R$ is an unknown correlation matrix.

Throughout this chapter, we assume, without loss of generality, that $\sigma_i^2 < \sigma_j^2$ ($j \neq 1$). No consideration will be given to the population means, since their configuration is irrelevant for our purposes.

2.2. Case $k = 2$

In this section we consider the case $k = 2$, i.e., the parent population is bivariate normal. Writing $\rho_{12} = \rho$ and $\Sigma^{-1} = (\sigma_{ij})$, we have

**Lemma 2.1.** The joint p.d.f. of $a_{11}$ and $a_{22}$ is

$$p_{a_{11}, a_{22}}(y_1, y_2) = \sum_{j=0}^{\infty} c_j(\rho) \prod_{i=1}^{2} \binom{n}{j} (\sigma_{ii})^{j+n/2} y_i^{j+n-1} \exp(-\sigma_{ii} y_i^2/2) ,$$

where

$$y_i > 0 ,$$

$$c_j(\rho) = (1 - \rho^2)^{n/2} \rho^{2j} \binom{n}{j} \sum_{j=0}^{\infty} c_j(\rho) = 1 .$$

**Proof.** Let $A = (a_{ij})$, $a_{ij} = \sum_{\alpha=1}^{N} (X_{i\alpha} - \bar{X}_i)(X_{j\alpha} - \bar{X}_j)$. Then $A$ has a Wishart density. Make the transformation of variables $a_{11} = a_{11}$,
\[ a_{22} = a_{22}, \ r_{12} = a_{12}^{a_{11}^{-1/2}}a_{22}^{-1/2}, \] and then obtain (2.3) as the marginal p.d.f. of \((a_{11}, a_{22})\). Note that the joint p.d.f. of \((a_{11}, a_{22})\) is a weighted sum of products of gamma densities. QED

**Lemma 2.2.** Let

\[ v = \frac{a_{22}^{a_{22}}}{a_{11}^{a_{11}}} = \frac{a_{22}^{\sigma_{11}}}{a_{11}^{\sigma_{22}}}. \]

Then the p.d.f. of \(v\) is

\[
\begin{align*}
\nu_v(z) &= \sum_{j=0}^{\infty} c_j(\rho) \frac{\Gamma(2j+n)}{(\Gamma(j+n/2))^2} \frac{z^{j+\frac{n-1}{2}}}{(1+z)^{(n+2j)}} \\
&= \sum_{j=0}^{\infty} c_j(\rho)f_j(z), \quad z > 0.
\end{align*}
\]

**Proof.** In (2.3) make the transformation

\[ a_{11} = a_{11}, \quad v = \frac{a_{22}^{\sigma_{11}}}{a_{11}^{\sigma_{22}}}, \]

then integrate out \(y_1\), obtaining (2.4) as a final result. The p.d.f. of \(v\) is a weighted sum of central F densities. QED

**Lemma 2.3.** Define

\[ b_j = \int_{1/\theta^+}^{\infty} f_j(z) \, dz. \]

Then \(b_0 \leq b_1 \leq b_2 \leq \ldots\).

**Proof.** For \(j > 1\),
It is easy to show that, if we integrate by parts the first integral in (2.5), and then twice integrate by parts the second integral in (2.5), we obtain,

\[ b_j - b_{j-1} = \frac{\Gamma(n+2j-2)}{\Gamma(n+2j-1)\Gamma(n+2j)} \int_0^\infty \frac{1}{(1+\theta^*)} (1+\theta^*)^{-n+1} (1-\theta^*)^{-2j+1} \, dz. \]

It is easy to show that, if we integrate by parts the first integral in (2.5), and then twice integrate by parts the second integral in (2.5), we obtain,

\[ b_j - b_{j-1} = \frac{\Gamma(n+2j-2)}{\Gamma(n+2j-1)\Gamma(n+2j)} \int_0^\infty \frac{1}{(1+\theta^*)} (1+\theta^*)^{-n+1} (1-\theta^*)^{-2j+1} \, dz. \]

It is easy to show that, if we integrate by parts the first integral in (2.5), and then twice integrate by parts the second integral in (2.5), we obtain,

\[ b_j - b_{j-1} = \frac{\Gamma(n+2j-2)}{\Gamma(n+2j-1)\Gamma(n+2j)} \int_0^\infty \frac{1}{(1+\theta^*)} (1+\theta^*)^{-n+1} (1-\theta^*)^{-2j+1} \, dz. \]

QED

If the experimenter uses Rule BS, we obtain,

**Theorem 2.1.** The least favorable configuration of the relevant parameters

is \( \sigma^2_{[2]} = \sigma^2_{[1]} \), \( \rho = 0 \), yielding,

\[ \inf_{\tilde{\sigma}} \text{PCS}(\tilde{\sigma}, \rho) = \int_0^\infty \frac{\Gamma(n)}{(\Gamma(n))^2} \frac{1}{(1+\theta^*)} (1+\theta^*)^{-2j+1} \, dz. \]

**Proof.** If \( \rho = \pm 1 \), we have \( \text{PCS}(\tilde{\sigma}, \rho) = 1 \). Indeed, in this case,

\[ X_{2a} - \mu_2 = b(X_{1a} - \mu_1) \text{ a.e. } (1 \leq a \leq N), \]

where \( b = \rho \sigma_2 / \sigma_1 \). Hence,

\[ a_{22} = \sum_{\alpha=1}^N \frac{(X_{2a} - \bar{X}_2)^2}{a_{11} = \frac{\sigma_2^2}{\sigma_1^2} a_{11} \text{ a.e.}} \]

resulting in
PCS(\(\bar{a}, \rho\)) = P(a_{11} \leq a_{22}) = P(\sigma_1^2 \leq \sigma_2^2) = 1 .

For other values of \(\rho\), and \(\sigma_2^2 \geq \theta \star \sigma_1^2\),

\[
PCS(\bar{a}, \rho) = P(a_{11} \leq a_{22}) = P(\mathbf{v} \geq \sigma_1^2/\sigma_2^2) \geq P(\mathbf{v} \geq 1/\theta \star) \geq \sum_{j=0}^{\infty} c_j(\rho)b_j .
\]

Since \(b_0 = \inf_{j \geq 0} b_j\), and \(c_0(0) = 1\), it follows that

\[
\inf_{\bar{a}} PCS(\bar{a}, \rho) = b_0 .
\]

QED

Bechhofer and Sobel (1954) provide a table of values of the integral on the right-hand side of (2.6). For \(\theta \star\) and \(P \star\) specified, the experimenter uses the table to determine \(N = n + 1\).

**Lemma 2.4.** Consider a loss function \(L_i(\bar{a}, \rho) = \text{loss when component } i \text{ is selected and } (\bar{a}, \rho)\) are the parameters, such that,

(i) \(L_i(\bar{a}, \rho) \leq L_j(\bar{a}, \rho)\) when \(\sigma_j^2 > \sigma_i^2\);

(ii) \(0 \leq L_i(\bar{a}, \rho) = L_{\pi_i}(\pi\bar{a}, \rho)\), where \(\pi(\sigma_1^2, \sigma_2^2) = (\pi\sigma_1^2, \pi\sigma_2^2)\) is any permutation of \((\sigma_1^2, \sigma_2^2)\).

Then Rule BS is minimax and admissible, uniformly minimizing the risk function among all invariant (under permutations of components) procedures.

**Proof.** Since \(c_j(\rho) \geq 0\) for all \(\rho\), and since the gamma densities appearing in (2.3) have monotone likelihood ratio, invoking a result of Eaton (1967a) (a generalization of a theorem of Bahadur and Goodman (1952)), the conclusion follows at once.

QED
If the experimenter uses Rule GS, we have,

**Theorem 2.2.** The least favorable configuration of the relevant parameters is

\[ \sigma_{[1]}^2 = \sigma_{[2]}^2, \quad \rho = 0, \]

yielding,

\[ \inf PCS(\hat{\sigma}, \rho) = \int_{1/d*}^{\infty} \frac{n}{z^4} (1 + z)^{-n} dz. \]  

(2.7)

**Proof.** The proof parallels that of Theorem 2.1.

**Lemma 2.5.** If \( S \) denotes the size of the selected subset when Rule GS is employed, then

(a) \( E(S|\hat{\sigma}, \rho) = P(v_1 \geq \frac{\sigma_{11}}{d*\sigma_{22}}) + P(v_2 \geq \frac{\sigma_{22}}{d*\sigma_{11}}) \)

where \( v_1 \) and \( v_2 \) are both distributed as in (2.4).

(b) \( \sup_{\hat{\sigma}, \rho} E(S|\hat{\sigma}, \rho) = 2 \), when \( \sigma_1^2 = \sigma_2^2, \quad \rho = 1 \).

**Proof.** The result follows easily from previous developments.

2.3. **Case \( k \geq 3 \).**

In this section we develop some preliminary results for the case \( k \geq 3 \), and outline some of the difficulties encountered. We have not been able to obtain definitive general small-sample results when \( k \geq 3 \). Unfortunately, the method employed for \( k = 2 \) in Section 2.2 fails here. In particular, it is easy to develop similar results to those given as Lemmas 2.1 and 2.2, but there is very strong evidence that the least favorable configuration of \( R \) depends on \( N \).
and $\theta^*(or d^*)$. This will be seen in Section 2.5, where we develop complete asymptotic ($N \to \infty$) results.

If Rule BS is used, without loss of generality, we assume $\sigma_0^2 = 1$, $\sigma_j^2 = \theta^*$, $j \neq 1$, since this is a least favorable configuration of the variances. Indeed, in $\Omega$, we have,

$$
\text{PCS} = P(a_{11} < a_{jj}, j \neq 1) = P(\sigma_1^2 \chi_n^2(1) < \sigma_j^2 \chi_n^2(j))
$$

$$
= P(\chi_n^2(1) < \theta^* \chi_n^2(j), j \neq 1)
$$

where $\chi_n^2(j)$ $(1 \leq j \leq k)$ are the diagonal elements of a Wishart matrix with mean $nR$. We define

$$
R = \begin{pmatrix} 1 & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix}, \quad A = \begin{pmatrix} a_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} = \sum_{\alpha=1}^{N} (X_{\alpha} - \bar{X})(X_{\alpha} - \bar{X})^T,
$$

where $\Sigma_{22}$ and $A_{22}$ are $(k-1) \times (k-1)$ symmetric positive definite matrices. Then, the following lemma is stated in a slightly different form in Johnson and Kotz (1972), p. 223. It provides a convenient representation for the distribution function of the diagonal elements of $A$.

**Lemma 2.6.** The conditional distribution of $a_{11}$ given $A_{22}$ is noncentral $\chi_n^2$, with noncentrality parameter

$$
\lambda = \frac{\Sigma_{12} A_{22}^{-1} A_{22}^{-1}}{2\theta^*(1 - \Sigma_{12} A_{22}^{-1})}.
$$
In other words,

\[ p_{a_{11}|A_{22}}(\cdot) = \sum_{j=0}^{\infty} \frac{e^{-\lambda_j}}{j!} p_{\lambda_j}^{2j} \cdot \frac{1}{\chi_{n+2j}^2}. \]

If \( p_{A_{22}}(\cdot) \) denotes the density of the Wishart matrix \( A_{22} \), we have

\[ \text{PCS} = \int_{W>0} W \left( \prod_{j \neq 1}^{\min a_{jj}} \int_0^{\infty} e^{-\lambda_j k} \frac{1}{\chi_{22+k}^2} \right) du \, dW, \]

where \( W > 0 \) means \( W \) symmetric positive definite.

Using (2.8), a tedious but straightforward computation shows that

\[ \frac{\partial \text{PCS}}{\partial \rho_{ij}} = 0 \quad (i \neq j), \text{ at } R = I_k. \]

One might conjecture, in view of this last result, and the results of the previous section, that \( R = I_k \) is a least favorable configuration of \( R \). However, we do not believe this to be the case for \( k > 2 \).

In fact, we shall prove in Section 2.5, using asymptotic \((N \to \infty)\) distribution theory, that \( R = I_k \) can be a saddle-point of the PCS. It approaches a global minimum when \( c_{\theta^*}(n) = (1/2)n^{1/2} \log \theta^* \to \infty \). When the
experimenter knows that the off-diagonal elements of $R$ are equal, then we show in Section 2.5, using asymptotic theory, that $R = I_k$ is a least favorable configuration, which does not depend on $N$ and $\theta^*$. In other words, we are facing a situation similar to the one encountered in Chapter 1, where the least favorable configuration varies with the sample size.

The same remarks are valid when Rule GS is used.

2.4. A conservative approximation to the sample size

In view of the difficulty of determining a least favorable configuration of $R$ for $k \geq 3$, the following Bonferroni approximation (cf. Section 1.6 of Chapter 1) can be used to determine a value of $N$, which will be larger than the minimum $N$ required to guarantee the probability requirement.

**Lemma 2.7.** If Rule BS is used,

$$
\inf_{\widehat{\theta}} \text{PCS}(\widehat{\theta}, R) > (k-1) \int_{1/\widehat{\theta}^*}^{\infty} \frac{\Gamma(n)}{\Gamma(\frac{n}{2})} \frac{n^{-1}}{z^{n/2}} (1+z)^{-n} \, dz - (k - 2).
$$

Hence Bechhofer and Sobel's (1954) table may be used to determine a conservative value of $N = n + 1$.

If Rule GS is used, a similar approximation is available, replacing $\theta^*$ by $d$ in (2.9).

2.5. Large-sample theory

In this section we develop a large-sample theory for the problems considered in Section 2.1. One of the results obtained (Theorem 2.3) will be used in the next two chapters as an important
tool for obtaining large-sample results. We start with a version of
the Central Limit Theorem, stated and proved in Anderson (1958), p. 75.

**Lemma 2.8.** Let \( X_a, \ a = 1, 2, \ldots, \) be a sequence of independent
\( k \)-dimensional normal vectors, each with mean vector \( \mu \) and covariance
matrix \( \Sigma = (\sigma_{ij}) \). Let

\[
B(n) = (b_{ij}(n)) = \frac{1}{n^2} \sum_{a=1}^{N} (X_a - \overline{X}_n) (X_a - \overline{X}_n)^t - \Sigma
\]

where

\[
\overline{X}_n = \frac{1}{n} \sum_{a=1}^{N} X_a / N, \ n = N - 1.
\]

Then the asymptotic \((N \to \infty)\) distribution \((a.d.)\) of \( B(n) \)
if multivariate normal, with zero means, and covariances

\[
E(b_{ij}(n) \cdot b_{kl}(n)) = \sigma_{ik} \sigma_{j\ell} + \sigma_{i\ell} \sigma_{jk}.
\]

Another tool that will be used extensively, is given below as
a lemma, the proof of which may be found, for example, in Rao (1968),
Chapter 6.

**Lemma 2.9.** Let \((Y_{1n}, \ldots, Y_{kn}) \), \( n = 1, 2, \ldots \), be a sequence of not
necessarily independent vector variates, such that,

\[
n^{1/2} (Y_{1n} - \theta_1^0, \ldots, Y_{kn} - \theta_k^0)
\]

has multivariate normal asymptotic distribution with zero means and
covariance matrix \( \Sigma \). Let \( g_1, \ldots, g_r \) be real functions defined on
the k dimensional Euclidean space, which are differentiable in a neighborhood of \( \boldsymbol{\theta}^0 = (\theta_1^0, \ldots, \theta_k^0) \). Then the a.d. of

\[
n^{1/2} (g_j(Y_{1n}, \ldots, Y_{kn}) - g_j(\theta_1^0, \ldots, \theta_k^0)) \quad (1 \leq j \leq r),
\]

is multivariate normal, with zero means, and covariance matrix,

\[
\Sigma(\theta^0) = (\nabla^t g_j \nabla g_j),
\]

where

\[
\nabla^t g_j = \left( \frac{\partial g_j}{\partial \theta_1^0}, \ldots, \frac{\partial g_j}{\partial \theta_k^0} \right) \bigg|_{\theta = \theta^0} \quad (1 \leq j \leq r),
\]

if \( \Sigma(\theta^0) \) is nonsingular.

We shall use the notation introduced in Section 2.1, and assume, without loss of generality, that \( \sigma_i^2 < \sigma_j^2 \) \( (j \neq 1) \).

Lemma 2.10. The a.d. of

\[
Y_j = n^{1/2} \left\{ \frac{\log(a_{1j}^2/a_{1j}^2) - \log(\sigma_i^2/\sigma_j^2)}{2(1 - \rho_{1j}^2)^{1/2}} \right\} \quad (j \neq 1),
\]

is standard multivariate normal, with correlations,

\[
\text{corr}(Y_i, Y_j) = \gamma_{ij} = \frac{1 - \rho_{11j}^2 - \rho_{11i}^2 \rho_{1j}^2}{2(1 - \rho_{11j}^2)^{1/2}(1 - \rho_{11i}^2)^{1/2}} \quad (i \neq j).
\]

Proof. From Lemma 2.8, the a.d. of

\[
n^{1/2} (a_{ii}/n - \sigma_i^2) \quad (1 \leq i \leq k),
\]
is multivariate normal with zero means, variances equal to \( \sigma_i^2 \), and covariances \( \sigma_{ij}^2 \). Therefore, using a variance stabilizing transformation (cf. Bartlett and Kendall (1946) and Lemma 2.9), we have that

\[
n^{1/2}(\log(a_{ii}/n) - \log \sigma_i^2) \quad (1 \leq i \leq k),
\]

has a multivariate normal a.d. with zero means, variances equal to \( \sigma_i^2 \), and covariances equal to \( \sigma_{ij}^2 \). Finally, (2.10) is obtained using Lemma 2.9 once again. QED

The proof of the above lemma is essentially contained in Ramberg (1969). Note that (2.10) resembles the distributions of the previous chapter (cf. Lemma 1.1).

Let \( \text{PCS}_a \) denote probability of a correct selection when an asymptotic \( (N \rightarrow \infty) \) distribution function is used. The following is an important result for our purposes.

**Theorem 2.3.** If the experimenter uses Rule BS, the asymptotic \( (N \rightarrow \infty) \) least favorable configuration of the relevant parameters is

\[
\theta^* \sigma^2_{[1]} = \sigma^2_{[2]} = \ldots = \sigma^2_{[k]} , \quad \rho_{ij} = 0 \quad (i \neq j).
\]

Therefore,

\[
(2.11) \quad \inf_{\hat{\theta}} \text{PCS}_a(\hat{\theta}, R) = \rho(\gamma_j \leq n^{1/2}(1/2) \log \theta^* , \ j \neq 1),
\]

where the \( \{Y_j, j \neq 1\} \) are distributed as in (2.10) with \( \gamma_{ij} = 1/2 \quad (i \neq j) \).
Proof. In \( \Omega \), if \( \sigma_i^2 < \sigma_j^2 \) (\( j \neq 1 \)),

\[
\text{PCS}(\delta, R) = P(a_{i1} < a_{jj}, j \neq 1) = P(Y_j < \frac{n^{1/2} \log(\sigma_i^2/\sigma_j^2)}{2(1-\rho_{ij}^2)^{1/2}}, j \neq 1)
\]

\[\geq P(Y_j < n^{1/2}(1/2)(\log 0^*)(1 - \rho_{1j}^2)^{-1/2}, j \neq 1)\]

\[= \phi(Y_{ij}) (c_0^*(n)(1 - \rho_{12}^2)^{-1/2}, \ldots, c_0^*(n)(1 - \rho_{1k}^2)^{-1/2})\]

where,

\[c_0^*(n) = n^{1/2}(1/2)\log \theta^* ,\]

and

\[\phi(Y_{ij}) = \phi(Y_{ij}) (c_2(n), \ldots, c_k(n))\]

\[= \int_{-\infty}^{c_2(n)} \ldots \int_{-\infty}^{c_k(n)} f(Y_{ij})(y_2, \ldots, y_k)dy_2 \ldots dy_k,\]

\[c_j(n) = c_0^*(n)(1 - \rho_{1j}^2)^{-1/2} \quad (j \neq 1)\]

and \(f(Y_{ij})(y_2, \ldots, y_k)\) is the p.d.f. of the \( \{Y_{ij}, j \neq 1\} \). Since,

\[\frac{\partial \phi(Y_{ij})}{\partial \rho_{k\ell}} = 2\rho_{k\ell} \quad \frac{\partial \phi(Y_{ij})}{\partial \rho_{k\ell}^2} = 0\]

if all \( \rho_{k\ell} = 0 \), it follows that the correlation matrix \( R = I_k \) is a stationary point of \( \phi(Y_{ij}) \). We must show that it is a point of global minimum as \( c_0^*(n) \to \infty \).
First assume \( \rho_{1j}^2 \neq 1 \) \((j \neq 1)\). We will prove that

\[
\frac{\partial \Phi(y_{ij})}{\partial \rho_{\ell m}^2} > 0 \quad (\ell, m > 1).
\]

Without loss of generality, consider \( \ell = 2, \) \( m = 3.\)

\[
\begin{align*}
(2.12) \quad \frac{\partial \Phi(y_{ij})}{\partial \rho_{23}^2} &= \frac{\partial Y}{\partial \rho_{23}^2} \int_{-\infty}^{2} \frac{c_4(n)}{\rho_{23}^2} \cdots \int_{-\infty}^{k} f(y_{ij})(c_4(n), c_3(n), y_4, \ldots, y_k) dy_4 \cdots dy_k \\
&> 0
\end{align*}
\]

since

\[
\frac{\partial Y_{23}}{\partial \rho_{23}} = (1/2)(1 - \rho_{12}^2)^{-1/2}(1 - \rho_{13}^2)^{-1/2} > 0.
\]

Next, we show that, as \( c_0^*(n) \to \infty,\)

\[
(2.13) \quad \frac{\partial \Phi(y_{ij})}{\partial \rho_{1p}^2} > 0 \quad (p \neq 1).
\]

Without loss of generality, take \( p = 2.\) Since \( \rho_{12}^2 \) appears in the expressions of \( y_{23}, \ldots, y_{2k},\) we have
\begin{equation}
\frac{\partial \phi(y_{ij})}{\partial \rho_{12}^2} = \frac{\partial \phi(y_{ij})}{\partial \rho_{12}^2} \left|_{\rho_{12}^2 \text{ fixed}} \right. \cdot \frac{\partial y_{2j}}{\partial \rho_{12}^2} + \frac{\partial \phi(y_{ij})}{\partial \rho_{12}^2} \left|_{y_{ij} \text{ fixed}} \right.
\end{equation}

\begin{align*}
&= \sum_{j=3}^{k} \frac{\partial y_{ij}}{\partial \rho_{12}^2} \left[ c_j(n) \cdots c_{j-1}(n) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(y_{ij})(c_{2}(n),y_{3},y_{j-1},c_{j}(n),
&\quad y_{j+1},\ldots,y_{k}) \, dy_{3} \cdots dy_{k} 
\right. \\
&\quad + \left. \frac{\partial c_{2}(n)}{\partial \rho_{12}^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(y_{ij})(c_{2}(n),y_{3},\ldots,y_{k}) \, dy_{3} \cdots dy_{k} \right] \\
&= \sum_{j=3}^{k} \frac{\partial y_{2j}}{\partial \rho_{12}^2} M_{2j} + \frac{\partial c_{2}(n)}{\partial \rho_{12}^2} Q_{2}.
\end{align*}

where

\begin{equation}
\frac{\partial c_{2}(n)}{\partial \rho_{12}^2} = c_{0}(n)(1/2)(1 - \rho_{12}^2)^{-3/2} \to \infty \text{ as } c_{0}(n) \to \infty;
\end{equation}

\begin{equation}
\frac{\partial y_{2j}}{\partial \rho_{12}^2} = \frac{\rho_{12}^2 - \rho_{1j}^2 - \rho_{1j}^2}{4(1-\rho_{1j}^2)^{1/2}(1-\rho_{12}^2)^{3/2}} = \frac{\lambda_{12j}}{4(1-\rho_{1j}^2)^{1/2}(1-\rho_{12}^2)^{3/2}}
\end{equation}

Since $M_{2j} > 0$ ($j > 3$) and $Q_{2} > 0$, we only have to consider situations where $\frac{\partial y_{2j}}{\partial \rho_{12}^2} < 0$ for some $j$. Suppose, for instance,

that $\frac{\partial y_{2j}}{\partial \rho_{12}^2} < 0$. This is equivalent to $\lambda_{12j} < 0$. We will show that

$Q_{2} - M_{2j} > 0$, which proves (2.13), in view of (2.15).

A straightforward computation leads to
\[ Q_{2-M_{23}} = f(c_2(n)) \int_{-\infty}^{c_4(n)} \cdots \int_{-\infty}^{c_k(n)} f_{24}(n) c_2(n) c_{24}(n) \]
\[
\{ \int_{-\infty}^{c_3(n)} - \gamma_{23} c_2(n) f(z_3, \ldots, z_k) dz_3 \}
\{ \int_{-\infty}^{c_3(n)} - \gamma_{23} c_2(n), z_4, \ldots, z_k \}
\]

where

\[ f(c_2(n)) = \frac{1}{(2\pi)^{1/2}} \exp \left\{ - \frac{c_2(n)^2}{2} \right\} \]

and \( \bar{f} \) is the density of a multivariate normal distribution with zero means and covariance matrix which depends only on the \( \gamma_{ij} \) (\( i \neq j \)).

Since \( \lambda_{123} < 0 \), we have

\[ c_3(n) - \gamma_{23} c_2(n) = \frac{c_{0*}(n)(-\lambda_{123})}{2(1-\rho_{13}^2)^{1/2}(1-\rho_{12}^2)} \to \infty \text{ as } c_{0*}(n) \to \infty, \]

showing that \( Q_2 - M_{23} > 0 \). This, in turn, implies (2.13).
Equations (2.12) and (2.13) imply that
\[ \Phi(Y_{ij}) (c_2(n), \ldots, c_k(n)) \geq \Phi(1/2) (c_{\theta^*}(n), \ldots, c_{\theta^*}(n)) . \]

This last lower bound is achieved when \( \rho_{ij} = 0 \ (i \neq j) \),
proving (2.11) when \( \rho_{1j}^2 \neq 1 \ (j \neq 1) \).

Let \( J = \{j_1, \ldots, j_k\} , \ 1 \in J \). Assume that \( \rho_{1j}^2 = 1 , j \in J \).

Using an argument similar to the one employed in the proof of Theorem 2.1, we have,
\[ a_{11} = (\sigma_1^2/\sigma_j^2) a_{jj} \ \text{a.e. (} j \in J) . \]

Therefore, for such an \( R \), if \( \sigma_1^2 < \sigma_j^2 \ (j \neq 1) \),
\[ PCS = P( \bigcap_{j=1} a_{11} < a_{jj}) = P( \bigcap_{j \in J} (\sigma_1^2 < \sigma_j^2) , \bigcap_{j \in J} (a_{11} < a_{jj})) \]
\[ = P( \bigcap_{j \in J} (a_{11} < a_{jj})) \]

Since, for any \( R \),
\[ P( \bigcap_{j \in J} (a_{11} < a_{jj})) \geq P( \bigcap_{j=1} a_{11} < a_{jj}) \]
it is seen that $\rho_{ij}^2 = 1$, $j \in J$ does not lead to the infimum. QED

**Theorem 2.4.** If the experimenter uses Rule GS, the asymptotic\n
$(N \to \infty)$ least favorable configuration of the relevant parameters is\n\[
\sigma_i^2 = \ldots = \sigma_k^2, \quad \rho_{ij} = 0 \quad (i \neq j).
\]

Therefore,\n\[
\inf PCS_a(\bar{\sigma}, R) = P(Y_j \leq n^{1/2}(1/2) \log d^* , j \neq 1),
\]

where the \{Y_j , j \neq 1\} are as in Theorem 2.3.

**Proof.** The proof is similar to the proof of Theorem 2.3.

**Lemma 2.11.** If $S$ denotes the size of the selected subset when\n
Rule GS is employed, we have asymptotically $(N \to \infty)$,
\[
\begin{align*}
(a) \quad & E_a(S|\bar{\sigma}, R) = \sum_{i=1}^{k} P(Y_j^{i} < n^{1/2}(1/2)(1-\rho_{ij}^2)^{-1/2} \log(d^* \sigma_j^2/\sigma_i^2) , i \neq j) \\
(b) \quad & \sup E_a(S|\bar{\sigma}, R) = k \quad \text{when} \quad \sigma_i^2 = \sigma_j^2 (i \neq j) , \quad R = \begin{bmatrix} 1 & \ldots & 1 \\ \ldots & \ldots & \ldots \\ 1 & \ldots & 1 \end{bmatrix}.
\end{align*}
\]

**Proof.** Consequence of previous developments.

**Theorem 2.5.** Suppose that $\rho_{ij} = \rho$ $(i \neq j)$, where $\rho$ is unknown.

Then,\n\[
\begin{align*}
(a) \quad & \text{If Rule BS is used, an asymptotic} \quad (N \to \infty) \text{ least favorable}
\end{align*}
\]
configuration of the relevant parameters is

\[ \theta_1 \sigma_1^2 = \sigma_2^2 = \cdots = \sigma_k^2 , \quad \rho = 0 , \]

(2.11) being pertinent;

(b) If Rule GS is used, an asymptotic \((N \to \infty)\) least favorable configuration of the relevant parameters is

\[ \sigma_1^2 = \cdots = \sigma_k^2 , \quad \rho = 0 , \]

(2.16) being true.

Proof. This follows directly from Lemma 2.10, without the need for further arguments.

There is evidence that the approximation used in Lemma 2.10 is very good, even for small values of \(N\). The reader may consult Bechhofer and Sobel's (1954) tables where some comparisons are given. Hence, we would conjecture that Theorem 2.5 provides an excellent approximation to \(N\), even for relatively small values of \(N\). As for Theorems 2.3 and 2.4, we have used the fact that \(N\) is large in a stronger manner, but still it is expected that moderate values of \(N\) would provide a very good approximation to the small sample results. We would expect that the approximation will be an excellent one if \(P^*\) and \(\Theta^*\) are close to unity. Values of \(N\) may be determined using formulae (2.11) and (2.16) in conjunction with the tables of Gupta (1963) or Milton (1963).

We next explore the behavior of \(\phi(Y_{ij})\) in the vicinity of \(R = I_k\). It is easy to compute, from (2.12) and (2.14), that at \(R = I_k\),
Therefore,

\[
\frac{\partial \phi}{\partial \rho^{2}_{ij}} \bigg|_{R=I_k} > 0 \quad (j, m > 1)
\]

\[
\frac{\partial \phi}{\partial \rho^{2}_{1j}} \bigg|_{R=I_k} < 0 \text{ if } c_{\theta*}(n) = 0 ,
\]

and \( > 0 \) if \( c_{\theta*}(n) + \infty \).

In other words, if \( c_{\theta*}(n) \) is small enough, \( \phi(Y_{ij}) \) has a saddle-point at \( R = I_k \), while as \( c_{\theta*}(n) \) increases it will have a local minimum there, and eventually a global minimum.

Finally, we show that \( PCS_a \) can be less than \( 1/k \), as was also the case in Chapter 1. Note that \( 1/k \) is the lowest possible value for the PCS when \( R = I_k \). Take \( k = 2 \), \( \rho_{12} = \rho_{13} = 1/2 \), \( \rho_{23} = 0 \). Then, \( Y_{23} = 0 \) and

\[
PCS_a = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(0)(y_2, y_3)dy_2 dy_3 = 1/4 < 1/3
\]

if \( c_{\theta*}(n) = 0 \).
CHAPTER 3

SELECTION OF A SUBCLASS OF VARIATES WITH THE SMALLEST POPULATION
GENERALIZED VARIANCE FROM A SINGLE MULTIVARIATE NORMAL
POPULATION (ASYMPTOTIC THEORY)

3.0. Introduction

In this chapter we study selection procedures in terms of population generalized variances associated with subclasses of variates from a single multivariate normal population. In Section 3.1 we consider disjoint subclasses and the results obtained are extensions of the results of Section 2.5 of Chapter 2. In Section 3.2 we consider intersecting subclasses. Many other selection problems in terms of generalized variances may be treated using the ideas of the present chapter. We decided to restrict consideration to these two particular problems, since they illustrate well the methods we propose. For instance, it is easy to extend these results to selection problems involving subclasses of different sizes. Throughout the entire chapter, the theory developed is asymptotic (large-sample), and could be stated in a more general framework than normality.

3.1. Selecting the smallest population generalized variance (disjoint subclasses).

Consider a kp-variate normal population, with unknown population mean vector and unknown population covariance matrix,
where $E_j$ $(1 \leq j \leq k)$ are $p \times p$ symmetric positive definite matrices. The quantity $\det E_i$ is referred to as the population generalized variance associated with the $i$th subclass of variates $(1 \leq i \leq k)$. Let $\det E_{[1]} \leq \ldots \leq \det E_{[k]}$ be the ranked values of the $\det E_i$ $(1 \leq i \leq k)$. It is assumed that no prior knowledge exists concerning the values of $\det E_{[j]}$ $(1 \leq j \leq k)$, or of the pairing of $\det E_{[j]}$ with the subclasses of variates.

**Indifference-zone formulation**

The experimenter's goal is to select the subclass of variates associated with $\det E_{[1]}$. He specifies $\{\theta^*, P^*\}$, $\theta^* > 1$, $1/k < P^* < 1$, prior to the start of experimentation. If $PCS_R(\Sigma)$ denotes the probability of a correct selection when decision procedure $R$ is employed, we restrict consideration to procedures $R$ which satisfy the probability requirement:

$$\inf_{\Omega} PCS_R(\Sigma) \geq P^* ,$$

where

$$\Omega = \{ \Sigma \mid \det E_j \geq \ldots \geq \det E_{[1]} , j \neq [1] \} .$$

In this chapter we propose "natural" single-stage selection
procedures, which associate sample quantities with the corresponding population parameters.

A sample of $N$ independent $kp$-vector observations, 

\[ X_\alpha = (X_{1\alpha}, \ldots, X_{kp\alpha}) \quad (1 \leq \alpha \leq N), \]

is taken, and the sufficient statistics 

\[ \overline{X}_N, S, \quad \overline{X}_N = \frac{1}{N} \sum_{\alpha=1}^{N} X_\alpha, \quad S = \frac{1}{N} \sum_{\alpha=1}^{N} (X_\alpha - \overline{X}_N)(X_\alpha - \overline{X}_N)^T, \]

\[ n = N - 1, \]

are obtained. Let $S$ be partitioned according to $E$, in such a way that $S_{ij}$ corresponds to $E_j$ $(1 \leq j \leq k)$, and $S_{ij}$ to $E_{ij}$ $(i \neq j)$. For this indifference-zone goal, we adopt the following decision rule:

Rule $R_{GV1}$: Assert that the subclass associated with 

\[ \det S_{[1]} \leq \min_{j} \det S_j, \]

has the smallest population generalized variance, \( \det E_{[1]} \).

Our objective is to determine the smallest sample size $N$ such that $R_{GV1}$ will guarantee the probability requirement.

When $E_{ij} = E^*$ $(i \neq j)$, $R_{GV1}$ is minimax, and also has uniformly smallest risk for a class of natural (invariant) decision procedures and loss functions (cf. Eaton (1967b)).

Subset formulation

If the experimenter wishes to select a subset of subclasses containing the subclass associated with \( \det E_{[1]} \), he specified \( \{P^*\}, \) $1/k < P^* < 1$, prior to the start of experimentation. If $PCS_R(E)$ has the same meaning as above, we restrict consideration
to decision procedures \( R \) which satisfy the probability requirement:

\[
\inf_{E} PCS_{R}(E) \geq P^* .
\]

We propose the following decision procedure for this subset goal:

Rule \( R_{GV2} \): Include the subclass of variates associated with \( S_j \) in the selected subset if \( \det S_j \leq d^* \det S_{[1]} \), where \( d^* > 1 \) is a specified constant.

Our objective is to find the smallest sample size \( N \) which will guarantee the probability requirement when \( R_{GV2} \) is employed.

Gnanadesikan and Gupta (1970) studied \( R_{GV2} \) for the case where \( \Sigma_{ij} = 0 \ (i \neq j) \).

We disregard the population means in what follows, since they are irrelevant in our problems. We assume, without loss of generality, that \( \det \Sigma_1 < \det \Sigma_j \ (j \neq 1) \).

The following linearization result, proved in Siotani and Hayakawa (1964), and which goes back to Olkin and Siotani (1964), will be used extensively in this and the following chapter.

\textbf{Lemma 3.1.} Let \( S \) be as above, \( \Sigma = (\sigma_{ab}) \), and \( f_j(S), j \in J \), \( J \) a finite set, be real valued functions of \( S \), not algebraically dependent, having first and second derivatives in a neighborhood of \( \Sigma \) (in the topology inherited from \( E^{{pk(1+pk)}/2} \)). Then, the a.d. of

\[
n^{1/2}(f_j(S) - f_j(\Sigma)) \ (j \in J)
\]
is multivariate normal with zero means, variances equal to
\[ 2(f_j(\Sigma))^2 \text{tr} (\phi_j(\Sigma)^2) \quad (j \in J), \] and covariances equal to
\[ 2\phi_j(\Sigma) \phi_i(\Sigma) \Sigma \phi_i(\Sigma)^T E_{11} \quad (i, j \in J), \] where
\[ \phi_j(\Sigma) = (\phi_j(\Sigma)) \quad \phi_{ij}(\Sigma) = \delta_{ij} \log f_j(\Sigma), \]
\[ \delta_{ij} = \frac{1}{2}(1 + \delta_{ij}) \frac{\partial}{\partial \Sigma_{ij}} \] ,
\[ \delta_{ij} = 1 \text{ if } i = j, = 0 \text{ if } i \neq j. \]

Lemma 3.2. The a.d. of
\[ n^{1/2}(\det S_1 - \det \Sigma_1, \ldots, \det S_k - \det \Sigma_k) \]
is multivariate normal, with zero means, variances equal to
\[ 2\log(\det \Sigma_j)^2, \] and covariances \( 2 \det E_{i1} \det E_{ij} \text{tr} E_{i1}^{-1} E_{ij}^{-1} E_{ji} \).

Proof. This lemma is a consequence of Lemma 3.1. Using the notation peculiar to that lemma, let \( f_j(\Sigma) = \det \Sigma_j \). Then, it is known
\( (\text{cf. Anderson (1958), p. 347}) \) that,
\[ \phi_1(\Sigma) = \begin{bmatrix} \Sigma_{ij}^{-1} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \phi_2(\Sigma) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \Sigma_{ij}^{-1} & 0 \\ 0 & 0 & 0 \end{bmatrix}. \]

Noticing that
\[
\text{tr}(\phi_1(\Sigma)\Xi)^2 = \text{tr} \begin{bmatrix} I_p & \Sigma_1^{-1} & \ldots & \Sigma_k^{-1} \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \end{bmatrix}^2 = p
\]
\[
\text{tr} \phi_1(\Sigma)\Xi \phi_2(\Sigma)\Xi = \text{tr} \begin{bmatrix} I_p & \Sigma_1^{-1} & \ldots & \Sigma_k^{-1} \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \ldots & 0 \\ \Sigma_2^{-1} & I_p & \ldots & \Sigma_2^{-1} \Sigma_2^2 \\ 0 & 0 & \ldots & 0 \end{bmatrix} = \text{tr} \Sigma_1^{-1} \Sigma_2^{-1} \Xi_2^2 \Xi_2^1 
\]

the present lemma follows at once.

QED

Hooper (1959) defined

\[
\rho_{ij}^2 = \frac{1}{p} \text{tr} \Sigma_i^{-1} \Sigma_j^{-1} = \rho_{ij}
\]

as the squared trace correlation coefficient between subclasses i and j. If \( \nu_{lij}^2, \ldots, \nu_{p_{ij}^2}^2 \) are the canonical correlations (cf. Anderson (1958)) between the two subclasses, it can be shown that

\[
\rho_{ij}^2 = \sum_{k=1}^{p} \nu_{kiij}^2 / p 
\]

which implies

\[
0 \leq \rho_{ij}^2 \leq 1
\]

Lemma 3.3. The a.d. of

\[
(3.1) \quad v_j^1 = n^{1/2} \left\{ \frac{\log(\det S_1 / \det S_j) - \log(\det \Sigma_1 / \det \Sigma_j)}{2p^{1/2}(1 - \rho_{ij}^2)^{1/2}} \right\} \quad (j \neq 1) 
\]
is standard multivariate normal, with

\[
\text{corr}(Y^1_i, Y^1_j) = \gamma_{ij} = \frac{1 - \rho_{1i}^2 - \rho_{1j}^2 + \rho_{ij}^2}{2(1 - \rho_{1i}^2)^{1/2}(1 - \rho_{1j}^2)^{1/2}} \quad (i \neq j).
\]

**Proof.** This follows using Lemma 2.9 of Chapter 2 and Lemma 3.2 above.

**Theorem 3.1.** If the experimenter uses Rule \( R_{GV1} \), an asymptotic \((N \to \infty)\) least favorable configuration of the relevant parameters is

\[
\text{det } \Sigma_j / \text{det } \Sigma_1 = \theta^* \quad (j \neq 1), \quad \Sigma_{ij} = 0 \quad (i \neq j).
\]

Therefore,

\[
(3.2) \quad \inf_{\Omega} \text{PCS}_a(\Sigma) = P(Y^1_j \leq n^{1/2}(1/2)p^{-1/2} \log \theta^*, \ j \neq 1)
\]

where the \( \{Y^1_j, j \neq 1\} \) are distributed as in (3.1) with

\[
Y_{ij} = 1/2 \quad (i \neq j).
\]

**Proof.** Using Lemma 3.3, we have for \( \text{det } \Sigma_j \geq \theta^* \text{det } \Sigma_1 \quad (j \neq 1), \)

\[
\text{PCS}_a(\Sigma) = P(\text{det } S_j < \text{det } S_j, \ j \neq 1)
\]

\[
= P(Y_j < n^{1/2}(1/2)p^{-1/2}(1 - \rho_{1j}^2)^{-1/2} \log(\text{det } \Sigma_j / \text{det } \Sigma_1), \ j \neq 1)
\]

\[
\geq P(Y_j < n^{1/2}(1/2)p^{-1/2}(1 - \rho_{1j}^2)^{-1/2} \log \theta^*, \ j \neq 1).
\]

We can now use Theorem 2.3 of Chapter 2, and set \( \rho_{ij}^2 = 0 \quad (i \neq j), \)

to obtain a lower bound on \( \text{PCS}_a(\Sigma). \) Since the parameter configuration

\[
\text{det } \Sigma_j = \theta^* \text{det } \Sigma_1 \quad (j \neq 1), \quad \Sigma_{ij} = 0 \quad (i \neq j),
\]

leads to this
lower bound, it is a least favorable configuration.

It is easy to show that $\Sigma_{ij} = 0$ (i ≠ j), is also necessary for an asymptotic least favorable configuration. Indeed, if $\rho_{ij}^2 = 0$, then $\Sigma_{ij} = 0$ necessarily, from the definition of squared trace correlation coefficient.

QED

Theorem 3.2. If the experimenter uses Rule $R_GV_2$, an asymptotic $(N \to \infty)$ least favorable configuration of the relevant parameters is $\Sigma_1 = \ldots = \Sigma_k$, $\Sigma_{ij} = 0$ (i ≠ j). Therefore,

$$\inf_{\Sigma} PCS_a(\Sigma) = P(Y_{ij}^1 \leq n^{1/2}(1/2)p^{-1/2}\log d^* \ , \ j \neq 1)$$

where the $\{Y_{ij}^1, j \neq 1\}$ are as in Theorem 3.1.

Proof. The result follows immediately from Theorem 3.1.

Lemma 3.4. If $\tilde{S}$ denotes the size of the selected subset of subclasses of variates when $R_GW_2$ is employed, we have

(a) $E_a(\tilde{S}|\Sigma) = \sum_{i=1}^k P(Y_{ij}^1 \leq n^{1/2}(1/2)p^{-1/2}(1-\rho_{ij}^2)^{-1/2}\log(d^*\det \Sigma_j/\det \Sigma_i), \ i \neq j)$

where the $\{Y_{ij}^1, i \neq j\}$ are distributed as in (3.1) with 1 replaced by $i$.

(b) $\sup_{\Sigma} E_a(\tilde{S}|\Sigma) = k$ which occurs when $\Sigma = \pmatrix{I_p & \ldots & I_p \\
\vdots & \ddots & \vdots \\
I_p & \ldots & I_p}$.

Proof. The result is a consequence of previous developments.
It is interesting to note that Theorems 3.1 and 3.2, and Lemma 3.4 reduce to Theorems 2.3 and 2.4, and Lemma 2.11 of Chapter 2, respectively, when \( p = 1 \).

3.2. Selecting the smallest population generalized variance (intersecting subclasses).

The last problem of the present chapter is a problem of intersecting subclasses of variates, where some variates belong to more than a single subclass. We start by proving a lemma, which will be basic to what follows.

**Lemma 3.5.** Let \( X_\alpha = (X_{1\alpha}^t, X_{2\alpha}^t, X_{3\alpha}^t) \) (1 \( \leq \alpha \leq N \)), be independent normally distributed \((p_1 + p_2 + p_3)\)-vectors, with unknown population means and unknown population covariance matrix
\[
\Sigma = \begin{pmatrix}
A & D & E \\
D^t & B & F \\
E^t & F^t & C
\end{pmatrix}
\]

where \( A(p_1 \times p_1) \), \( B(p_2 \times p_2) \) and \( C(p_3 \times p_3) \). Define,
\[
\begin{align*}
X_{12,\alpha}^t &= (X_{1\alpha}, X_{23,\alpha}) \quad X_{23,\alpha}^t = (X_{2\alpha}, X_{3\alpha}) \quad (1 \leq \alpha \leq N), \\
\bar{X}_{12} &= \frac{1}{N} \sum_{\alpha=1}^{N} X_{12,\alpha} / N, \quad \bar{X}_{23} = \frac{1}{N} \sum_{\alpha=1}^{N} X_{23,\alpha} / N, \\
S_{12} &= \frac{1}{n} \sum_{\alpha=1}^{N} (X_{12,\alpha} - \bar{X}_{12})(X_{12,\alpha} - \bar{X}_{12})^t / n, \quad n = N - 1, \\
S_{23} &= \frac{1}{n} \sum_{\alpha=1}^{N} (X_{23,\alpha} - \bar{X}_{23})(X_{23,\alpha} - \bar{X}_{23})^t / n, \\
E_{12} &= \begin{pmatrix} A & D \\ D^t & B \end{pmatrix}, \quad E_{23} = \begin{pmatrix} B & F \\ F^t & C \end{pmatrix} .
\end{align*}
\]
Then, the a.d. of

\[ n^{1/2}(\det S_{12} - \det \Sigma_{12}, \det S_{23} - \det \Sigma_{23}) \]

is multivariate normal, with zero means, variances equal to

\[ 2(p_1+p_2)(\det \Sigma_{12})^2 \]

and \( 2(p_2+p_3)(\det \Sigma_{23})^2 \), and covariance

\[ 2(p_2+\lambda)\det \Sigma_{12}\det \Sigma_{23} \]

where \( \lambda \geq 0 \) is defined in the course of the proof.

Proof. Using the notation of Lemma 3.1, we obtain, \( f_{ij}(\Sigma) = \det \Sigma_{ij} \)

\( (1 \leq i < j \leq 3) \),

\[ \phi_{12}(\Sigma) = \begin{bmatrix} \Sigma_{12}^{-1} & 0 \\ 0 & 0 \end{bmatrix}, \quad \phi_{23}(\Sigma) = \begin{bmatrix} 0 & -1 \\ 0 & \Sigma_{23} \end{bmatrix}. \]

The expressions for the variances follow immediately. Now we define,

\[ \Sigma_{12}^{-1} = \begin{bmatrix} \Sigma_{12}^{-1}(u) \\ \Sigma_{12}^{-1}(\xi) \end{bmatrix} = \begin{bmatrix} (A-DB^{-1}D^t)^{-1} & -(A-DB^{-1}D^t)^{-1}DB^{-1} \\ & \Sigma_{12}^{-1}(\xi) \end{bmatrix} \]

\[ \Sigma_{23}^{-1} = \begin{bmatrix} \Sigma_{23}^{-1}(u) \\ \Sigma_{23}^{-1}(\xi) \end{bmatrix} = \begin{bmatrix} -(C-FB^{-1}F)^{-1}D^tD^{-1} & (C-FB^{-1}F)^{-1} \\ & -(C-FB^{-1}F)^{-1}D^tD^{-1} \end{bmatrix} \]

In order to compute the covariance we must evaluate
\[
\text{tr } \phi_{12}(E) \Sigma \phi_{23}(E) E
\]

\[
= \text{tr} \begin{pmatrix}
E_{12}^{-1} & 0 \\
0 & E_{23}^{-1}
\end{pmatrix}
\begin{pmatrix}
E_{12} & E \\
F & C
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 0 \\
0 & D^t & \Sigma_{23}
\end{pmatrix}
\]

\[
= \text{tr} \begin{pmatrix}
I_{p_1} & 0 & E_{12}^{-1}(u) (E_p)^t \\
0 & I_{p_2} & E_{23}^{-1}(v) (E_f)^t \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 0 \\
0 & D^t & I_{p_2} \\
0 & E_{23}^{-1}(v) (D_f)^t & I_{p_3}
\end{pmatrix}
\]

\[
= p_2 + \text{tr } E_{12}^{-1}(u) (E_p)^t E_{23}^{-1}(v) (E_f)^t
\]

\[
= p_2 + \text{tr } (A - DB^{-1} C F) (E - DB^{-1} F) (C - F B^{-1} F)^{-1} (E^t - F B^{-1} D^t)
\]

\[
= p_2 + \lambda.
\]

Hooper (1962) defined

\[
\rho_{13.2}^2 = \frac{\lambda}{p_1},
\]

as the squared partial trace correlation coefficient between subclasses \(X_1\) and \(X_3\) conditional on \(X_2\). If \(p_1 < p_3\) (say) and \(v_1^2, \ldots, v_{p_1}^2\) are the canonical correlations between \(X_1\) and \(X_3\) in the conditional distribution of \(X_1\) and \(X_3\) given \(X_2\), it can be shown that,

\[
\rho_{13.2}^2 = \sum_{k=1}^{p_1} \frac{v_k^2}{p_1},
\]

which implies,
\[0 \leq \rho^2_{13,2} \leq 1.\]

Hence, \(0 \leq \lambda \leq p_1\). QED

We note in passing that \(\lambda = 0\) if \(D, E\) and \(F\) are zero matrices.

In this section we consider \(X^t = (X_1, \ldots, X_k)\) a \(k\)-variate normal population, with unknown population mean vector, and unknown population covariance matrix \(\Sigma\). We assume \(k \geq 3\). Consider all possible subclasses of specified size \(t\) \((t < k)\) of \(X\), whose total number is \(U = \binom{k}{t}\). Let \(\Sigma_1, \ldots, \Sigma_U\) be the covariance matrices (submatrices of \(\Sigma\)) corresponding to these \(U\) subclasses, and let 
\[
\det \Sigma_1 \leq \ldots \leq \det \Sigma_U
\]
be the ranked values of \(\det \Sigma_j\) \((1 \leq j \leq U)\).

It is assumed that the experimenter has no prior knowledge concerning the values of \(\det \Sigma_j\) \((1 \leq j \leq U)\), or of the pairing of the \(\det \Sigma_{[i]}\) with the subclasses of variates.

**Indifference-zone formulation**

The experimenter's goal is to select a subclass of \(t\) variates out of the \(k\)-variate population, with the smallest population generalized variance, \(\det \Sigma_{[1]}\). He specifies \(\{\theta^*, P^*\}, \theta^* > 1\), \(1/U < P^* < 1\), before experimentation starts. If \(PCS_R(\Sigma)\) is as defined in Section 3.1, we restrict consideration to decision procedures \(R\) which guarantee the probability requirement:

\[
\inf_{\Omega} PCS_R(\Sigma) \geq P^*
\]
where

\[ \Omega = \{ \theta | \det \Sigma_1 \leq \det \Sigma_j, \ j \neq [1] \} . \]

We propose the following decision procedure for this indifference-zone formulation of the problem:

Rule \( R_{GV3} \): Let \( S \) be the sample covariance matrix computed using a sample of size \( N \) from the above population, as in Section 3.1. Let \( S_i (1 \leq i \leq U) \) be submatrices of \( S \) corresponding to \( \Sigma_i (1 \leq i \leq U) \). Then assert that the subclass of \( t \) variates associated with \( \det S_1 = \min \det S_j \) has the smallest population generalized variance, \( \det \Sigma_1 \).

Our task is to determine \( N \) which will guarantee the probability requirement when \( R_{GV3} \) is used.

Subset formulation

If the experimenter is interested in selecting a subset of subclasses of variates, which includes the subclass associated with \( \det \Sigma_1 \), he must specify \( \{ P^* \}, 1/U < P^* < 1 \), before experimentation starts. If \( PCS_\theta(E) \) has the same meaning as above, we restrict consideration to decision procedures which guarantee the probability requirement:

\[ \inf_{E} PCS_\theta(E) \geq P^* . \]

For this subset formulation, we propose,
Rule $R_{Gv4}$: Include the subclass associated with $S_j$ 
$(1 \leq j \leq U)$, in the selected subset of subclasses of variates if 
$det S_j \leq d^* det S_{[1]}$, where $d^* > 1$ is a specified constant.

Our task is to determine the smallest sample size $N$ which 
will guarantee the probability requirement when $R_{Gv4}$ is employed.

Due to the symmetry of the present problem, we may assume, 
without loss of generality, that $det \Sigma_1 = det \Sigma_{[1]}$. Moreover, we 
give no consideration to population means in what follows, since 
they are irrelevant for our problems.

Lemma 3.6. The a.d. of 

$$n^{1/2}(det S_1 - det \Sigma_1, \ldots, det S_U - det \Sigma_U)$$

is multivariate normal with zero means, variances equal to 

$$2t(det \Sigma_j)^2 \ (1 \leq j \leq U),$$
and covariances 
$$2(t_{ij} + \lambda_{ij}) det \Sigma_i det \Sigma_j \ (1 \leq i < j \leq U),$$

where $\lambda_{ij} \geq 0$ (defined in Lemma 3.5), and 
t_{ij} is the number of common variates of subclasses $i$ and $j$ 
(corresponding to $S_i$ and $S_j$).

Proof. This result is a consequence of Lemma 3.5.

We define, 

$$\rho_{ij}^2 = (t_{ij} + \lambda_{ij})/t \ (i \neq j), \ t_{ij}/t \leq \rho_{ij}^2 \leq 1.$$ 

Lemma 3.7. The a.d. of 

$$(3.4) \quad \gamma_j^{1} = n^{1/2} \left\{ \frac{1}{2t^{1/2}(1-\rho_{1j}^2)^{1/2}} \left[ \frac{log(det S_1/det S_j) - log(det \Sigma_1/det \Sigma_j)}{2t^{1/2}(1-\rho_{1j}^2)^{1/2}} \right] \right\} (j \neq 1),$$
is standard multivariate normal with

$$\text{corr}(Y_i^1, Y_j^1) = \gamma_{ij} = \frac{1 - \rho_{1i}^2 - \rho_{1j}^2 + \rho_{1ij}^2}{2(1 - \rho_{1i}^2)^{1/2}(1 - \rho_{1j}^2)^{1/2}} \quad (i \neq j).$$

Proof. The result follows using Lemma 3.6 and Lemma 2.9 of the previous chapter.

Theorem 3.3. When one employs $R_{GV3}$, an asymptotic $(N \to \infty)$ lower bound on the $PCS_a$ is given by:

$$\inf_{\Omega} \inf \left\{ PCS_a(\Sigma) \geq P(Y_j^1 \leq n^{1/2}(1/2)t^{-1/2} \log d^*), j \neq 1 \right\}$$

where the $\{Y_j^1, j \neq 1\}$ are distributed as in (3.4) with $\gamma_{ij} = 1/2$ $(i \neq j)$. When $t = 1$ (resp. $t = k - 1$) lower bound (3.5) is sharp, and an asymptotic least favorable configuration of the relevant parameters is $\Sigma = \text{diag}(1, \theta^*, \ldots, \theta^*)$ (resp. $\Sigma = \text{diag}(\theta^*, 1, \ldots, 1)$).

Proof. The proof of this theorem is similar to the proof of Theorem 2.3 of the previous chapter.

Theorem 3.4. When one employs $R_{GV4}$, an asymptotic $(N \to \infty)$ lower bound on the $PCS_a$ is given by:

$$\inf_{\Sigma} \inf \left\{ PCS_a(\Sigma) \geq P(Y_j^1 \leq n^{1/2}(1/2)t^{-1/2} \log d^*), j \neq 1 \right\}$$

where the $\{Y_j^1, j \neq 1\}$ are as in Theorem 3.3.

When $t = 1$ or $t = k - 1$, lower bound (3.6) is sharp, and as asymptotic least favorable configuration of the relevant parameters is $\Sigma = \text{diag}(1, \ldots, 1)$.
Proof. The proof of this theorem is similar to the proof of Theorem 2.3.

Lemma 3.8. If \( \tilde{S} \) denotes the size of the selected subset of subclasses when \( R_{GV4} \) is used,

\[
E_a(\tilde{S}|\Sigma) = \sum_{i=1}^{k} P(Y_i^j \leq \frac{n^{1/2} \log(d^* \det \Sigma_j / \det \Sigma_i)}{2\epsilon^{1/2} (1-\rho_{ij}^2)^{1/2}}, i \neq j)
\]

where the \( \{Y_j^i, i \neq j\} \) are as in (3.4) with \( i \) in place of \( j \).

(b) \( \sup_{\Sigma} E_a(\tilde{S}|\Sigma) = k \) which occurs when \( \Sigma = \begin{bmatrix} 1 & \cdots & 1 \\ \vdots \\ 1 & \cdots & 1 \end{bmatrix} \).

Proof. The result is a consequence of Lemma 3.7.
CHAPTER 4

SELECTION OF SUBCLASSES OF VARIATES OR OF POPULATIONS
BASED ON MEASURES OF ASSOCIATION BETWEEN TWO
SUBCLASSES OF VARIATES (ASYMPTOTIC THEORY)

4.0. Introduction

In the present chapter we consider two problems which have been studied recently by several investigators. We provide solutions to these problems using asymptotic theory.

Section 4.1 contains certain preliminaries and definitions employed in the later sections. In particular, we define a measure of association known as the vector coefficient of alienation between two classes of components. Then, in Section 4.2, we consider the problem of selecting a multivariate normal population (among independent populations) with the smallest vector coefficient of alienation between two classes of components. Gupta and Panchapakesan (1969) and Rizvi and Solomon (1973) give different formulations for this problem.

In Section 4.3, we consider the important problem of selecting the best subclass of predictors for a fixed subclass of variates, each of the contending subclasses being correlated with the subclass previously specified. A quite general asymptotic solution is displayed. The vector coefficient of alienation is used as a measure of association. Ramberg (1969) and Arvensen (1971) obtained partial results for related problems.

Although the problems are formulated in a multivariate normal framework, the same asymptotic results are valid for a very general
class of multivariate distribution functions.

4.1. Preliminaries

In this section we describe a few properties of certain measures of association between two sets of variates. For further details the reader is referred to Hotelling (1936) and Hooper (1959, 1962).

Let \((Y, X)\) be a \((q + p)\)-dimensional random variable with covariance matrix

\[
\Sigma = \begin{pmatrix}
\Sigma_{yy} & \Sigma_{yx} \\
\Sigma_{xy} & \Sigma_{xx}
\end{pmatrix}.
\]

We assume that \(q \leq p\) and let \(\nu_1^2, \ldots, \nu_q^2\) be the canonical correlations (cf. Anderson (1958)) associated with \(Y\) and \(X\).

The conditional generalized variance of \(Y\) given \(X\) is

\[
\det \frac{\det \Sigma_{y|x}}{\det \Sigma_x} = \det(\Sigma_{y|x} - \Sigma_{xy} \Sigma_x^{-1} \Sigma_{xy}).
\]

It can be shown that, if \(X, Y\) and \(Z\) are three vectors of variates,

\[
\det \Sigma_{y|x} \leq \det \Sigma_y,
\]

\[
\det \Sigma_{y|xz} = \det(\Sigma_{y|x} - \Sigma_{yz} \Sigma_z^{-1} \Sigma_{zy} \Sigma_x).
\]

No single measure of association is sufficient to fully describe the relation between two sets of variates. A complete
description would be based on the set of canonical correlations.

However, as we need in the present development, a single number to
describe such a relation, we shall restrict consideration to real
functions of the canonical correlations. The following are a few
of the measures of association which have been proposed in the
literature:

The vector coefficient of alienation between $Y$ and $X$ is
$\gamma_{yx}$, where

$$\gamma_{yx}^2 = \frac{\det \Sigma_{yx}}{\det \Sigma_y} = \frac{\det \Sigma}{\det \Sigma_y \det \Sigma_x}.$$  

It can be shown that,

(i) $\gamma_{yx}^2 = (1 - \nu_1^2)...(1 - \nu_q^2), \ 0 \leq \gamma_{yx}^2 \leq 1$.

(ii) $\gamma_{yx}^2 = 0$ iff $\nu_k^2 = 1$ for some $k$.

$\gamma_{yx}^2 = 1$ iff $\nu_k^2 = 0$ for all $k$, i.e., $\Sigma_{yx} = 0$.

The vector multiple correlation coefficient between $Y$ and
$X$ is $R_{yx}$, where

$$R_{yx}^2 = \frac{\det \Sigma \Sigma_{yx}^{-1} \Sigma_{xy}}{\det \Sigma_y \det \Sigma_x} = \frac{\det \begin{pmatrix} 0 & -\Sigma_{yx} \\ \Sigma_{xy} & \Sigma_x \end{pmatrix}}{\det \Sigma_y \det \Sigma_x}.$$  

It can be shown that
(i) \( R_{yx}^2 = v_1^2 \ldots v_q^2, \ 0 \leq R_{yx}^2 \leq 1. \)

(ii) \( R_{yx}^2 = 0 \) iff \( v_k^2 = 0 \) for some \( k \).

\( R_{yx}^2 = 1 \) iff \( v_k^2 = 1 \) for all \( k \), i.e., \( Y = BX \) a.e.

(iii) \( R_{yx}^2 + \gamma_{yx}^2 = \frac{q}{\sum_{k=1}^q v_k^2 + \sum_{k=1}^q (1 - v_k^2)} \leq 1, \)

and, in general, inequality holds, except when \( q = 1 \).

The trace correlation coefficient between \( Y \) and \( X \) is \( \rho_{yx} \), where

\[ \rho_{yx}^2 = \frac{1}{q} \text{tr} E_{yx} E_{xy}^{-1} E^{-1}. \]

It can be shown that

(i) \( \rho_{yx}^2 = \frac{1}{q}(v_1^2 + \ldots + v_q^2), \ 0 \leq \rho_{yx}^2 \leq 1. \)

(ii) \( \rho_{yx}^2 = 0 \) iff \( v_k^2 = 0 \) for all \( k \), i.e., \( E_{yx} = 0 \).

\( \rho_{yx}^2 = 1 \) iff \( v_k^2 = 1 \) for all \( k \), i.e., \( Y = BX \) a.e.

In the problems treated in the present chapter it is mathematically more convenient to study selection procedures in terms of \( \gamma_{yx}^2 \). When \( q = 1 \), which is probably the most common case in practice, selecting in terms of \( \gamma_{yx}^2 \) is equivalent to selecting in terms of \( R_{yx}^2 \).
4.2. **Selecting the best out of \( k \) populations with respect to the population vector coefficients of alienation**

Consider \( k \) \((q + p_i)\)-variate independent normal populations,

\[
\begin{pmatrix}
Y_i \\
X_i
\end{pmatrix},
\]

with unknown population means and unknown population covariance matrices

\[
E_i = \begin{pmatrix}
E_{Y_i} & E_{Y_{i}X_i} \\
E_{X_{i}Y_i} & E_{X_i}
\end{pmatrix} \quad (1 \leq i \leq k) .
\]

We assume \( q \leq \min_j p_j \). Let the population squared vector coefficient of alienation between \( Y_i \) and \( X_i \) be

\[
\gamma_{i}^2 = \frac{\det E_i}{\det E_{Y_i} \det E_{X_i}} \quad (1 \leq i \leq k) ,
\]

and let the ranked values of the \( \gamma_{i}^2 \) be \( \gamma_{[1]}^2 \leq \ldots \leq \gamma_{[k]}^2 \). It is assumed that the experimenter has no prior knowledge concerning the values of the \( \gamma_{i}^2 \), or of the pairing of the \( \gamma_{[j]}^2 \) with the populations

\[
\begin{pmatrix}
Y_i \\
X_i
\end{pmatrix} \quad (1 \leq i, j \leq k) .
\]

When \( q = 1 \), selecting in terms of the \( \gamma_{i}^2 \) is equivalent to selecting in terms of the population squared multiple correlation coefficients, as indicated in Section 4.1. These selection problems \((q = 1)\) have been considered by Gupta and Panchapakesan (1969) using the subset approach, and by Rizvi and Solomon (1973) using the indifference-zone approach. Both papers provide different treatments
than ours; in particular, our indifference-zone is distinct from Rizvi and Solomon's, being perhaps more natural.

**Indifference-zone formulation**

The experimenter's goal is to select the population associated with $Y_{[1]}^2$. He specifies $\{\theta^*, P^*\}$, $0^* > 1$, $1/k < P^* < 1$, before experimentation starts. If $PCS_R(\{\Sigma_i\})$ denotes the probability of a correct selection when decision rule $R$ is used, we restrict consideration to decision procedures $R$ which guarantee the probability requirement:

$$\inf_{\Omega} PCS_R(\{\Sigma_i\}) \geq P^*$$

where

$$\Omega = \{ (\Sigma_1, \ldots, \Sigma_k) | \theta_j Y_{[1]}^2 \leq \gamma_i^2, j \neq [1] \} .$$

Single-stage "natural" selection procedures will be used.

We propose the following decision procedure:

A sample of $N$ independent vector observations,

$$W_{i\alpha}^i = \begin{bmatrix} Y_{i\alpha}^i \\ \chi_{i\alpha}^i \end{bmatrix} (1 \leq i \leq k), \quad (1 \leq \alpha \leq N) ,$$

is taken from each population and one computes for $(1 \leq i \leq k)$,

$$S_i = \sum_{\alpha=1}^N (W_{i\alpha}^i - \bar{W}_i)(W_{i\alpha}^i - \bar{W}_i)^t/n, \quad \bar{W}_i = \sum_{\alpha=1}^N W_{i\alpha}^i/N ,$$
where \( n = N - 1 \), and the sample squared vector coefficient of alienation,

\[
\alpha_i^2 = \frac{\det S_i}{\det S_y \det S_x}.
\]

**Rule R\(_{C1}\):** Select the population associated with

\( G_{[1]}^2 = \min \{ G_1^2, \ldots, G_K^2 \} \), as the one corresponding to \( \gamma_{[1]}^2 \).

Our task is to determine the smallest sample size \( N \) which guarantees the probability requirement when \( R_{C1} \) is used.

**Subset formulation**

If the experimenter's goal is to select a subset of populations containing the one associated with \( \gamma_{[1]}^2 \), he specifies \( \{ P^* \} \), \( 1/k < P^* < 1 \), prior to the start of experimentation. Then if \( \text{PCS}_R(\{ \Sigma_i \}) \) has the same meaning as above, we restrict consideration to decision procedures \( R \) which guarantee the probability requirement:

\[
\inf_{\Sigma_1, \ldots, \Sigma_K} \text{PCS}_R(\{ \Sigma_i \}) \geq P^*.
\]

We propose the following decision procedure:

**Rule R\(_{C2}\):** Include the population associated with \( G_j^2 \) in the selected subset of populations if \( G_j^2 \leq d^* G_{[1]}^2 \), where \( d^* > 1 \) is a specified constant.

Our objective then is to determine the smallest sample size \( N \) which will guarantee the probability requirement when \( R_{C2} \) is employed.
It is clear that we may disregard the population means in what follows. It will be seen (Theorems 4.1 and 4.2) that we may assume, without loss of generality, that \( y_1^2 \leq y_j^2 \) (j \( \neq \) 1).

Part of the following lemma is proved in Siotani, Chou and Geng (1971).

**Lemma 4.1.** The a.d. of

\[ n^{1/2}(G_1^2 - Y_1^2, \ldots, G_k^2 - Y_k^2) \]

is multivariate normal with zero means, variances \( 4y_i^4y_j \), and zero correlations, where,

\[ 0 \leq \xi_i = \text{tr} \left( \Sigma^{-1}_i \Sigma_{y_i} x_i \right) \leq q. \]

**Proof.** Since the squared trace correlation between \( Y_i \) and \( X_i \)

is \( \rho_{Y_iX_i}^2 = \frac{\xi_i}{q} \), it follows that \( 0 \leq \xi_i \leq q \). Using Lemma 3.1 of Chapter 3, with the notation introduced there, we have only to compute the asymptotic variances. The result follows noticing that

\[ f_i(E_i) = \frac{\det \Sigma_i}{\det \Sigma_{y_i} \det \Sigma_{x_i}}, \]

\[ \phi_i(E_i) = \{ \alpha \beta (\log \det \Sigma_i - \log \det \Sigma_{y_i} - \log \det \Sigma_{x_i}) \} \]

\[ = \Sigma_i^{-1} - \left( \begin{array}{cc} \Sigma_i^{-1} & 0 \\ y_i & 0 \\ 0 & 0 \\ 0 & \Sigma_i^{-1} \\ x_i & x_i \end{array} \right), \]

\[ \text{tr}(\phi_i(E_i)E_i)^2 = 2 \text{tr} \left( \Sigma_i^{-1} \Sigma_{y_i} x_i \Sigma_i^{-1} \Sigma_{x_i} y_i x_i y_i \right) = 2 \xi_i^2. \] 

QED
Lemma 4.2. The a.d. of

\[ Y_j^1 = n^{1/2} \left\{ \frac{\log(G_j^2 / G_i^2) - \log(\gamma_j^2 / \gamma_i^2)}{2(\ell_1 + \ell_j)^{1/2}} \right\} \quad (j \neq 1) \]

is standard multivariate normal with

\[ \text{corr}(Y_i^1, Y_j^1) = w_{ij} = \frac{\ell_1}{(\ell_1 + \ell_i)^{1/2} (\ell_1 + \ell_j)^{1/2}} \quad (i \neq j). \]

Proof. This result follows using Lemma 4.1 and Lemma 2.9 of Chapter 2.

Theorem 4.1. If the experimenter uses Rule \( R_{CI} \), an asymptotic

\((N \to \infty)\) lower bound on the PCS_a is

\[ \inf_{\Omega} \text{PCS}_a \geq P(\sigma_j \leq \frac{n^{1/2} \log \delta^*}{2(2q)}, \ j \neq 1) \]

where \((Y_j^1, j \neq 1)\) is distributed as in (4.1), with \( w_{ij} = 1/2 \)

\((i \neq j)\).

Proof. We shall only outline the proof, since it is very similar to
the proof of Theorem 2.3.

In \( \Omega \), if \( \gamma_i^2 < \gamma_j^2 \) \((j \neq 1)\) we have

\[ \text{PCS}_a = P(G_j^2 < G_i^2, j \neq 1) = P(Y_j^1 < \frac{n^{1/2} \log(\gamma_j^2 / \gamma_i^2)}{2(\ell_1 + \ell_j)^{1/2}}, j \neq 1) \]

\[ \geq P(Y_j^1 < \frac{n^{1/2} \log \delta^*}{2(\ell_1 + \ell_j)^{1/2}}, j \neq 1) \]

\[ > P(w_{ij}) \left( \frac{c_{\Theta^*_1}(n)}{(\ell_1 + \ell_2)^{1/2}}, \ldots, \frac{c_{\Theta^*_k}(n)}{(\ell_1 + \ell_k)^{1/2}} \right) \]
where \( c^*_\theta(n) = n^{1/2} (1/2) \log \theta^* \), and

\[
\phi(w_{i,j}) : \phi_1(w_{i,j})(c_2(n), \ldots, c_k(n))
\]

\[
= \int_{-\infty}^{c_2(n)} \cdots \int_{-\infty}^{c_k(n)} f(w_{i,j})(y_2, \ldots, y_k) dy_2 \cdots dy_k,
\]

\[
c_j(n) = c^*_\theta(n)(\xi_1 + \ell_j)^{-1/2} \quad (j \neq 1),
\]

and \( f(w_{i,j})(y_2, \ldots, y_k) \) is the p.d.f. of the \( \{Y_j^1, j \neq 1\} \).

It is easy to check that

\[
\frac{\partial \phi(w_{i,j})}{\partial \xi_j} < 0 \quad (j \neq 1).
\]

Let \( w^* = \xi_1/(\xi_1 + \epsilon) \), \( c(n) = c^*_\theta(n)/(\xi_1 + \epsilon)^{1/2} \). Then it follows from the signs of the last derivatives that

\[
\phi_1^*(c_2(n), \ldots, c_k(n)) > \phi_1^*(c(n), \ldots, c(n)) \geq \phi_1^*(w^*) \cdot
\]

Now,

\[
\frac{\partial^2 \phi_1^*(w^*)}{\partial \xi^2} = \frac{\partial \phi_1^*(w^*)}{\partial \xi^1} \left| \begin{array}{c}
\xi_1 \text{ fixed} \\
\xi_1 \text{ fixed}\end{array} \right| \frac{\partial \xi^*}{\partial \xi_1} + \frac{\partial \phi_1^*(w^*)}{\partial \xi^1} \left| \begin{array}{c}
\xi_1 \text{ fixed} \\
\xi_1 \text{ fixed}\end{array} \right| w^* \text{ fixed}
\]

\[
= \frac{3 \xi^*}{\partial \xi_1} \frac{(k-1)(k-2)}{2} \int_{-\infty}^{c(n)} \cdots \int_{-\infty}^{c(n)} f_1^*(c(n), c(n), y_4, \ldots, y_k) dy_4 \cdots dy_k
\]

\[
+ \frac{3 c(n)}{\partial \xi_1} \frac{(k-1)}{2} \int_{-\infty}^{c(n)} \cdots \int_{-\infty}^{c(n)} f_1^*(c(n), y_3, \ldots, y_k) dy_3 \cdots dy_k.
\]

When \( c^*_\theta(n) \to \infty \), we have
\[
\frac{\partial^2 \Phi(w^*)}{\partial \xi_1} < 0. \]

Therefore, the infimum of PCS occurs when \( \xi_i = q \) (1 \( \leq i \leq k \)). QED

It is not easy to display an asymptotic least favorable configuration of the parameters. This is so because when \( \xi_i = q \),

\[ Y_i = BX_i \text{ a.e., and } \Sigma Y_i = \Sigma B x_i, \quad \Sigma Y_i x_i = \Sigma B x_i, \]

implying that \( Y_i^2 = 0 \). However, it is possible to use a limit argument to show that the least favorable configuration of these parameters occurs when \( Y_i^2 \to 0 \) and \( Y_j^2 / Y_i^2 \to q^* \).

**Theorem 4.2.** If Rule \( R_{c2} \) is used, an asymptotic \( (N \to \infty) \) lower bound on the PCS is,

\[
\inf_{\{E_i\}} \text{PCS} \geq \mathbb{P}(Y_j^1 - n^{1/2} \log d^*/2(2q)^{1/2}, j \neq 1)
\]

where \( \{Y_j^1, j \neq 1\} \) is as in the previous theorem.

**Proof.** The result follows as in the proof of Theorem 4.1.

To obtain an asymptotic least favorable configuration of the parameters, we must take \( Y_i^2 = Y_j^2 \) (i \( \neq j \)) and let \( Y_i^2 \to 0 \) for all \( i \), so that \( \xi_i \to q \), and then (4.4) follows.

**Lemma 4.3.** If \( S \) denotes the size of the selected subset when \( R_{c2} \) is employed, we have

\[
E_a(S|\{E_i\}) = \sum_{i=1}^{k} \mathbb{P}(Y_j^1 - n^{1/2} \log(d^*/Y_j^2/Y_i^2) / 2(p_1 + p_j)^{1/2}, i \neq j)
\]
where the \( \{Y_j^i, i \neq j\} \) are distributed as in (4.1) with 1 replaced by \( i \).

(b) \[ \sup_{a} E_a (\hat{S} \mid \{X_i\}) = k \] which occurs when \( Y_i = B_i X_i \) a.e., and

\[
E_i = \begin{bmatrix}
B_i \Sigma_{x_i} B_i^t & B_i \Sigma_{x_i} \\
\Sigma_{x_i} B_i^t & \Sigma_{x_i}
\end{bmatrix}
\]

in which case \( G_i^2 = 0 \) a.e. \((1 \leq i \leq k)\).

**Proof.** The result is a consequence of previous developments.

4.3. **Selecting the best subclass of predictors (single population)**

Consider a \((q+p)\)-variate normal population, \( \begin{bmatrix} Y_j \\ X_j \end{bmatrix} \) with unknown population mean vector and unknown population covariance matrix

\[
\Sigma = \begin{bmatrix}
\Sigma_y & \Sigma_{yx} \\
\Sigma_{xy} & \Sigma_x
\end{bmatrix}.
\]

Let \( X_j^i \ (1 \leq j \leq k) \) be \( k \) subclasses of \( X \) of size \( p_j \), no one of which is entirely contained in the other. Let \( \Sigma_j \) be the population covariance matrix of \( X_j^i \ (1 \leq j \leq k) \). The following is a possible covariance matrix in the present setting:
Denote the covariance matrix of \( \begin{pmatrix} Y \\ \chi^j \end{pmatrix} \) by \( \Sigma^j = \begin{pmatrix} \Sigma_{yy} & \Sigma_{y\chi^j} \\ \Sigma_{\chi^j y} & \Sigma_{\chi^j \chi^j} \end{pmatrix} \), and let the population conditional generalized variance of \( Y \) given \( \chi^j \) be

\[
\lambda_j = \det \Sigma_{y\cdot j} = \frac{\det \Sigma^j}{\det \Sigma_j} \quad (1 \leq j \leq k).
\]

Let the ordered values of the \( \lambda_j \) be \( \lambda_1 \leq \ldots \leq \lambda_k \). We assume that the experimenter has no prior knowledge concerning the values of the \( \lambda_j \), or of the pairing of the \( \lambda[j] \) with

\[
\begin{pmatrix} Y \\ \chi^i \end{pmatrix} \quad (1 \leq i, j \leq k).
\]

In the present context, selecting in terms of the conditional generalized variances, \( \lambda_i \), is equivalent to selecting in terms of the squared vector coefficient of alienation between \( Y \) and \( \chi^i \), since \( Y \) is a common factor to each pair \( \begin{pmatrix} Y \\ \chi^i \end{pmatrix} \) \( (1 \leq i \leq k) \). When \( q = 1 \) we are equivalently selecting in terms of the multiple
correlation coefficients between $Y$ and $X^i$ $(1 \leq i \leq k)$. Ramberg (1969) considered the problem $(q = 1)$ of selecting the subclass $X^j$ associated with $\lambda_{[1]}$, for some special cases of $\Sigma$, and developed lower bounds on $\text{PCS}_a$, using an indifference-zone approach.

Our bound (Theorem 4.3) is sharper than any of his, and we show that it is attained in some important cases.

A particular case of the theory we develop is the problem of selecting the "best" (corresponding to $\lambda_{[1]}$) subclass of $X$ of size $t$, for which there are $\binom{P}{t}$ possible decisions. Arvensen (1971) devised a Bayesian procedure for a subset approach formulation of this problem, when $q = 1$. He used asymptotic distribution results of Siotani (1971), but his results are very cumbersome. Theorems 4.5 and 4.6 give a simple counterpart to his theory.

**Indifference-zone formulation**

The experimenter's goal is to select the subclass $X^j$ $(1 \leq j \leq k)$ associated with $\lambda_{[1]}$. He specifies $\{\theta^*, \rho^*, \alpha^* > 1, 1/k < \rho^* < 1\}$ prior to experimentation. Then, if $\text{PCS}_R(\Sigma)$ denotes the probability of a correct selection when decision procedure $R$ is employed, we restrict consideration to procedures $R$ which guarantee the probability requirement:

$$\inf_{\Omega} \text{PCS}_R(\Sigma) \geq \rho^*,$$

where,
We propose the use of the following single-stage "natural" selection procedure for this indifference-zone goal:

A sample of $N$ independent vector observations,

$$Z_{\alpha} = \left\{ \begin{array}{c} Y_{\alpha} \\ X_{\alpha} \end{array} \right\} \quad (1 \leq \alpha \leq N)$$

is taken. Let,

$$Z_j^j = \left\{ \begin{array}{c} Y_{\alpha} \\ X_{\alpha} \end{array} \right\} \quad (1 \leq \alpha \leq N) \quad (1 \leq j \leq k) \text{ correspond to } \left\{ \begin{array}{c} Y_j \\ X_j \end{array} \right\} .$$

For each $(1 \leq j \leq k)$ compute,

$$S_j^j = \sum_{\alpha=1}^{N} \left( Z_j^j - \bar{Z}_j^j \right) \left( Z_j^j - \bar{Z}_j^j \right)^{T} / n = \begin{bmatrix} S_{y} & S_{yj} \\ S_{jy} & S_{j} \end{bmatrix} , \quad \bar{Z}_j^j = \sum_{\alpha=1}^{N} Z_j^j / N ,$$

where $n = N - 1$, and the sample conditional generalized variances,

$$V_j = \det S_{y,j} = \frac{\det S_j^j}{\det S_j^j} .$$

**Rule $R_{C3}$**: Select the subclass $X_j^j$ $(1 \leq j \leq k)$ associated with $V_j^j = \min \{ V_1, \ldots, V_k \}$, as the subclass corresponding to

$$\lambda_j^j .$$

Our objective is to determine the smallest sample size $N$ which will guarantee the probability requirement when $R_{C3}$ is used.
Subset formulation

If the experimenter's goal is to select a subset of subclasses of \( X, X_j (1 \leq j \leq k) \), which contains the subclass associated with \( \lambda_1 \), he specifies \( \{P^*\}, 1/k < P^* < 1 \), prior to experimentation. Then, if \( \text{PCS}_R(\xi) \) is as defined above, we limit consideration to decision procedures \( R \) which guarantee the probability requirement:

\[
\inf_{\xi} \text{PCS}_R(\xi) \geq P^*.
\]

We propose the following "natural" procedure for this subset goal:

**Rule \( R_{C4} \):** Include the subclass \( X^j (1 \leq j \leq k) \) in the selected subset of subclasses if \( V_j \leq d^*V[1] \), where \( d^* > 1 \) is a specified constant.

Our objective is to determine the smallest \( N \) which will guarantee the probability requirement, when \( R_{C4} \) is used.

It is clear that the population means may be ignored in the following developments. It will follow from Theorems 4.3 and 4.5 below that we may assume, without loss of generality, that \( \lambda_1 \leq \lambda_j (j \neq 1) \).

**Lemma 4.4.** The a.d. of

\[
n^{1/2}(V_1 - \lambda_1, \ldots, V_k - \lambda_k)
\]

is multivariate normal, with zero means, variances \( 2q\lambda^2_j \), and
covariances $2\lambda_1 \lambda_j \xi_{ij}$, where $\xi_{ij} > 0$.

Proof. We employ Lemma 3.1 of Chapter 3, with its special notation.

In order to compute the variances, we note that,

$$f_j(\Sigma) = \frac{\det \Sigma^j}{\det \Sigma_j},$$

$$\phi_j(\Sigma) = \{\alpha_\beta (\log \det \Sigma^j - \log \det \Sigma_j)\}
= (\Sigma^j)^{-1} - \begin{pmatrix} 0 & 0 \\ 0 & \Sigma_j^{-1} \end{pmatrix}. $$

Hence,

$$\text{tr}(\phi_j(\Sigma)\Sigma) = \text{tr}(I_{q^2} - \begin{pmatrix} 0 & 0 \\ \Sigma_j^{-1} & \Sigma_j^{-1} \end{pmatrix} I_{p_j})^2 = q, $$

and the variances equal $2q\lambda_j^2$ (1 ≤ j ≤ k).

The covariances are computed similarly, since we define,

$$2\lambda_1 \lambda_j \text{tr} \phi_1(\Sigma)\Sigma j(\Sigma)\Sigma = 2\lambda_1 \lambda_j \xi_{ij}. $$

We have only to show that $\xi_{ij} > 0$. Since $\phi_j(\Sigma)$ can be easily shown to be symmetric nonnegative definite, it follows that $\xi_{ij} = \text{tr} \Sigma \phi_j(\Sigma)\Sigma j(\Sigma) > 0$. QED

Lemma 4.5. The a.d. of

$$Y_j^1 = n^{-1/2} \left\{ \frac{\log(V_1/V_j) - \log(\lambda_1/\lambda_j)}{2q^{1/2}(1-\xi_{ij})^{1/2}} \right\} (j \neq 1)$$
is standard multivariate normal with

\[
\text{corr}(Y_i^1, Y_j^1) = \gamma_{ij} = \frac{(1 - \xi_{1i}) - \xi_{1j} + \xi_{ij}}{2(1 - \kappa_{1i})^{1/2}(1 - \kappa_{1j})^{1/2}} \quad (i \neq j).
\]

**Proof.** One uses Lemma 4.4 and Lemma 2.9 of Chapter 2.

**Theorem 4.3.** If the experimenter uses Rule $R_{C3}$, an asymptotic $(N \to \infty)$ lower bound on the PCS is

\[
\inf_{\Omega} \text{PCS} \geq \text{P}(Y_j^1 \leq \frac{n^{1/2} \log 6^*}{2q^{1/2}}, j \neq 1),
\]

where the \{Y_j^1, j \neq 1\} are as in (4.5) with $\gamma_{ij} = 1/2$ $(i \neq j)$.

**Proof.** This theorem is an immediate consequence of Lemma 4.5 and Theorem 2.3 of Chapter 2.

Lower bound (4.6) turns out to be a sharp bound for a very wide class of problems. Indeed, the only requirement is that each subclass $X^j$ have a variate $x_j$ of its own. More precisely, for $(1 \leq j \leq k)$, there exists $x_j$ such that $x_j \in X^j$, but $x_j \notin X^{i}$ $(i \neq j)$. When this is the case, we will display an asymptotic $(N \to \infty)$ least favorable configuration of $X$. In order to do so, let $y$ be any fixed component of $Y$ and define,

\[
\sigma_{yj} \equiv \text{cov}(y, x_j), \quad \sigma_{ij} \equiv \text{cov}(x_i, x_j) \quad (1 \leq i, j \leq k).
\]

**Theorem 4.4.** An asymptotic $(N \to \infty)$ least favorable configuration of $X$, when each $X^i$ has at least one variate of its own, is:
(i) \[ \sigma_{yy} = \lambda_j = 1 \quad (1 \leq j \leq k) \]

(ii) \[ \sigma_{y1} = (1 - \frac{\varepsilon}{0_k^*})^{1/2} \]

(iii) \[ \sigma_{yj} = (1 - \frac{\varepsilon}{k})^{1/2} \quad (j > 1) \]

(iv) \[ \sigma_{1j} = \frac{1 - \varepsilon / k - \varepsilon / \theta_1 - \varepsilon / k^2}{(1 - \varepsilon / (k - \varepsilon / \theta_1 + \varepsilon / k + \varepsilon / k^2))^{1/2}} \]

(v) \[ \sigma_{ij} = \frac{1 - 2\varepsilon / k}{1 - \varepsilon / k} \quad (i, j > 1) \]

(vi) all other diagonal elements of \( \Sigma_y \) equal to \( \delta^{-1} \),

(vii) all other diagonal elements of \( \Sigma_x \) equal to 1,

(viii) all other elements of \( \Sigma \) equal to zero.

Finally, we take \( \varepsilon \) sufficiently small and let \( \delta \to 0 \).

**Proof.** In order to show that \( \Sigma \) so defined is positive semi-definite, three conditions must be satisfied:

\[ \sigma_{ij} \geq -1/(k-2) \quad (i, j > 1) \]

\[ \frac{\sigma_{ij}^2 - \sigma_{1j}^2}{1 - \sigma_{1j}^2} \geq -1/(k-2) \quad (i, j > 1) \]

\[ \frac{\sigma_{ij}^2 - \sigma_{yj}^2 - (\sigma_{1j} - \sigma_{y1} \sigma_{yj})^2/(1 - \sigma_{y1}^2)}{1 - \sigma_{yj}^2 - (\sigma_{1j} - \sigma_{y1} \sigma_{yj})/(1 - \sigma_{y1}^2)} \geq -1/(k-2) \quad (i, j > 1) \]

A tedious, but straightforward, computation shows that these conditions are satisfied when \( \varepsilon \) is sufficiently small. Next, we observe that,

\[ \theta^* \lambda_j = \theta^* \delta^{-1} (1 - \sigma_{y1}^2) = \lambda_j - \delta^{-1} (1 - \sigma_{y1}^2) \quad (j > 1) . \]
Finally, another tedious calculation shows that,

\[ \xi_{ij} = (1 - \sigma_i^2)^{-1}(1 - \sigma_j^2)^{-1}\left\{ (q-1)\delta + (1 - \sigma_i^2 - \sigma_j^2 + \sigma_i \sigma_j) \right\} . \]

Since it may be checked that 

\[ (1 - \sigma_i^2 - \sigma_j^2 + \sigma_i \sigma_j) = 0 , \] 

as \( \delta \to 0 \), we have \( \xi_{ij} \to 0 \), for all \( i,j \).

QED

When \( q = 1 \), the limit argument \( \delta \to 0 \) is unnecessary.

**Theorem 4.5.** If Rule \( R_{C4} \) is used, an asymptotic \( (N \to \infty) \) lower bound on the PCS is

\[
\inf \text{PCS} \geq P\left( \frac{\sqrt{1/2 \log d^*}}{2q^{1/2}} , \ j \neq 1 \right),
\]

where \( \{y_j^1, j \neq 1\} \) are as in Theorem 4.3.

**Proof.** The proof is similar to the proof of Theorem 4.3.

**Theorem 4.6.** Using the same notation as in Theorem 4.4, an asymptotic \( (N \to \infty) \) least favorable configuration of \( \Sigma \), when each \( X_j \) has at least one variate of its own, is:

(i) \( \sigma_{yy} = \sigma_{jj} = 1 \ (1 \leq j \leq k) \)

(ii) \( \sigma_{yj} = (1 - \epsilon/k)^{1/2} \ (1 \leq j \leq k) \)

(iii) \( \sigma_{ij} = \frac{1-2\epsilon/k}{1-\epsilon/k} \ (i,j \geq 1) \)

(iv) all other diagonal elements of \( \Sigma_y \) equal to \( \delta^{-1} \),

(v) all other diagonal elements of \( \Sigma_x \) equal to 1,

(vi) all other elements of \( \Sigma \) equal to zero.

Finally, we take \( \epsilon \) small and let \( \delta \to 0 \).
Proof. This proof is similar to the proof of Theorem 4.4. The conditions that $\Sigma$ be positive semi-definite are:

$$\sigma_{ij} \geq -1/(k-1) \quad (i, j > 1)$$

$$\frac{\sigma_{ij}^2 - \sigma_{yj}^2}{1-\sigma_{yj}^2} \geq -1/(k-1) \quad (i, j > 1),$$

which can be shown to be satisfied when $\epsilon$ is sufficiently small.

Moreover,

$$\lambda_j = \delta^{-(q-1)}(1-\sigma_{yj}^2) = \lambda_i \quad (i \neq j).$$

Finally, for $(i \neq j)$,

$$\xi_{ij} = (1-\sigma_{y1}^2)^{-1}(1-\sigma_{yj}^2)^{-1}(\delta + (1-\sigma_{y1}^2\sigma_{yj}^2 + \sigma_{yj}^2\sigma_{ij}^2))^2 \to 0$$

because $(1-\sigma_{y1}^2\sigma_{yj}^2 + \sigma_{yj}^2\sigma_{ij}^2) = 0$ and $\delta \to 0$. QED

When $q = 1$, the limit argument $\delta \to 0$ is unnecessary.

Lemma 4.6. If $\tilde{S}$ denotes the size of the selected subset of subclasses when $R_{c4}$ is used, we have

(a) $E_\alpha(\tilde{S}|\Sigma) = \sum_{i=1}^{k} P(Y_i \leq \frac{n^{1/2}\log(d\lambda_j/\lambda_i)}{2q^{1/2}(1-\zeta_{ij})^{1/2}}, i \neq j)$

where the $\{Y_i, i \neq j\}$ are distributed as in (4.5) with 1 replaced by $i$. 
(b) \( \sup_{\mathcal{F}} E_a(S|\Sigma) = k \) when \( Y = BX \) a.e., in which case,

\[ S_{y,j} = 0 \text{ a.e. } (1 \leq j \leq k). \]

**Proof.** Consequence of previous developments.
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