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1Y ADSTHRACY

The ARPA comouter network provides a cormunication medium which allows
dissimilar computers (Hosts) to interchange information. Each 'ic is
connecced to an Interfaze Message Processor (IMP), and IMFs are i...er-
connected by leaced common carrier ~circults. There is frequently no
direct circuit between “wo communicating Hests, and the intermediate
IMPs store and forward the information. IMPs regularly exchange in-
formatlon whlch 1s used to adapt routing to changing network conditions.
TMPs also report a variety of parameters to a Network Control Center,
which coordinates diagncsis and repair of malfunctions. The Terminal
IMP (TIP) permits the direct attachment of 63 character-oriented
terminals. The Satellite IMP (STMP) will allow multi-station use of a
single earth satellite channel. A High Speed Modular IMP (HSMIMP)

i1s under development; one goal of this effort is to increase IMP
perfcrmance by an order of magnitude. Specialized mini-Hosts under
development will provide for: connection of remote batch terminals;
simulation of a leased point-to-point circuit; encrypted Host com-
Lmunication.
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1. OVERVIEW

This Quarterly Technical Report, Number 2, describes aspects
of our work on the ARPA Computer Network under Contract No.
FO86056-73-C=-0027 during the second quarter of 1973. (Work per-
formed from 1969 through 1972 under Contract No. DAlIC~15-69-C~0179
has been reported in another series of Quarterly Technical

Reports numbered 1-16.)

During the quarter we deilvered two TIPs, one to the llorweglan

Seismic Array (NORSAR) in Kjeller, Norway, and one to the
University of London in London, England. By the enu cf the
quarter the NCRSAR TIP was functioning ccrrectly and the Univer-
sity of London TIP was undergoing final installation testing.

The NORIAR TIP, which was installed in mid-June, is connected
to the network at the Seismic Data Analysls Center (SDAC) via an
ITT satellite circuit which 1s intended to be operated at 9.6
kiloblts/second. This circuit replaces an earlier circuit be-
tween SDAC and NORSAR which was operated at 2.4 kilcbics/second
and used for an en“irely separate apnlication. &ince, in the
short term at least, the prcvious use of tne circult is required
to continue unchanee?, 1t was decided to multiplex twou separate
data streams (generated by the AnrA Netvork and by the other
arpiication) into the new circult. Accordingly, Codex 96900
modems, with a multiplexor option, were obtal.ied and instailed
both at SDAC and withir the NORSAR TIP. These modems can be
set vo operate at 4.8, 7.2, or 9.6 kilobits/second by switch
selection; thus, from the IMPs' polnt of view, the circult speed
1s 2.4, 4.8, or 7.2 kbs, ahile the other application obuvains a
coristant 2.4 kbs regardless of the total data rate being carried
by the circult.
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Because of the shared use of the circuit Irom 3SDAC to
NORSAR, the low speed of the circuit (as compared to other
Network circuits), the use of a new type of modem, the 5-hour
time difference between lNorway and the Network Control Center,
and the involvement of a new carrier (ITT), we experienced a
great deal of difficulty in checkout and use of the circuit.
Although the NORSAR TIP has been connected into the Network for
several periods of a few hours each, and for many periods of
5-20 minutes, it has been isolated from the Network for most of
its two weeks of operation. We anticipate that several more
weeks wlll be spent befcore the problems of measuring line
performance, coordinating trouble reporting, and obtaining
repair activity are resolved.

The London TiP was delivered in lazte June and at the end
of the quarter was undergoing installation testing. It will be
connected to the NORSAR TIP via Codex modems and a 9.6 kilobit/
second circult which is being supplied by the British Post Office,
It 1s our current understanding that this circuit will not be
avallable until mid-~August at the earliest, and may be delayed
intoc September.

Development of the High Speed Modular IMP continued through
the quurter. Several mcdules of code have been debugged in a
one-processor system, and a four-bus hardware configuration has
been successfully tested. Section 2 contalins a review of dur
progress.

Buring the secand qguarter we have been engaged !n the deslign
of a gpecialized "mini-Host", called the Private Line Interface
(PLI), at ARPA's request. We anticipate that early in the third
quarter ARPA will provide funding for construction of two of
these devices. [he motivation for the device and a review cf
our planﬁinﬁ are contained in Sectinn 3,
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Our Quarterly Technical Report HNumber 1 described two
planned IMP program changes related to checksumming; extension
of packet software chec!''sums to detect intra-IMP failures and
caecksumming certain critical portions of the IMP code on a
periodic basis. These changes were implemented during the
second quarter and déscribed to the Network Working Group (NWG)
via the RFC mechanism.

Another task which was continued from the first quarter was
the development of the TELNET and Flle Transfer Protoccls.
During the second quarter we procduced a final version of the
documentation of the new TELNET Protocol and three drafts, for
committee review, of the new File Transfer Protocol documentation.
We antlclipate that the lasi of these drafts will be published
as a final document early in the third quarter.

The IMP/TIP memory retrofit program, described 1~ Section
1.1 of cur Quarterly Technical Report No. 1, was completed late
In the seccend quarter. During the third quarter we will move the
code in all TIPs to tlie memory area above the 1€K boundary and
thus make a contiguous 16K block of memory avallable to tha IMP

program in all machines.,

Section 1.3 of our last report described the growtis of Host
trafi’ic during the 18-month pericd ending with March, 1973.
During the past guarter the traffic appeared relatlvely stable,
with about 2.4 miliion packets entering the Netwcrk each day on
the average. It 1s Loo early to tell if this leveling off of
traffic growth i1s due to seasonal factors or if it is because
the most popular service Hosts have reached a saturation point;
there is some evidence to support each of these taeories. In

any case, the IMPs and circuits still appear to be well below
the saturation level.
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During the second guarter we concluded the first phase of
our study of network routing algorithms and presented informal
reports of our findings and recommendaticns to ARPA and other
interested parties. A meeting was subsequently heid at the
AKPA office, and agreement to install the first set cf major
changes was reactied. These changez will be installed as a
series of smaller, and at each step compatible, changes so as
to avoid major disruptions of network operation. By the end
of the quarter we had begun the coding and checkout of the
first st~ps of the change. We will report on these new al-
rorithms in a later report, after they have been ¢ npletely
coded and released.

There has been a falrly large effort durineg the quarter in
the fleld of satellite communication. Early in the quarter we
visited COMSAT and discussed our experience wlth the California-
Hawall satellite circuilt. In particular, this circuilt experiences
a relatively large number of very short (less than 30 second)
ocutages. The COMSAT staff has expressed a great deal of interest
in our measurement techniques and experience with the circult,
and we are now supplying them with a weekly listing of all cir-
cult difficulties.

We are continuing our development of the Satelllte IMP
nardware necessary for "broadcast" use of a satellite channel.
During the quarter we constructed and debuggea the mod fications
to the SIMPs' modem interfaces necessary for "slotting" use of
such a channel. These modified interfaces are now Installed or
the two SIMI's at BBI which are awalting delivery. We also
participited in the session on Satellite Facket Communications
at the 1973 Natlonal Computer Conference and Exposition.
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Daring the quarter we began storlng the Host and line
traffic statistics, which are collected by the Network Control
Center machine, on the BBN TENEX system. In gene»al, the TENEX
on-line storage contains complete hourly Host and line throushput
summaries fcr the few preceding days, and a set of 2l4-hour
summaries for the previous days of the current month. Due to
alsk space considerations, each day's worth of hourly summaries
1s archived after roughly three days. Documentation of the
naming conventions for, and internal structure of, these flles
has been distributed to a rew interested parties; the documenta-
tion has not yet been muade generally avallable because we are
currently investigating suggested changes to the structure of
the data being stored, but will probably be distributed during
the third quarter.

Coding of the RJE mini-Host was begun during the second
quarter. As described in Section 1.1 of our Quarterly Technical
Report No. 16%, this device will be built from the same
cemponents as are used in the HSMIM? and is desigrned to inter-
face to a small number of IBM 2780 remote batch terminals and
tce cn IMPs' standard Host interface. Thus, the RJE mini-Host
will .r~covide a low-cost mechanism for connectirg remote batch
cerminale directly to the network. The mini-Host will be
programmed to translate between standard 2780 line protocol and
Netvork "Remote Job Entry" Protocol. The majority of the hard-
ware :nd software desizn hac been completed, and parts have been

ordered for the construction.of a prototype. Debugging of the

¥Contract No. DAHC-15-69-C-0179

w
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main-line code can probably commence during the thilrd quarter,
and to this end we have signed an order for short-term lease of
an IBM 2780 terminal. Additional details of the RJI mini-Host
design will be provided in a subisequent report.

We have continued our Interaction with the International
Network Working Group (INWG) durinz the past quarter. In
particular, we attended a working meeting or the INWG durine
June and contributed to the design of a "gateway'" protocol which
is currently under consideratlon.

Finally, the seccnd guarter saw the publication of major
vpdates to three BBN manuals, namely: BBN Report No. 1822,
Specifications for the Intercomnection of a Host and an IMP;
BBN Report No. 1877, IMP Operating Manual; BBN Report No. 2277,
Specifications for the Interconnection of Terminals and the
Terminal IMP.
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2. HIGH SPEED MODULAK IMF

This quarter nac been a difficult pnase {or the HSMIMP hard-
ware development, and we have not made as much progress as we had
hoped. The bus coupler manifested a number of problems whan we
enlarged the growing prototype to a four-bus system; these prob-
lems, because they were sophisticated, occurred in a complex
system, and interacted with problems in the Lockheed prncessor,
have taken a great deal of time to locate and fix. Further, in
designing the printed circuit layoutvs, it has turned out that
the bus coupler cards do not quite fit »onto two layer boards; the
necessary change to boards with more than two layers hes intro-
duced f:rther delays. Flnally, we have had undiminished oroblems
in getting Lockheed updates to cur processors. The result ol all
this is that the full scale prototype 1s behind schedule, and we
have set our sights on an intermediate goal of a smaller proto-
tyve consisting of three nrocessor busses, two memory busses ana
two I/0 busses. In fact, af‘er reviewlng the issues of relia-
bility and graceful degradatiocn we have decided to put two I1I/0
bucses on all the large machines (the prototyge and hoth of the
large production machinesg), thus avolding total system dependence

on any single unit.

We are amidst conversion of the prototype cards into croduc-
tion format. For most of <he cards thls means printed circult
lavout, ete. The DMA card has been made in "multi-wire" form
ar.d that technlque has proved highiy successful. (Multl-wire is
1 single-source technique intermediate between wire-wrap and
rrinted edircult, Tt is mechanlcally less cumbersome than wire-
wrap, but more easily admits several circuit luyers han printed

reuits.) However, 1t is more costly than a printed circult;

e

@

in addition the production queue 'ength has grown greatly in

the past lew months.
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A description of the test program facilities and testing
accomplished thus far give the best indicatlon -f where we stand.
The most . omplex system tested to date conzists of twd processor
busses, a merory bus, and an I/0 bus. Four bus couplers cornect
cach processor bus to the memory bus, and each processor bus to
the I/0 bus, The test program has teen run with one processcor
per processor btus. (Multi-processor-per-bus operation is not
yet possible because of delays in getting some necessary processor
corrections made by Lockheed.) The program uses LWo Drocessors
{on separate processor busses) e: 'h running ccde out of iis own

local memory. Iy additiorn, the consoles on the processor busses

can be used to do reperted common memory access2s, thereby in-
creacing contention for hus usage.

The test program 13 loaded into local memory .. cne of the
processcr busses ard immedlately copies itself into the loca!
memory of the ather processor bus (usiag backwards bus couvling
vie the I/0 bus). Then (alce by backward coupling) tne procezsor
on the remate bus is ctarted. The ranrlne program then exercilsen
sackward ber zoupling 2oncurrent with forward ac.escing to the

he bhaclkward accezses) and

ct

Memory | .ock (which interliocks

eauncs - deng for aeeeds to the 1ock. Once a processor gains

.
or

.ock Lt uses the _ackward path to test a location
in the other proceszsor's local memory. This test program has run
withiout errors overnighi concurrent with repeated reading of

rommor. memory from both o ncessor bus consoles.

The coding and deburiing of the oreraticnal IMP vrogram is

well wderway. Durimg the first guarter our major emphasls was

crnocoding the store-and-forward patl. of the program, and that

path has since been niade to work in the n st simple environment.
Emphs

Host ard Fake Host cnde
to a similar state, since 1t 13 easier to debug everything once

bJ

5is then shifted Lo bringing up the

M T
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|
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the main pieces work in some fashion. HOST is coded and de-
bugging has started. FAKE HOST is in the nrocess of being coded,
although the Discard and the Messape Generator portion of Statis-
tics are being debugged with HOST.

Su far all debuggling has been on 2 cimple one processor one
S}

bus system, both becauce 1t made sense to get the simpler system
working first and because the growing multiprocessor nas been
fully iven over to hardware/test program debugging. During the
third quarter we expect to debug the multiprocessor aspects of
the program. The multiprocessor mechanisms nave been coded but,

of course, do not come into play in a single processor system.

We continue to exchange information on the HSMIMP design
with other interested groups and individuals. In pavticular,
during the past quarter one member of the hardware design group
attended the Tnternational Workshop on Computer Architecture.
Even more notably, we presented our design in a paper entitled
A New Minicomputer/Multiprccessor for the ARPA Networx at the

1973 National Computer Conference and Enosition.

. - sy o W 5 S LA BT T s m e
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3. TnE PRIVATE LIWE INTERFACE

During this qua-ter, BBN began studying techniques for
trarsmitiing private data through the ARPA Network. We ncw be-
lieve that the proper approach 1s tc develop a small machine, a
"Private Line Interface” or PLI, which wonld act as a Host to
the Network and would he loglcally leocated between the data
source or sink and the nearest IMP., Thus, a palr of PLIs will
vrovide a subscriber with the ablility to use the AKPA Network
as a private, leased communications line. A FLI will consist of
a two processor, single Infibus, Lockheed SUE system fitted with
approuriate interfaces foir the liost system and the Network. In
desizning the PLI we have isolated two independent areas of re-
search; effecting transparent transmission of a continuous bit
stream over the Network, and possibly encrypting the bit strearn

to secure the Sransmicsion.

Currently, it 1s sometimes aifficult for certain exizting
systems, or sore planned "simple-minded" systems, tco take advan-
tage of the ARFA Hetwork technology. For such installatlons,
even the effort of i .egrating the relatively simple IMI/Host
{Level 0) FProtacol into their systems vresents 3 considerable
burdern. One purovose of the PLI1 is to eliminate this probiem and
oven the Network to thes~ pouv:ntial users, who could then use

it In lieu of a point-to-point coamunication circuilt.

We have a-proached this nroblem by desiening the PLI to
arvear Lo oa source system 43 some standard modem which the sys-
vem's zoftware (and hardware) 12 already able to service., 1In
rarticular, we are surrently desivring an interlace which will
appedr to be s atarcard, full duplex Be1il Sfystem type 303 modem.
uring the third qu. rter we will imvzstigate also providing a
standard voice-grade 23, ‘hronous 2400 baud Interface for the

-
PLI
FLL.

10
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In order to make more efficient uce of the Hetwork, and
heuce decrease the resultant costs, the 303 interface 1z belng
desligned to fak2> advantage of the fact that many users of 303s
utilize SYN eharacters to t'ill the line when they have no data
for it (i.e., to indicate an 1idling state). If code can be
written for the PLT to determire the actual message boundaries
in the source's bit stream* the PLT will be able to automatically
elide all SYNs between messages, eriminating thz expense of send-
ing the inter-message rdding through the Network. Similarly on
ontput, 1f a Network delay should cause an interruption 1in the
iata stream, the PL1 will "cover" the interruption by sending

SYNs untll the next message arrives.

Where "SYI! suppression" cannot be done, the FLI will "stop
the clock" when 1t either can accept no more input (because its
internzl buffers are full) or has no more output to send (because
t.ie next messacse has not yebt arrived). Standard 303 modams pre-
vide the data clock for boih input and cutput. Thus, suspending
the clock in one directlon or the oth-r presents few problems to
the PLI, and our upreliminary investiiitions Indlcate that usual
syatem-to-305 Interfaces are immune to an occzslional suspension

of the clock¥*®,

The software {rn the PLI will drive the attuched system's
*f1ce, breakliag up inout into messages o networx trans-
mizsion and :onzatenating receld

ved mesiages to reconstruct the

i
hiv stream for output. The PLI will also handle all of the

* The feasibility of this ls streongly dependent unon the line
protocol the source iz using. For example. it 1s simple if
the source sends only messazes of some fixed length.

#%Indeed, the protestion clrcuits in such interfaces appear to
oneentrate on preventing the 303 from running too fast,
~ather thin too “low.
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IMP/lost protozol and, if necessary, the VDH protocol. Thus, a
facllity could use a pair of PLIs tc repliace an already exlstent
private line with n¢ othzr impact than a prcbable improvement in
the line's apparent reliability and & decrease in communicatlions

costs.

The security 1issue is, at once, both more _Ltralghtforward
and more complicated than the transparency issue. At the simple
level, we are considering the design of interfaces to drive a
security urnit as a peripheral on the Pl A1l source datz could
e encrypted in the PLI before tr=nsmission throuzgh the network
and decrypted in tne PLI before being delivered to the destlina-
tion; the lead=r could be sent through the Hetwork in the clea..
Thus in a rfairly simple fashion, questiore ~f_rhe security of

tae data could be effectlvely iscliated from the Hetwork.

We have heen designing the PLI in conztant awareness of the
Faet that one of the most irmpoustant proverties of the PLI should
b2 tts flexibility. With a2 prelatively small hardware repertoire,
# PLI will be able to appear to a system as almost any standard
modem. The software, however, will have to provide f2v a great
deal more variety. Even a® this early state of development we
(o i1lready see = larpe number of rotential coptlconz: rthe PLT
should be switchable to o VDH lHetwork connection; the PLI could
mairntaln bwe or more ingependent couree blt streams over the
singgle Interface, ard the bit streams could be direcred to dis-
vincr destinatlions; the PLI can have various tuffering strategles
to muteh the atvached systems' needs (e.g., the datia could iLneur

~ 8 e 8 e )
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the data transmisaicn could be "guarantced", but the dela
Incurred would vary. Further, 1@ should be easy Lo enable and
disable the various options, ‘o alliow the users of an att

a
cystem to experis-ont to determine the correct set to match local
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During the thi»d and fourth quarters of 1973 we will be con-
tinuing to work out the design of the PLI and, if funding is

arranged, we will be consftructing two pairs of PLIs.

13
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