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SUMMARY

The phoneme ciass segmentation and formant tracking algorithins have heenextendsd
and evaluated in some detail. Fncouraging results have been obtained froma simple
plioneme identification progran: working on the output of the segmentation prograra.

The sentence generation program has been extended to produce questions and state -
menis as we'l as commands appropriate to the task domain of the Lincoln experi-
mental speer @ understanding system. A semantic component has been added to the
heuristic se’ ‘ch program used in processing utterarces in this ‘ask domain (the

vocal command of the speech data retrieval, analysis, and display system).

A General Syntax Program has been implemented to support work on a variety of
parsing strategies. A doctoral thesis on locally organized paraing for spoken input
has been completed

The speech data base hardware and software have been acrively used in supporting
vorkshop meetings among the ARI’A Speech contractors. Fncouraging results are
being achieved with an automatic phonetic lahel .ng program. Network retrieval of

data from the data basc has heen demonstrated.

The Tx-2svsten nas been extended to provide st pport for the various current areas
of activity. A new disk system has been detivered and is being installed. A us r
authentication (password) scheme has beendeveloped which is well suited to the open
environment of the TX-2 system where the usuat mechanisms for hiding user iden:i-
fication information arce net available.

Arcepted for the Air Force
Jogeph .J. Whelan, USAF
Acting Chief, Lincoln lLaboratory l.iaison Office
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SPEECH UNDERSTANDING SYSTEMS

PHONETIC RECOGHRITION

-t

Work in phonetic recognition is proceeding along two rather different isines. The first is
concerned with the front-end problem of extracting basic information from the speech signal,
given little or nothing in the way of linguistic support {for the recognition process. The goal of
the fron* end is to praduce some hint like a phonemic transcription of the input speech which ean
serve as an input to linguistic processing modules, The expectation is that such a transcription
will, at best, be an approximation to a nominal transcription made by a human listener, While
significant amounts of c¢iror and ambiguity in such a transcription zre to be eapected and carn
probably be tolerated, the transcription must be accurate enough to guide the linguistic processing
modules toward the hypothesis of the correet sentence in a reasonable amount of time.

The bulk of our phonetic-recognition work to date has been concerned with the front-end
problem, We have developed and previousiy described algorithms for phoneme class segmenta-
tion and formant tracking. We are currently working on the 1dentiication of individual phonemes
botl1 by examining overall frequency-time patterns and by detailed examination of formsnt motions.

The second line of work in phonetic recognition is aimed at the verification of hypotheses
gen-rated on the basis of Linguistic as weil as acoustic information. The problem here may be
to determine which of a sei of proposed words, phrases, sentences, or whatever is the best fit
to the input data; or uie¢ problem may be to determine whether a particular hypsthesis is accept-
able or not with respect to some arbitrary measure of goodness of fit. The verification process
must e: pect to have to cope on occaswon with minimal pair phonernic decisions and the effects of
coarticulation, and it thus inust make finer, more sophisticated judgments than are vequired of
front-end recognition processes. On the other hand, the set of candidates to be discriminated
among will generally be much smaller than the {ull set of possibilities which the front end must
face. A previous study1 of the interaction between acoustic discriminations and linguistic con-=
strainte suggested thet the human listener adjusts the measurement space for the discrimination
according to the set of alternatives suggested by the linguistic context. We feel that a speech
understanding system will need to make similar use of context to make simiiar discriminations,

QOur current work in the verification area is aimed at developing a practical means of de-
fining an appropriate discriminant space given a limited set of candidate words. Since the set
of candidate words is different each time 3 verification is to be made, tha recognition space will
be a/ffvrent and, hcpefully, the paxtmum help will be gained from the context avai.able at that
moment. A simplified experiment has heen planned to test the petential utility of this concept.
Appropriate sentences have been rrecorded and entered into the speech data bage. Further dis-
cussion of the experiment will he deferred until the next report in this series when results should
be availatle,

The following sections indicate the current state of development and evaluation of the pre-
viously described phoneme class segmontzation and formant tracking algorithms, and present

some results lrom the phoneme-identification research.

A. Segmentation

Censiderable developraent and data collection have been done on the segmentation algorithm,
The u -significant addition to the algerithm gince the last SA'I‘SZ is = generalized dip detector,
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which allows detection and marking of dips in any of several volume (root-mean-square amplitude)
functions during vowel-like segments. This generalized dip detector has censidersbly improved
the detection of voiced consonants which are either between vowels or between a vowel and a
strong fricative. Another uddition to the segmentation algorithm is a burst detector, designed

to locat the burst following a step consonant,

The current segmentation algcrithm is shown in Fig.1. The indicated spoctral measurements
are per.ormed on the linear predictive spectrum (previously, the hcaiomorphic spectyum was
used). Every 5 msec, one of the 12 segmentation symbols is assigned to the speech. (Note :hat
the updating rate was previously every 6.4 msec,) A string of like symbols is referred to as a
segment of a particular class, Considerable éditing is done to eliminate unduly short segments.

The generalized dip detector prucesses all vowel-like segmouts. First, dips are sought in
a lightly smoothed version of RMS (0-3C00)%; these detected dips are marked as DP1. Remaining
vowel-like segments are then successfully examined for dips in the three other volume functions.

The vowel-like segments which are not D1Ps are marked as VWL, The seyment clagses
FR1, VFR, and FRC are intended to locate the fricative sounds /S/, /Z/, /SH/, /ZR/, /¥/, and
/'I‘H/.“L The rlasses S1l. and VBR are intended to locate closures in stop eonsonants. HST and
ASP are useful in locating the burst and aspiration following a stop consonant,

A summary of jome results obtained from the segmentation program is shown in Fig. 2.
These results were obtained on 38 sentences, from several speakers. The sentences were pho-
nemically labeled by observation of spectrograms and knowledge of what was spoken. The cor-
respondence of phonemes to segment iabels which was observed and entered into the matriz: was
not 1:1 1in either divection. A phoneme could have more than one segment (e,g., STOP - SIL,
BST, ASP or an insertion error like VOWEL ~ VWL, DIP, VWL) and a segment could correspcnd
to more than one phoneme (e.g., FRIC, FRIC - FRC). A separate tabulation of all non-1:1 cuses
has been made. In tabulating the matrix, it was important to judiciously group both the phonemes
and segment classes. For cxample, the phonemes /V/, /DH/ are separated in the tabulation
from the other fricatives Lecause they appear acoustically more like DIFs or stops. The
flapped /T/ has beenp put in a separate category from the other stops, because its acoustic reali-
zation is generally as a short DIP rather than as a short silence. WNasals and glides wnich were
adjacent to stops were not included in this data tabulation, since the algerithm does not yet have
a strategy for segmenting these phonemcs,

A rumber of interesting observations, which are suggestive of the coursc of further v}ork,
may be made trom this matrix. All vowels in the corpus were marked at least during part of
their duration by VWL and, conversely, all VWL segments contained at least one vowel. Hence,
the job of vowel localion is in hend, and we can proceed with vowel identification. Detection of
the fricatives /F/, /TN/, /3/, /Z/, /SH/, and /ZH/ was quite reliablc and this group of sounds
seemed to be very promising for separation into classes which are more phoneme-like. Sec-
tion 1-C recports our work on identifying these scgments. STOP detection alsn was rather sauis-
factory. The dip detector found a total of 83 dips, of which 53 were DPt and the rest were DP2,
DP3, or DP4, Th: DIP segments included many different phonemes, Seme work on further
igentification of DIPs is also reported below. The phcnemes which spread most widely over the
segm.ent classeg are /V/and /Dil/.

*RMS(A-13) = root mean square of the sum of the squares of the spectral compenents in the
range A-13,

t In this report, phoneme $,;mbols are represented in the coriputer-colnpatible two-character
code which has been adopted for use in the ARFPA Speech Understanding Research program,




. Formant Tracking

1he formant tracking algorithm, described in detail in the nrevious SATS,z has been slightly
improved and thoroughly evaluated. The algorithm now keeps statistics or: how often it had to
perfirm its various correction measures and also generates a code word describing what sort
of problems it encountered for cach frame. The formant trajectories are being thoioughly studied
to determine how the phonemes car be further segmented and identified on the basis of formant
information,

Following is a brief review of the six steps in the processing of each trame:
(1} ¥etch all peaks (up to 4) in the spectrum iu the frequency region from 159 tc 3400 Hz.

2} Fill all 4 formant slots with the peaks on the basis of peak location retative to an

educated guess,

{3} If a peak fills more than one stot, keep it only in the slot that it fills best, and
remove it from any other slots.

(4) If there exists a peak which does not filt any slot as yet, iry to find an empty slot
and, if necessary, move peaks to new slots to accominodate it. If there are no
empty slots nearby, or if the amplitude of the extra peak is sufficiently small,
throw the extra peak away,

(5) If there i< an emipty slot, recompute the spectrurm on a circle w: radius lesg than
one, to enbance the peaks, and hopefully separate two merged peaks or bring eut
a peak which hed been lost due to nasalization effects. Repeat steps (1} to (5) using

the enhanced spectrum,

{6) Accept formant slot contents as answers fcr this frame and as an educated guess

for the next frame,

The only modification made in the processing of each frame is that now ennancerment is tried
over a larger range of radii. It was found that, if the radius was allowed to btecome as smali as
0,88 (previousiy it had stooped at 0.955), then enhancement is far more successful at retrieving
missing peaks.

After the six steps of processing have been applied at each voiced frame, each formant
track is separately smoothed. First, « correction for gross errors is made -~ if ore, two, cr
three frames are cut of line wul the surrounding four frames are irn line, then each unaligned
frame is corrected by interpolation. Finally, the formant trajectory is sent iwice through the
following smoothing filter:

Fi{n) = 1/4Fi(n- 1) ¢ 1/2F(n) + 1/4Fi(n +1)

However, Fi(n} is not replaced by F;(n) if I(F‘i(n) - Fi(n)l > 100 Hz. The result is that the
trajectory becomes very smooth where it was already reascnably smooctn, but sharp changes
in formant frequency, such as at the boundary between a nasal and a vowel, are retained. In
addition, if the onset of voicing had been inaccurately determined, such that the formant data
were badly out of line for a couple of frames, such erroneous dats would not disiort the good data
adjacent to it, ~s the smoothing would not be applied th~re. This rule for not replacing Fi(n)
with the smocthed value takes effect on abont 3 percent of the voiced frames,

= o SN,




Statistics wece cullected for some 50 sentences on how often the various correction measurcs
were necessary, The statistivs showed that it is mueh more commcn in linear prediction spectra
for a peak to be missing than for a sourious peak to exist. Although statisties varied consider~
ubly from sentence-to-sentenc~ enhancement was tried, on the average, in .bout 15 percent of
the voiced frames. Out of these, a peak was found tl rough enhance -ient in nine out of ten cases.
In the other one-tenth, either the fraine was mistakenly labeled voiced, or the formant was too
strongly canceled by a nearby zerov (in nasals and nasalized vowels) or, rarzly, 2 peak merger
was noui suecessfully resolved,

In 1 percent of the voiced frames, F3 was mistakenly ealled Fé initial.y, ard was later moved
to the F3 slot a“.er enhancement failed to yield a peak. In another 3 percent, continuity con-
straints had failed ‘n the initial slot-lilling steps, 2nd peaks had to bc moved to new slots in
step (4) to accomradate a peak about to be thrown away. An equal nuaiber of peaks were thrown
ww¥ay in step (4) eith: v because they failed to pass the amplitude test or because there was no
siot rvailable for (hrm. These extra peaks were usually due to n2salization effects,

Second-pass cor 'cetions of gross errors were rare, occurring only about 1.5 percent of
the time.

C. Phoneme ldeantific: tion

Programs have been developed to yield phoneme-like identification of speech events which
have been isolated as fricative or dip segments,

The design of the fricative identifieation program is based on the assumption that a frieative
~cgment contains one of the phonemes /S/, /2/, 3H/, /ZH/, /F/, /TH/. This assumption is
supported by the statistics appearing in the "VFR, FRC, FRi" column of Fig.2. After several
stages of experimentation, the fricative program emerged in the following very simple form:
RMS (0-2500),/RMS (0-5000) is used to distinguish the weak voieeless fricatives /¥/, /TH/ iroin
the rest (high for /¥/, /TH/); RMS(3500~F000)/RMS (2000~5000) is used to distinguish /S/, /Z/
from /SH/, /ZH/ (high for /S/, /Z/). The present program makes no attempt to distinguish
batween voiced and unvoiced phonemes (e.g., /S/ vs /Z/).

‘The dip-identification program is based on the assumption that the primary phonemes oecur=~
ring as dips ave the nasals, liguias, glides, flapped /T,” /V/. /DH/, and /B/ (pronounced without
strong lip clusure). This assumption is supported by the staiistics in the DIP column of Fig. 2.
The identification of flapped /T/ and /B/, /V/, /DH/ is based pritaarily on the use of duration
information, and the behaviur of the spectral derivative in the middle two-thirds of the segment.
The distinetion between flapped /[/, and {/B/, /V/, /DH/) is based exclusively on duration.

The results of these prograns are summarized in Figs. 3 and 4. The input used for testing
consisted of 63 sertences spoken by six speakers.

The performanc o the fricative program was very good, as can be seen from the dominarce
of the main diagonal in Fig. 3.

The performance of the dip program is mixed (see Fig. 4). The identification of flappad /T/
is quite successful (43/14). The identification of /B/, /V/, /DH/ is only 5 out of 10; note, how-
ever, that no other phoneme is ever mislabeled BVDH, out of a tctzl of 79 dips. Not surprisingly,
it has been found to be quite difficult to accomplisn good separation of nasals from liquids only
on the basis of spectrai shape or spectral change. 1n particular, iarge spectrual change at seg~
ment boundaries is completely ambign us as a nasal-liquid cue, We fael that the use of formant
tracks holds the best promise for sue 2gs,

i
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II. LINGUISTICS
At Lincoln Laboratory work in the linguistics area falls into three general a.eas:

(a) Work oriented toward the exploration of acoustic/linguistic tradeoffs in the context
of the Linr»In experimental system task domain, This task is the vocal command
of our speech data retrieval, analysis, and display system. Section l1-A presents
a progress report on our work in this area.

(b} The development of a General Syntax Program (GSP) to support more general
parsing strategies than those requirzd for our limited experimental task domain,
Section 11-B is a presentation of the coneapts and capabilities of GSP 25 we have
implemented it.

(¢} Thesis work aimed at the exploration of other approarhes to the design of speech
understanding systems. One of the two doctoral thesis projects being supgorted
on TX-2 was completed during this reporting period. The concepts involved in
this thesis and the results of experimental evaluation are presented briefly in
Sec.lI-C. The programn developea for the other thesis preject has been successfully
ased ir an experiment to integrate a complete speech understanding system by
linking our current primitive phonetic-recognition modules with the dictionary
lookup, seoring, and parsing modules of the thesis program. The resulting system
correctly recognized a few sentences but, as we expected, performance w-s poor
hecause of the limited capability of the front end {phoneme class information only),
and no atternpt is being made {0 pursue the experiment further until a more capable
front end is available. Further discussion of this experiment and the seeond thesis

will be deferred until completion of tt.c thesis projeet.

A. Linceln Experimental System

We have planned a2 series of experiments te gain quantitative data about the information
available for eorrecting errors and resolving ambiguities at the various levels ol linguistic
proeessing. To support the experiments, we are devoloping a number of program modules, some
of whieh may serve as components of our experimental speech understanding sycstem. In the
previous SA'I‘S,2 we described programs for generating sentenees appropriate to our task domain
and for the lexieal segmentation of garbled phonetic strings using a heusistic search algorithm,
The following seetions report the current status of these programs and describe the extension

of the processing algorithms to make use of semantie constraints.

1. Sentence Generation

Work cn sentenee generation is intended both to provide phonetically transcribed sentences
in sufficient guantity for statistica? studies, and to gain insignt into the complexity of the semantic
model required to produee reasonable sentenees within our restricted linguistic environment.

The program, deseribed in some detail in the previovs SATS, nas teer extended to generate
questions and statements as well as commands. The verb is still ehosen first and, if a2 subject
is needed, the subjeet and its modifiers are chosen next. Finally, an object (if required) and
its modifiers arc selected, A possible subject is a question word ("which," "who," etc.) and

seleeting such a subjoct will cause a question to be generated,

~3




The pregram has aiso been expanded to form complex sentences. The vocabulary has almost
doubled, ani is now about 300 words.

2. Lexical Segmentation and Parsing

The last SATS described the initial version of a systen: that applied the techniique of heuristic
search to the problem of iexical segmentation. Since that time, the system has Leen expanded to
include a semantic component, and major changes have becn made in the lexical segmentation
component (now called the dictionary module).

a. Two-Stage Strategies

The coaflicting constraints of real-time operation and large computational requirements for
current algorithms have motivated an investigation into the use of two-stage strategics as a means
of using proce 2sing time more fruitfully. VB‘\' a "two-stage" strategy, we mean one that uses cues
(sometimes called "insights" or "heuristics") to access a particularly promising -vi »f possible
answers. A separate algor thm performs the second~stage task of analyzing the selected sup-
spo~c in more detail. Such strategies are common in human decision-making.

b. Dictionary Module

The dictionary now contains 300 words pertaining to our task domain. Stured with each word
is its phonemic transcription, including stress indicators. For some words, the dictionary also
contains pointers into the semantic grammar (sec below),

The dictionary words are accessed through a three-level net whose arcs are elements of the
most sirongly stressed svilable in the word. This organization was chosen berause the stressed
syllable usually contains the most energy and is most likely to be _orrectly identified. We expect
to augment this net by including accecs through other reliable indicator= such as strong fricatives.

The dictienary module is called once for each stretch of the input which bas bcen determined
to be strongly stressed. The vowel in this stretch and the consonants on either side of it are used
to calculate a set of syllable classes {* * are "near” to the one ir the input. Other classes ar=
added by postulating word boundaries before or after the vowel. This set is used to access a
set of dictionary words, Eac . word is matched with the input by aligning on the stressed syllable
and matching cutward. Each word is 2ssigned a gcore and the words are soried into decreasing
order according to their score,

This two-stage strategy reduces processing by limiting the cxpensive matching analysis to
those words most likely to achieve a high score. The morc reliable the input from the acoustic
processing, the stricter we will be in defining "nearness," and the fewer words we will have to
consider. There is no reason why nearness cannot be defined dyramically if the acoustic pree-
cssing provides "confidence numbers” for each segment.

The output from the dictionary module is a sequance of ordered sets of words, one set for
each stressed section of the input, The advantage of this technique over the more-common one
of ma:.ching hypothcsized words individually againsc the input lies in the fact that the ahsolute
score of a word is often not as important as its relative score with respect to the alternatives
for this position in the utterance.




¢. Semantic Grammar

Semantic information is represented in a semantie grammar. This is a phrase strueture

grammar in which syntactic clagses such as "adjective® are replaeed by semantic classes sueh
as "spectrogram-descriptor.!

We use this formalism to define a series of sentence-forms, each of whieh is keyed to one
particular type of command or question defined in our domain, The variations speeified by the
alternatives in the grammmar express both the optional equivalent forims of stating the same re-
quest, and the allowable values for the parameters in the request.

The grammar is constructed so that a successful parse yields a functional representation
of the sentence that can he easily mapped into an internal executable process,

Prior to run time, the grammar is compiled :nto a list-structured internal representation.
At this time, the en'ry of each dictionary woid that js in initial position in a sentence-form is

modified te point to the head of that sentence-form {it may point to more than one).

d. Semantie Module

This module uses the output from the dietionary module and the semantic grammar to produce
an hypothesis about the identity of the original spoken sentenee. Those words in the first {left-
most) set produced by the dictionary that can begin seniences are used to access a set of sentence-
forms, Since 2ll variations for each of these forms must be considered as candidates and the
number of variations is usually very large, the heuristic search approach is used to organize
and generate the hypotheses.

The heuristic scarch paradigm requices that we define an initial set of states, a new-state
generator, an evsluation function, and a geal. In this instanee, the initial states are the sentence~
initial words found by the dictionary module, A new state is generated by using the semantic
grammar to add one word to a previcus state. The goal is to generate a sentence that differs
from the input by less than some given amount. The evaluation function determines which state
will be used to gonerate new stotes, By simply echanging some of itz eoefficients and the level
of error sllowed, we can change the behavior of the systemn from slow but thorough, to fast but
inaccurate, or anyplace in-between,

Implerentation of sn initial version of the module has been eompleted, but much experimenta-
tion. will have to be done to evaluate the tradeoif between thoroughness and accurzcy,

A major part of the effort in the next faw months will be devoted to auginenting the types
of associative links {from words tu sentence-forms). The strongest candidates for new links
are verbs in non-iritial position. This may require use of the gemantic gramraar in reverse
mode {~ight-to-lefi order} in some eases.

Q. Hesults

Sinee the development of the acoustic processing module is proceeding in parallel and is not
yet completed, all experiments with the system have been on data prodvced by a "garbler® The
garbler takes typed sentences and generates phonremic output which has some given degree of
errc 2and smbiguity,

Several sentences have been successfully iun through the system consisting of the gaibler,

the dictionary mouule, and the semantic module. The times average about 10 see, but this is
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an unrealistically low figure since only a very small fraction of the total semantic information
has as yet been vncoded into the semantic gramnmar. Moreover, the error level of the garbler

was probably not =5 high zs that to be expected from acoustic proccssing of actual data.

R. General Syntax Program

We have implemented a General Syntax Program (GSP) on TX-2 because it appears to be
a good vehicle to study (1) several different parsing strategies within the same general scheme,
and (2) thc vse of parallel processes in parsing. The basic structure is the same as the GSF
programmed by Ron l{::plan,3 but our emphasis has been on taking advantage of the graphic capa-
bilities of TX-2. Su far, we have run with GSP some very simple transition net type grammars
which were construcied basically to test the program, and a word finding grammar, also in the
form of a transition net but compiled into a GSP grammar from a dictionary that gives, for each
word, phonemic represcentations and syntactic cotegories.

G5 has two basic components: a grammar which specifies how structures are to be built,
and a chart which is used to represent initial structure for thc sentence and any structure found
by the prammar., An application of the grammar to a part of the chart (e.g., an attcmpt to find
a noun phrase beginning with 4 particular point of the input) is called a process., Since one of
the things a grammar rule may do is to initiate a process, there will generaliy be several proc-
csses "alive at any given point of parsing, although (since TX-2 is actually riot a parallel proc-
essing machine) only one will be "active® at « time,

GSP could be thought of as a parallel processing machine executing severai processes simul-
taneousiv. The grammar could be thousht o as the program, the chart as the data which the
program works on. and a process 23 an instanti»tion of a program working cn a part of the data,
The processes are like subroutines in that one process will start another to obtain information
that it needs, but tF -y differ in that (1) the results are not ceturned to ihe calling process, but
placed in 2 com aunication port to be read by any other precess (including the one that created
it}, and (Zj a process has 4 life independent of its creating process .nd may well continue after
the process that created . disappcars (it may have even existed before a process that "creates”
it existed, since &n atiemp: to create a process to do precisely what an already-existing prozess

is Coing results in the use of the existing process).

t. Example of a Chart

The chart reprcsents all structure found thus far and is shown grapiiically as a serics of
boxes, each cf which 12 contain one «. more shalves. Each box contains info1mation about a
kind o) structure, ana cach shelf contains infor.nation about a particular structure of 'hat kind.

Each shelf has a label, a sister, and any number of other features with values, For e: ample,

Fig. 5 snows the chart in our graphic representation at the teginning of parsing the sentence:
"The big bear eats sweet honeyl’

Earh word of the sentence (we are now assuming typed input, altroug: we may use phoncmes

ax the hasic input) has been placed in a separate box as the only shelf in that bex. Each shelf
coutains as its iabel the word and, as its sister, the number of the box that has the next word,

A gister whose value is 2 (e.g., in box 6 of Fig. 5) indicatez “he last word of the sentence. Pars-
ing involves placing boxes on lop of these input boxes and adding shelves to existing boxes to

express syntactic information about the sentence.  Euch shelf in such an added box contains
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information abont structure covering a part of the senience from the word indicated by the lowest
shelf of the columu to just before its sister

Figure 6 shows the chart after a complete parse, Grammatical information rclating {o 2
particular point of the input string is represented in boxes placed in the same column as that
ward., {he grammatical category represented is shown as the label of the shelf, and the extent
is #hown as the sister of the sh.lf. In looking at the chart, 1ry te see, instead of a number as
the value of the sister feature of each shelf (e.g., "sis 5%), an arrow pointing from that shelf to
the column whoise number is the value of "sisM We do not actually dispiay the arrows because
there are so maay that the resulting picture would be very confusing,

Looking at the first column of boxes in Fig. 6, note that three boxes have been placed on top
of the original box 1 [box numbers are in the lower-left corner and, except for the input string,
beur no significant relationship to the meaning of tre box {the numbcers are assigned, like house
numbers on a Tokyo street, in chronological order of creation of the tox)] Box t has had fea-
tures added 'o 1t to specify it« status as a determiner ‘det), adjcctive (adjl, nour (n), beginning
of noun phrase (np,, and beginning of =zentence (s). The pacrse has determined tha! the first word
of the sentence "the" is a determiner, is not an adjective or noun, and begins a noun phrase and
a sentence. Further, information cbout its status as a determiner is stored in box 10, informa-~
tion about the noun phrases it begins 15 stored in box 9, and information about sentences it begins
is stored in box 8, The boxes referred to are stacked on top of the box they relate to anid we can
see that box 8B shows that there are two sentences {s) beginning with "the," the first one covering
the entire input string {since its sister is 0} and the second covering the first four words (its
sister being 5). Note that each senten- € is represented by a separate shelf in box 8, Box 9 shows
information about the two noun phrases inpd beginning with "the” in the same manner. The in~
ternal representstion of the chart has eacly np and 5 shell contain information about the structure
of the np or = it represents, but this could not b fitted into the graphical representation. The
structures feund oy the parse could be represented by the trees shown an Fig. 7, (The sentence

that does no' cover the entire inpu!t string asserts that large people carry foed,)

2. Example of a Grammar

The grammar i5 a collection of sialzs, each of which has one or more arcs. It may be
visualized by representing each state =5 a nodc in a network, and each arc as a linc coming out
of that node and pointing to another node {except for arcs that terminate a netwerkl., Vigure 4
shows a representation of the grammar that was vserd to create the chart deseribed above, Each
arc is a little program which is run to determine whether the = re applics and, if it does, what
is to be done.

Figure 8 gives a simplified form of the gra: r, which iz essentiaily » tranzition net, It
says that a scntence is composea of 2 noun pl 2se followed by 2 verb followed by 2 novn phrase,
and that a ncun phrasc is composed of an optional determiner followed by ary number (including O}
of adjectives followed by a noun. Fiygure 8 is a concise description of the Janguags parsed by the
grammar, but it docs not show any information about the process structure of the parsing svstem.

The user is not required to write & GEP prammar directly. Raiher, hc will be able to ex-
press his grammar in a form congenisal to the way he thinks about it, and we will provide a
compiler to transtate his input into GSP's internal form.  In this way, the GSP grammar language
could be thougnt of as a direct Janguage for a GSP machine with compilers provided from higher-

level larguages. Currently, wc have a compiler whicn arcopts as input & dictionary giving words
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Fig. 5. GEP char at beginning of parsing sentence: "The big bear eats swe .t honey.”
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Fig. 6. GSP chart at end of parsing sentence: "The big bear eats sweet honey "
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«nd their phonemic transcriptions, and which produces a CSP grammar to recognize words froin
a phonemic input.

3. Processes

The firs: process in a parsing is typically an initiator process which then itseil initiate.s a
process to actually begin searching for structure. In our exzmples, the initiator p-ocess starts
at *ie first box but it could begin anywhere in the chart, Starting a process merely puts some
data about its initial conditions on a process list, In principle, 2il processes run in parallel,
but since the TX-2 is not a parailel machine there is a control program which determines which
of the processes on the process list is to be run at a given instant. In the current implementation
of GSP, we have arbitra.ily picked & particular order, but we hope to explore the effects of
rarying the algorithim for determining which process 15 to be in execution at any given time,

Each process has a number of paths, each of which contains a grammar focus, a chart focus,
and a list of registers. 'The graminar focus specifies a particular part of the grammar (i,e., staie
a.d arc), the chart focus specifies a place in the chart (i.e., shelf of a hox), and each register
specifies some conclusion about the stru ‘ure the process is heading toward using that path
{e.g., a path iu the process looking for » sentence relactabers the first noun phrase of the sen-
tence as the value of the register "subj® (fur subject)]. when a path in a process is given control,
it applies the arc of the gram nar specified by the grammar f2cus - o the box and shelf gpccified
by the chart focus.

Whern a process is initiated, it is necessary - specify the initial state ana the naine of the
constitnent teing looked for. The process initiating program will check whether there already
is a process with the same initial state and constituent being looked for initiated frco. the same
shelf in the chart. If the process is new, then a process n.mber is arbitrarily assigned the
process, an empty box is created as the process communication port, and a feature is added to
the shelf from which the initiating is done with that box number as itz value,

During a par«=, the chart is augm .nted by displaying, for each path, a process infor-iation
rectangle inside the shelf that is its cnart focus, This rectangle contains information about that
path to enable the user to see which processes arcu paying attention to particular parts of the
chart. An arrow is displayed to the left of the process information rectangle of the pzth that is

currently being run.

4, Plaps

It is our hope that the graphic chart display, with information about eacn process shown at
the point in the chart that is the process chart fucus, will enable the grammar writer to literally
see what is going on when his grammur is applied to the input data. Siace the chart will not, in
general, it on the scope, only part of it may b= displaved at a given tirie. The user has controls
that enable him to specify which pari{s he wishes to look at. The user a:s0 may have some control
over the actusal order in which the parsing occurs. He may specify situations in which the pro-
gram will halt and he may point to the process he wishes to start next. In the near future, we
plan to extend the ways in which the user may control a parse by allowing him to request infor-
mation not sl.own in the chart,

Currently, processes have no coinmunication with cach other other than by what one process

adds to a box being used as a communication port. However, it appears desirable tc allow, say,




a syntax precess, to make a suggestion to a word-finding process about what categor. . of words
are expected. We plan to add this capability in the near future,

The only grammars now running with GSP are simple test grammars (except for the word-
finding grammar which has a vocabulary of 300 words but assunies that there is no error in the
input). The next step is to piit some real grammars in and evaluate GSP as a grammar-developing
tool as well as a parsi; g scheme,

In the course of deveioping GSP, we developed as tools a list processing system and a tree
display and cditing program, These programs may find other applications, and are being docu-
mented for the TX-2 user community. The list processor is a collection of subroutines in BCPL
that allow the construction, reading, and writing of list structures. Evea though the list proc-
essing system is different [rom LISP {our system uses cells of arbitrary numbers of addresses
and reference couni reclaiming rather than LISPs garbage collection), it has proved possible to
come close to copying LISP programs directly. The tree display and editor have been imple-
mented using the 'ist processor and, with & progran: to convert uny list structure to a tree, have
proven to be a valuable aid in debugging programs which build list structure.

C. LPARS - A Locally Organized PARSer for Spoken Input

LPARS* has been implemented on the TX-2, It is designed to process continuous speech
with the help of syntactic and semantic information.

The LPARS system differs from traditional parsing methods in that it has no inherent left-
to-right, or right-to-lefi, bias to its opecation. Rather, it allows syntactic structures to be
recognized lecally in any part of an utterance. In fact, several pa. se structures may be built
up simultaneously in different parts of the sentence, and later connected together by searching
for words that might reasonably exist between them. -

Thus, words and phrases reliably recognized ir any pe:. of a sentence can be used to help

guide the search for further words to complete the sentence.

t. LPARS Task Domain

LPARS' vocabulary contains approximately 70 words. It recognizes a very rectricted, but
Iinguistically natural and interesting, subset of English. Its semantics are defined in terms of
a particular scene - 2 small two-room house containing people, furniture, fixwres, etc. — about
which one may make statements, ask questions, tell a very simple-mindcd story, or command

the system to manipulate the scene, Sample input sentences are;
"The coffeetable on which the ashtray is placed by Robert supports the dictionary?

"What does the sidetable support?”

2. Operation of LPARS

LPARS oxpects as input a string of phoncme candidates froin a front-end phoneme recognizer,
For the present work, the input was prepaced by a phonetic scrambler program which simulated
front-end behavior, rather than by a real phoneme recognizer. The input phoneme candidates
may be ambiguous {i.e., several possibilities may be given for one segment). The input is also

expected to contain a fairly large amount of error.

#*The system was developed b P, L. Miller as part of a FhD thesis at M.LLT. It will be published
as Lincoln Laboratory “echnical Report 503,
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INPUT SENTENCE:
'THE LARGE COFFEETABLE SUPPORTS THE GREEN DICTIONARY!

(1) INITIAL SCAN: COFFEETABLE, GREEM

(2) LOCAL HIGHER DISTANCE SCANS:

STRCH COFFEETABLE GREEN
(adj) {prep) (adj)  (noun)
{det) {verb) (det) DICTIONARY
LARGE NIL THE
{adj) (verb)
(det) (prep)
THE NIL

(3) PARTIAL PARLT TREE CONSTRUCTION:

S
/ \\ */ \
STRCH SENT ENDCH
/ yd
NP NP
the large coffeetable the green dictionary
{4) CONNECTION OF PARTIAL PARSE TREES:
o ’_\ ——————————— -;S
wip — — = ~verb? * ™~
STRCH S/ENT \\\\ / \ENDCH
NP
NP
A A
{5) RECOGNIZED SENTENCE:
STREF \ ENIDCH
SENT
NP VERB 7
JAY ] JAY
supports

Fig.9. Simple example of LPARS in operation,
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LPARS operates by first making an 1nitial scan through the sentence looking for longer words
which ure not too garbled. The scan returns a list of word candidates which match within a given
error tolerance to specified sections of the input. 1t ic likely that some of these word candidates
are incorrect, and indeed some may overlap.

These word candidates are turned over to the higher~level part of the system which iuitiates
scans for small words and for more highly garbled words in the areas adjacent to and between
the words found in the initial scan, and groups tne words together into parse structures. This

proces=ing is done systematically in an attempt o unccver the entire utterance.

3. A Simplified Example

Figure 9 is a simplified example of LPARS in operation. The input uttzrance being processed
is the sentence: "The large coffeetable supports the green dictionary." In real operation, the
sentence would be spoken, analyzed by a front~end phoneme recogrizer, and a string of phoneme
candidates produced for input to LIPARS. Currently, this input is produced by a front-en
siinulator,

LPARS first makes an initial scan through the senteace, testing the words in its vocabulary
against the ent.re length of the input. This scan is made at a low phonetic distance looking for
longer words which are not too garbled. (Phonetic distance is a measure of hew closely the
phonetic spelling of a word matches a section of input.) Let us agsume tha*, in this instance,
the two word candidates "coffeetable" and "green" are found. These word cardidates are turned
over to the high-level part of the svstem, together with a start-of-sentence character (STRCH)
and an end-of-sentence character (ENDCH) which the system adds.

The higher-level analysis consists of three fairly distinct stages, as {ig. 9 indicates. First,
scans at higher phonetic distance are made based on fairly 1ocal cues, in the area- adjacent to
the word candidates. 1n this example, these local scans are very simple. A scan in front of
the noun uncovers the adjective "large" and a further scan in fronc of that word uncovers the
determiner "the! A scan to t..c 11gnt of the noun foi prepositions and verbs fails to find any word
candidates. This means that the verb "supports" is too garbled to be picked up either by the
initial scan or by the higher phonetic distance selective s an, Similar scans around the adjective
"green" uncover the words "dictionary” and "the, but again fail to find the verb.

After these higher-distance scans have taken place, the system huilds up 3s many parse trees
as it can in the sentence, If all the words in thie sentence have been found, then the entire sen-
tence is constructed. Otherwise, the result i3 a number of partial parze trees (PPTs) in different
parts of the sentence,

The system attempts to construct as many such PPTs as it can with the words it has found.

In this example, it constructs only two PPTs. The first tree, "STRCH the large coffeetable,” is
straightforward; the second, "the green dictionary ENDCH," is somewhat unusual since it coatains
an "ancestor Iink" (the link labeled "*"). The ancestor link allows LPARS to recognize that,

due to right recursion, many syntactic relationships w.re possible but to defer commitmert until
later when an attempt js made to join this structure to another structure by proposing words
between them.

The third and final step in the parsing process consists of connecting PPTs to one another
by using the grammar to propose words that might exist between them. Any words proposed are
tested against the input at even higher phonetic distances than the previous scans,
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1 the present example, the algorithm discovers thot the two parse trees can be connected
if a verb is found between them. 1t therefore initiates a higher-distance scan which succeeds in
finding the verb "supports.” Thus, the entire sentence is recognized,

Jotice that this example is a simplified one. No erroneous words were found. 1In a more-
realistic example, erroneous words would be found, some local structures containing these words
would be built up, and, additionally, some erroneous local parsings of the correct words could
be cons:iructed. Hopefully, attempts to build out upon the erroneous structures would eventnally

prove unsuccessful, while attempts to build out upon the correct structures would usually succeed.

4, Experimental Evaluation

The LPARS system was evaluated by processing 50 sentences. These input sentences were
produced by a front-end simulator which approximated the accuracy of the Vicens-Reddy phoneme
recognizer. The simulator operates roughly as follows: 15 percent of the phonemes are deleteu;
1C percent of the remaining phonemes are badly scrambled (i.e., a stop might be changed into a
vowel or fricative); the remaining phonemes sre substituted for at random from a restricted
class of phonemes (i.e., a stop might be changed into some other stop chosen at random).

During the evaluation, il several vossibie sentenc2s were found, the recognition of the sen-
teuce was considered successful if the correct senten @ was included among these. When several
sentences were {ound, the correct sentence wus almost always the best match.

During evaluation of LPARBS, the 50 sentences were procecsed with the following results:

23 sentences wero correctly recognized from words found onty by the inmtial local

processing,

19 sentcnces were correctly recognived by the PPT connection algorithm, after

the initial local processing,
3 sentences were correctly recognized by fallback methods.

2 sentences resulted in incorrect recognition. In both cases, the sentence found
differed trom the input senteuce in a single content word.

3 sentences resulted in failure to find any possible sentence at all,

Thue, the nverall success rate of LPARS with the 50 input sentences was 90 percent. The
evaliation of LPARS described above primarily establishes that, gtven a simulation of a fairly

crude {ront end, the ideas embodied in LPARS can be made to work acceptably.

1. SPEECH DATA BASE

The speech data base hns moved into a period of active use, Data for comparative analysis
have been distributed to other ARPA-supperted organizations for use in workshop meeiings, The
first such meeting was held st the Speech Communication Res. arch Laborzaiory in Santa Barbara,
Celifornia in March 1973, The second is scheduled for July 1973 at Carnegie-Mellon University,
For the first meeting, we distributed audio tape copies of six utterances to six other organizations
who presented displays of the results of their processing of the data ut the mecting., For the
second meeting, copics of 3t utterances have been distributed to twelve other organizations,

Most of the groups received digital tapes, cither t0- or 20-kilz sampled data, in the data-base
format, Some groups received audio tapes made from the digital versions, We have already
received indications that the uniformity resultin r from digitization will greatly aid in evaluating

the many analysis techniques to be compared at the workshop.,
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We now kuve the waveforms for 75 atterances in the dita base and are =t the practical limit
of on-line storage. We do no¢ expect to add more utterances until the new disk system (see
Sec.1V-B) is available. Current activities to process and labe) the existing data will use the bulk
of the remaining spa« &,

A. Speech Input/Output Hardware

The specially designed speech-data input and output system has been through a shakedown
phase as a result of data requirements for the July 1973 workshop., After some initial problems
were corrected, satisfactory performance was achisved. The speech input/output system is
designed to input analog speech data and i provide aualog outputs of the processed speech. Con-
ceptualiy, this is a simple analog-to-digital and digital-to-analog conversion process. However,
to facilitate the handling of the large guantities of speech data and to meet other requirements,
special-purpose hardware was dcveloped; a block diagram of this hardware is shown in Fig. 10,
One requirement of the specch data is that two sets of data are required for each of the sentences.
Cne set i considered as normal speech with a channel bandwidth of 5 kHz. The other set is
wideband or high-fidelity speech with a bandwidth of 1 kHz. These two sets of samples must
be synchronized so that different processes can later ba correlated. This requirement was met
by feeding the speech through two sets of presampling filters, one of 5-%<Hz and the other of
10-kHz bandwidth. Then the filtered signals are fed to an analog multiplexer that comriutates
at a 40-kl’z rate. The output of the analog multiplexer is then digitized. Onc out of every four
conversions is not passed to 1TX-2, so that both the 5- and 10-! 1z speech are sampled at their
Nyquist ratc. Thus, the sa'nples of the two scts of speech data are automat’cally synchronized,
and only one pass of the speech is needcd to obtain the desired data.

To mirimize the amount of sterage and processing involved in dealing with silent intervals
adjacent to speech signals, an analog threshold detector is used to detect the preszsnce of speech
and rontrol the conversicn process., However, some utterances begin with low-level sounds that
have significant inform- tion. Thcrefore, the speech is fed through the equivalent of an analog
delay mecha:msm realized by a madified tape recorder. The rcrmal recording head is used as
a pickup hcad tor the threshold detector. The true speech is obtained through the normal play-
back rhannel. Thus, tnere is a delay of approximately hzlf a2 second betwecn the thresholding
signal and the spcech signal to be sampled. This period proves to be sufficient, and this arrange-
ment works quite well,

One other requirement is to prc-emphasize the high frequencies of the irput speech prior
to the analcg-to-digital conversion. The choice of a pre-emphasis characteristic invalves a
compromise between loss of information of weak signals and distortion of strong signals caused
by either overloading cr aliasing. Affer sotne experimentation, we have settled on the pre-
cmyphasis characteristic shown in Fig 11,

The s=peech output systein de-emph: ~izes the high freqgi:encies to complement the input char-
acteristics 50 that flat overall frequency response is maintained. The combined input and output
frequency respense is shown in Fig.12,

B. Automatic abeling

The quantity of data involvad with the buildup of the speech data base and the desire for strict
consistency in labeling 1t indicated the need to automate as much ot the labeling task as possible.

A design for an automatic labeler wae presented in the last SATS.Z Essentially, it uses the results
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of gross acoustic processing (segmentation and classification into such recognition units as vowel-
like, aspiration, fricative, silence, etc.) to assign the start and end times for the phonemes in
the phonemic transcription of an utterance, With some modifications, the design has been imple-
mented and is undergoing extensive testing.

The results thus far are good enough to be useful since in the test run about 80 percent of
the labels have been correctly placed, but better use of predicted durations and increased knowl-
edge of the idiosyncrasies of the acousiic programs should produce even greater accuracy.

The basic protlem involves the recovery from wrong assignments caused by errors in the
acoustic processing. At any point, there are three possible assignments:

(1) Assign the next phoneme to the next acoustic segment.

(2) Assign the next phoneme to the current acoustic segment. (This should be done if
the phoneme was not isolated as a separate acoustic segment, as is often the case
with semivowels.)

(3) Assign the current phonenie to the next acoustic segment. (This should be done if
tne acoustir segment is a sub-phonemic event, such as the burst in a plosive.)

- of the errors and lack of specificity in the current aroustic processing, it is often
not cle. at the moment which of the three should be done. Only later does one find that he is on
the wrong track and should return to some earlier decision puint to take a different path.

The heuristic search paradigm is used to organize the decicion-making. Each state (sequence
of assignments) is assigned a value by an evalu_tior function, and the best scoring of all previ-
ously generated states ic made the current state. Thus, backup is nut in any predctermined
sequence, but instead is decided upon dynamically as a function ¢f the goodness of fit of the alter-
nate hypotheses. Moreovr -, the evaluation function can actually be a subroutine of any degrce
of cor:.plexity, and thus can take into account phonological rules, expected durations, and any
knowledge of the types of error most likely to occur in the acoustic processing.

For those phonemes which were not isolated as separate acoustic segments, boundaries are

estimated on the basis of the expected ducation of the phoneme, given its context.

C. Data-Bese Software

Software written specifically for speech research on TX-2 is now quite extensive. While
most of this has been described in earlier reports, substantial improvements are being made or
have been completed for these facilities, in respunse to necds, sugpgestions, and reactions of
users. All speech workers on TX-2 use the Speech Frocessing Controller (SPC). This is an
operating svstem and command interpreter. New capabilities and improvements have been added
to it over the last vear-and-a-hali, and it is now extremely well-tailored to the project.

The A/D input received heavy usc for the first time, and this resulted in a number of modi-
fications to the associated software. Validation of the data at sevceral stages was, of course,
essential. l.istening to the D/% output was especially helpful for this. Several programs were
written fo f- :ilitate data sccess and D/A of the 10- and 20-kllz waveforms at three stages: after
digitization but before entry into the data base; after cntry into the data base; after being written
to tape. To simplify the validation process, the A/D and D/A programs have now been ret ritten
to use the sub-dircctory facility and hence be consistent with other software. Certain critical

pieces have heen recoded in machine language to speed up the entire operation,




One of our users is making a systematic study of the effects of phonetic context on vowels.
This work requires a particular CVC syllable to be spoken in a car:ier gentence. In response
to the need to get these syllables into the data hase, a selective input facility has been built. To
achieve reasonable storage efficiency, a number of individual syllables are collected together
into a "pseudo utterance This facility allows an opz2rator to input the syllable in its carrier
sentence via the A/D converter, and use the graphic display facility and D/A to select the syllable
of incerest. The waveforms for the individual syllables are entered into the data base as separate
fields, until all those that are to be put into a single pseudo utterance have been collected. Then
a single fieid is constructed containing the concatenated syllables, with silences inserted between
them. The short individual fields are then deleted.

D. SURNET

The SURNET server described in the last SATS has been implemented, The current version
only provices the minimum response to a "query" command. After establishing a connection to
SURNET, the user process must transmit a simple parameter list consisting of the query com=
mand code, the entry number, and field tvpe of a field to be retrieved from the data base. 1If
the search is  :cessful, the field length and the data are transmitted to the user process. If
the requested field cannot be located or problems with the network arise, SURNET closes the
connections. In-house tests have established that this version of SURNEY is operating correctly.
We are presentl:; running tests between BBN TENEX and TX-2. Following these tests, the server
will be developed further to accept a compliete parameter list instead of the simple two-word list,
to return a complete network header with the data instead of field length alone, and to return in-
fermative error codes in response to system failures rather than close the connections, The
fstore" command will be added wke.. “pace allocation conventions and controls have been
determined.

IV. SYSTEM ACTIVITIES
A. TSP System

A number of spurious errors (bad parity indications and memory addressing failures) led us
to suspect that one of the eight memory controllers was erratic. It was replaced and now the
hardware reliability is adequate for a production s stem., There are still occasicnal failures,
however, which we are continuing to track down.

We are in the process of implemerting a text editor for the TSP. It uses the strategy pio-
neered by the TX-2 storage scope editor of continucusly displaying a page of text around the eur-
rent cursor position, Changes to the text or movement of the cursor off the page cause the scope
to be repainted. The heart of the editor has been implemented, allowing us tc edit text stored
1in the TSP core memory. The interfaces to the TSP disk and the ARPA network are being worked
out.

The basic disk-handling routines have beer completed, allewing us to write, read, and dclete
blocks of data on the disk, These routines keep track of which areas of the disk are used and
which are free. Data blochs are identified by 16-bit numbers {actually, the track and se<tor
address of the beginning of the data). We are working on a file system which will allow us to

reference the data wath churacter string names.

23

2o o PSR orey




B. TX-2 System

A number of changes have been made to TX-2 hardware and software in order to provide
suppart for the varivus current areas of activity.

Drum space allocated on a fixed basis for dedicated-machine projects was reorganized and
drastically reduced. The reclaiined space, having a ~apacity for about 3 million TX-2 words,
is now being used for the Speech Data Base.

The magnretic-tape facility was expanded by the addition of a fourth tape unit.

In designing for the incorporation of the disk inio the APEX tirne-sharing system, a study
of file size distribution on the drum was performed. Results revealed that while the mean file
size is eight pages, a disproportionate number of one-page files (ahout 23 percent of all fileg)
reduces the median file size to four pages.

Early design work was done on an accounting system to be implemented in APEX. This sys~
tem would maintain running records of the usage of svstem resources by the various projecis.

The IBM 3830/3330 disk memory has been deiivered and is currently being installec on
TX~-2., The TX~2 1/O channel adapter which emulates an IBM block multiplexer channel is also
being completed, and operation of the disk on TX-2 using this channel adapter should begin within
the next month,

‘The TX=2 cycle stealing /0 processor has been operating on a separate main memory bus
port for seversl months with nearly maximal overlap with the TX-2 CPU. Accesses t> main
memory by the eight 1/Q processor channels are mapped througnh the same virtual memory mech=~
anism used by the CPU. This mechanism has been somewhat restructured to simplify system
1/0 programming, and the first enhancement of channel programming capabilities is to allow
channel programs to manipulate directly the contents of the mapping memories in SPAT.

C. TX~-Z Pazsword Scheme

in many computer operating systems, a use. authenticates himself by typing a secret pass-
word known only to himself and to the system. T!..: ~»stem compares this password with one
recorded in a Password Table which is available only to the authentication program. The integ~
rity of the system depends on keeping the iable secret, The TX-2 operating system lacks mech~
anisms for insuring such secrecy. We have developed a password scheme which does not require
secrecy and which is, therefore, better suited to the open environment of TX<-2. All aspects of
the system, including all relevant code and data bases. may be known by anyone attempting to
intrude.

The scheme is based on using a function H which the would-be intruder is unable to invert,
This function is applied to the user's password and the result compored with a table entry, 3
match being interpreted as authentication of the user. The intruder may know both H and the
table, but he can penetrate the system only if he can invert H to detcrmine an input tnat producces
a given output,

A paper has been written for subriission as a journal article which discusses the issues
surrounding selection of a suitable ti. A plausible argument is given that penetration would be
exceedingly difficult. Apparently, nc more rigorous result can be obtained: It appears that any
analysis adequate to "prove! the schene would also lead to erough knowledge to penetrate it,

We plan to implement the schenmie for TX-2 Z2ssword protection in the near future,
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