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I. INTRODUCTION

MARGIE -- NMeaning Analysis, Response Gerneraticn, and Inference
in English -~ is a model of natural language processing incorporated
in 3 computer program now running at the Artificial Intelligence
Laboratory at Stanford University. The program contains the core
processes -- language analysis, memory model!, and language generation
-- necessary for several natural language tasks. Its operation in
ong task domain, sentence paraphrasing, is the topic of this report,

The task of paraphrasing English sentences can be stated simply
as follous:

Given an English sentence, produce other sentences which

English speakers interpret as having the same meaning.

Of course the notion of ‘meaning’ is a very vague one and the
oniy test available for the acceptability of a proposed paraphrase of
a senterce is to ask native speakers whether the tuo sentences ‘mean’
the same thing. Fortunately speakers seem to agree on the meaning of
an isolated sentence, at least to a considerable amount of detail;
the question of uwhether the sentences ue generate are paraphrases
according tc some more formal definition of ‘meaning’ and

‘paraphrase’ will not concern us here,
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The following examples,uhich the program producee, should give

the reader a better feeling for this notion of sentence paraphrasing: -

Source: JOHN GAVE MARY A BICYCLE.

Par aphrase: MARY RECEIVED A BICYCLE FROM JOKN.

Source: JOHN ADVISEG MARY TO DRINK THE WINE.

Paraphrase: JOHN TOLD MARY SHE WOULD LIKE TO DRINK THE WINE.

Suurce: MARY WANTS TO CHOKE FRED.

Paraphrase: MARY BELIEVES SHE WOULD ENJOY PREVENTING FREQ FROM
BREATHING BY GRABBING HIS NECK.

Source: JOHN PREVENTED 1ARY FRCM GIVING BILL THE BGOK BY
GIVING THE BOOK TO FRED.

Paraphrasc: RILL WAS UNABLE TO GET THE BOUK FROM MARY BECAISE
JOHN GAYE FRED THE BDOK.

Source: JOBN KILLED NARY BY (HOKING HER.

Par aphrase: JOR STHANGLED MARY,

Paraphrase: JOWN CHOKED MARY AND SHE DIED 2cTAUSE SHE WAS UNABLE
TO BREATHE.

Source; JOHN TOLD MARY HE WOULD HIT HER WITH HIS FOOT,

Paraphrase: JOHN THREATENEG TO KICK MARY,

Source: JOHN LOANED A BICYCLE TO MARY.

Paraphrase: JOHN GAVE MARY A BICYCLE AND HE EXPECTS SHE WILL

RETURN 1T TO HINM,
Each of these examples is hanaled by the current pirogran, the
‘Source’ cominy from a human user, the ‘Paraphrase’ being produced by
the progrzm, The program does not handle pronouns in the input; the

fifth exanple would be typed in as "JOKN KILLED MARY BY CHOKING

§

i . _— q .
MARY"., There are also some minor distinctions in form betireen the




output produced by MARGIE and the paraphrases in these exampies,
aithough ir all cysec the sentences produced are close to those shoun
and use the same uords. A Complete listing of the progrem’s actual
performance on several examples is provided at the end of thig
report.
The ability to phrase single sentences is not itself
particulariy interesting, primarily because of its artificiality,
Certairnly humans have the ability to create sentence paraphrases, ge
has been demonstrated in peychelinguistic research f4). It is an
abitity, houever, uhich is seldom used outside of experimental
contexts. (Trying to explain the me2.:ing of a complicated senterce
to a nun-native speaker or a3 child is ene natural use of this
ability.) Furthermore, none o* the commoniy proposed computational
tasks which deal with natural fanguage processing directly involve
sentence paraphrasing,
Nevertheless sentence paraphrasing, at least as defired and
accomplished by the pnde! described in this report, is an interesting
resedrch taskh for severs| raasons:
A) FARGIE's method of performing this task can be viewed as
NTRé;L_jgiML_BAgHng_[EﬁﬂgLATEDN. This is because the paiaphraces
are not produced by dirently converting pattesns in the source
sentence intu patterns in the paraphrase sentence. Aather, the
induts are first coaver ted into a language-iree lcanceptual)

representation of their meaning.  This representation alone is then

used to produce paraphrase sentencels). Neither the Hords nor the




syritax of the input are considered in their genaration. The same
language-free representation produced by the analyzer for the
paraphrase task could be used to generate German or French
realizations as ueil as English, To perform tranglation from English
to a second languaye it would not be necessary to alter the input-
output behavior of the analysis algoritha, The generation algorithm
Loutd need to te provided with ali the necessary liﬁguistic data for
the target language. Analogously, the generation algorithm used for
English sentence paraphrasing could be used in conjunction with 3
German analysis routine to per form German-Engiish translation.
Although neither the analysis, generation, or wemory model of the
current program is nowerful eriough to be used yet for the translation
of interesting text, this i1g not due tn 3 theorgtical difference in
the mechanisms involvad in trensiation and paraphrase, MAKGIE is
designed to handie both these tasks and others (question answering,
conversation) in three stages:

i produce a conceptual rapresentation of the meaning of the input.
ii. decide on the ‘conceptual’ content of the response,

iii. produce a target Ianguage response which exprossas this meaning,
The second o} these stages is pronanly the lfeast understood of these
processes. Paraphrase and tranclation are closely related precisely
because the same simple algorithe can be used for this step; namely,
the representation produced by (i} can itse!f be used as the

cenceptual content pacsed to (iii).

B) Iphrases can demonctrate UNDERSTANDING. it s possible to

e e e Sl




obtain many paraphrases by syntactic manipulations. A sentence with
@ subject and a direct object can be put in active or passive vaice,
yielding such paraphrases as

“John threu the ball to Mary"

The hall uas throu; to Mary by John"

Such paraphrases could be produced without the conceptual analysis
perforied by MARGIE. A computer implementation of a transformational
grémmar could certainly do this. But no one would claim that such
‘syntactic’ paraphrases demonstrate understanding.

More interesting paraphrases result from situations in which
to kords may be used in‘erchangeably but require a change in the
suntax of the sentence:

"The university ouns the land”

"The land belongs ?o the university"”
It might appear that these transformations could be hand!ed by ‘word
sensitive’ transformational rules. But they actually require an
analysis vhich finds ‘semantic senses’ of uor&s, as is demonstrated
by the paraphrase relation:

"l sold the Chevy to Fred"
"Fred purchased t;e Chevy from me"

but lack of paraphrase relation betueen

"l eold my idea to the ranagement” and
"The management purchased my idea from ne"

Such paraphrases thus require semantic disambiguatinn of words, a

problem wuhich, in much gemerality, is still beyond the capabilities



of current language processing programs. Since it is generally
recognized that the solutien to this problem requires some eart of
understanding by the program, a system which produces these
paraphrgses in the appropriate contexts demonstrates some sort of
understanding.

The need for disambiguation in paraphrasing can be seen even
more clearly in the sort of paraphrase which breaks a word doun into
its ‘components'. UWe might paraphrase

"Jerry dropped ‘he tawp" Hith
"Jerry let go of the lamp which allowed the lamp to fall"

but we uould not want
“Jerry dropped five doilars at the race track”
paraphrased analogously, at least for the primary reading of this
sentence.
Even supposing the disambiguation problem were solved (or
eliminated, by suitably restricting vocabulary and context), these
conmiponent based paraphrases introduce a new problem. The same sort

of mechanism which handlied semantic synonymy might also handie the

paraphrase:
Source: "Mu friend advised me to visit Spain"
Paraphrase: "My f-iend told me | would enjoy visiting Spain"

Suppose houever it was desired to produce the above Source giveri tns
Faraphrase, Instead of simply recognizing the pattern ‘advise’ and

appiying a transformation, it is required that the pattern ‘tell X

{thai} X would enjoy . . ." be found in the analysis of the input.




To do this efficiently requires increased sophistication in a pattern
matcher. Furthermore, if we ujsh to get ‘advise’ as a varaphrasa cof
‘tell ¥ (that) X uould |ike to . . .7 ang ‘suggest to X {that) , , .,
would please X' it is anparent that matching syntactic patterns of
word senses would ragidiy run into problems from the Juantiiy of
patterns needed. This problem is aveided in MARGIE's method of
paraphrasing.

MARGIE has no rules which specify explicit paraphrase
relations betueen natterns of word senses. Given that MARGIE'
Paraphrases are produced from a3 language free representation, of
course, no such patterns even exist, MARGIE searches instead for
conceptual patterns. These are dependent on the meaning of the
source sentence. but not on the particular words or syntax used. The
patterns souggt are no more comp!ex than those which wtould be needed
fo; the component based Laraphrases abouve. and the number of patterns
bhich must be discriminated is much smaller,

Finally, there is a form of baraphrase which is not even
theoretically obtyinaple through word or word sense pattern matching,
and uhich demonstrates even more clearly a sort of understanding,

Far instance,

Source: "John told Fred he would bom his office"
Paraphrase: "John threatened tc bomb Frea's office"

cannot realistically be produced by finding a patiern involving
“tell” and ‘bomb’, since there are an i, .nite number of things which

John could tell Fred that Hould constitute a threar. Although MARGIE




cannot pervorm all the functicns necessary to produce such
paraphrases, it does have tne required linquistic mechanisms, This
point uill be discussed further in section lV.’

In the abserce o7 any clear noticn of what ‘understanding’ is,
it ie pointless to claim that the production of a given paraphrace
" demonctirates a capar.ty for understanding., UWe will describe the
procssses by which MARGIE obtains such paraphrases and leave it for
the reader to consider whether this meets his standards for
classitication as ‘urderstanding’.
) MARGIE's parzphrase production exhibits a use of CONTEXT in
ianguage processing. One of the most common ci ticisms of natural
language research is the tendency to deal uith exampie sentences
outside of ary context, ubereas human language processing aluays
occurs in comnlex soctal and linguictic contexts which affect both
analysis and generation.

The paraphrasing of sirgle sentences seems to shir2 this fault.
But the model descrited here pertorms all analysis and generation in
the context of a memory model, comprisirg facts, beliefs, anc ruies
which ar~ actively used during the paraphrase process. Furitermore,
tne information contain. i in the nalura! language sentences being
analyzed can be added to this memory mode! 2nd affect the production
of paraphrases of later sentences. Although MARGIE does not use
linguistic context {the particular uords or suntactic forms present

in the input sentence) in its yer=rati: nrocess, a l:mitation not

shared by humans, 1t does use the non- nguistic context -esent in




the memory model ‘ected by the ‘conceptual contert' of the
Pinguistic context. For instance. i MARGIE haz been told
"Bill had the book", and

"Mary has the bock”,
and is then asked to pa-aphrase

"Mary will nive the nook to Bill"
it can produce
"Mary i1l return the bock to Bill"

Sirce an under standing of the fanguage analusis and generation
processes described in this report requires an understanding of the
nature of conceptual representation and, to a lesser degree, a
knculedge of the particular representations used by MARGIE, the next
section will be devoted tc representational matters. It is sugyested
that readers already familiar with Schank’s (6] work on Concr rtual

Dependencu skip Section [l and refer back to it for explanations of

unfamiliar terms or notations




1. CONCEFTUAL REPRESENTATION
Rany forms of representation of language contant have been

proposed by computational and theoretica! linguists. Some are

‘syntax’, or form, based; others ‘semantics’, or meaning, based.

‘Conceptual’ representations may be distinguished from others in

soveral ways:

(A) A conceptual representation is ‘language-free’ -- that is, the
same set of units and relations are used to describe meanings
which may Le encoded in any human language.

(B) The representations provided for natural language sentences
which are ‘similar’ in meaning should directly exhibit this
‘similarity’. Closeness of meaning need not be formally
defined: it is simply the feeling of speakers of English, for
instance, that ‘running’ and ‘ualking’ are‘closer in meaning
thar ‘running’ and ‘killing’.

(C) The representations are oriented toward use in a computational
memory mode! and inference system., Une ramification of this is
that the units and relaticns used to reprecent meanings derived
from languase must be the same cnes used for internally
generated information,

o ihe representations are proposed 3s psychological models of
human cognrtive structures.

CONCEPTUAL DEPENDENCY (C.D.} is a conceptual representation

uhich encompasses a particular set of primitive conceptual units and

relations. 1t has been developed and described by Schank [6,71. It




is not the purpose of this report to give arguments favoring
conceptual systems in general or C.0D. in particular. Those
interested in such matters uill find such material in the above
references. The rest of this section is devoted to a brief survey of
those aspects of C.0. pertinent to the remainder of the report,
(1) EVENTS
A TS and ALTORS

In C.0. all actions described in language are broken doun into

a set of primitive ACTs, ACTs are performed by ACTORs, and this

relationship is sumbolized:
<ACTOR> «<=a=> <ACT> -

‘Eating’ is represented by the primitive ACT *xINGESTx':; ‘John
' is represented as:
*JgHan Czm=> X 1 NGEST*
"
Not all ACTOR-ACT relationships describe physical events;

eats

‘giving’ is an abstract notion involving change of possession and is
represented by the ACT '%ATRAN_x', For ‘John gives' we have the

representation:
*JOHN% <s==> 2ATRANS%

C.0. CASES
The concepts of ‘eating’ and ‘giving' involve more than just
ACTDRS and ACTs. One must eat or give some physical object. An
object cannot just be given bu an ACTCR: there must alsc be some
recipient of the giving. To reprzsent relationships betueen ACTs and
entities other than ACTDRs, C.0. provides a set of conceptua!l CAGEs,

Each ACT requires the presence of a particular subse: of CASEs,

11




Most ACTs require an OBJECTIVE case symbolized:

a
e <0BJECT>
Exampies of this relationship inclure:
"John drinks milk"” *JOHN% <e==> ¥[NGEST® h-?-- #IL %
"Fred breathes” *FREDx <am=> xINGESTx <-?~— *A[Rx

(the latter example demonstrates hou reqguired conceptua!l cases
will he present in represent3tions even if no cori esponding surface
case exists)

Wnhen the ‘possession-ship’ of an object is changed by an

I

action, there must be both a DOHUCR and 2 RECIPIENT of the possessicn.

The RECIPIENT CASE is provided to represent this relationship, and is
denoted
R ]----> <RECIPIENT>
T ovoRs
The ACT xATPANSx requires the RECIPIENT CASE. Some exampies:

"John yives Mary a book", or
‘Mary receives a beon from John"

] R [----> xMARYx
x DHN% <a==> *ATRAANS® wo-- %800Kx 4--——!
Jemmec HJOHNx
"John takes the book from 'lary”
(1] R |-=~-> xJUHNx
*JOHN. <===> %ATRANS) «—-- ¥xBOOKx we--]
[----< *tARY%

The ACT *PTRANSx is used to represant aciions of changing

location. #PTRANS% reguires an OBJECT (uhose location ie changed)




and a SOURCE ard GOAL 'ocation. The DIRECTIVE case provides slots

for these locations, and is symbolized:
D |----> <GOAL>

j----< <SOURCE>
" John goues to the store”
0 0 |----> *STOREx
*JOHN* <a> *PTRANSk ~--- xJOHN% e---|
-

An ACT0R-ACT relationship, together with all the cases required

by the ACT, is called an EVENT.

(2) STATEs and STATE-CHANGEs

Some of the informaticn stored in a memory and communicated in
language is not represented as EVENTs, but as STATEs. The notatinn

uged in C.D. for such information is:

YAL
<CONCEPT> <zz=> <ATTRIBUTE> «---- <YALUE>
For example, "Fred has the bock" is represented as
VAL

*BOCKx " cz==> *POSSk «---- *FREDx

A subset cof tne ATTRIBUTES used in C.0. are SCALEs. MWhen the
ATTRIBUTE of a STATE relation is a SCALE, the YALUE will be an
integer representing 2 point on the SCALE. The only SCALEs referred
to in this paper are *HEALTHx (phusical health), xJOYx (mental
pleasure), and %ANGERx (emotional anger),

“Socrates is dead”

VAL
*SCUCRATESx <sz3> sHEALTHA «---- (-18)

13




"Bilt is happy"
VAL
sBILLx <zaz> *JOYx -0 (43)

In other cases, changes in state must bte reprasented. The

STATE-CHANGE notation is:
VAL
[----> <ATTRIBUTE> «---- <nen-VALUE>
<CONCEPT> <z&z| VAL
J---~< <ATTRIBUTE> «---- <pold-VALUE>

or, alternativeiy,
VAL
f----> <ATTRIBUTE> «---- <neu-VALUE>
<CONCEPT> J-------
e | VAL
|---~< <ATTRIBUTE> «--~- <ola-VALUE>
Commoniy onlu the terminal state (ATTRIBUTE + new-VALUE) of a
STATE-CHANGE reiation is knoun, and ue will not bother putting
anything in the initial state siot.
"Socarates dies"
VAL

|---=> *HEALTHK e---- (-18)
*SCOCRATES® <z=z| :

When the change of state is along a scale, it is conmon that
neither tre precise initial nor termina’ ‘ate is knoun. but eniy
the directior, and perhaps amcunt, ot - ..ya, A STATE-CHAMGE can be
modified hy an INCrement to show this:

"Truman's conditior deteriorates”
fawem>  *HEAL THx
*TRUMAN% <=ss3|
L
INC|
(-5}

~me=¢  »xHEAL THx

i4




EVENTs, STATEs, and STATE-CHANGEs are all types of

relationships which are termed ‘cenreptualizations'.

(3} CAUSALs and CONJUNCTIONS

Tuo tupes of causal relationship uill be used in examples. The
first is a relation in uhich the occurrence of an ANTECEDENT

conceptualization causes a RESULT conceptualization:

<ANTECELI NI> I\
/ A\ {the causa! relation symbol |||
P uiil sometimes be uritten
<RESULT> <= )

An example of the use c¢f the causal is:

“John killed Mary”
x JOHH% <

YAL
ommmmam > *HEALTH®x «---o (-18)

(xD0x is a ‘dunmy’ ACT used to hoid ths place ot some actual, but
unknoun, ACT and its requiresd cases,|

The other causal relationship provided for is the CAN-CAUSE

relation:
<ANTECEDENT> /e
/e (the causal relation symbol |}
Y Will sometimes be wuritten
<RECULT> <sC }

This relation indicates that the nccurrence of the ANTECEDENT

conceptualization could cause the RESULT conceptualization, but does

not indicate the actual occurrence of either.




“Mary likes to eat chocoiate”

0
ARk <===>kINCESTx «---xCHOCOLATEx
/c\
[
I B > xJOYx
*HARYR czs=s
N (PP, < xJ0Y%

INC|

{+2)
Both CAUGAL r ‘aticnships are themselves concentualizations.
Fur thermore, any tuo conceptualizations can te joined by the symbol
‘/\" to iform a CONJUNCTION, uhich is aiso a conceptualization.
<conceptualizaticn>
/N
<conceptualizztions
{4) Mentai ACTs
Many English verbs -- tell, remember, teach, read -- inva've
the transfer of information. Conceptual primitives for representing
these meanings are discussed in [81. In this report ue shall use
only one ‘mentai’ ACT, *MTRANS%x. This act requires a neu CASE, the
MENTAL-0BJECT (MUBJECT). An MOBUECT must itself be some o
conceptualization., *MTRANSx also requires the PECIPIENT CASE, with
the DONOR and RECIPIENT being ‘mental locations.' In this paper ue
shail limit mental lccations to ‘conscious proc2ssors’ (xCPx} and
‘long-term memories’ (xLTMx) of human beings, and physical objects
uhich in some sense serve as information stores (books, televisions,

.J. The notation for an EVENT using »MTRANSx is:

M R |----> <RECIPIENT>
<ACTOR>  «===> *MTRANS® «--- <MODJECT: »e---|
|-~--< <DONGR>

it




#MTRANS% is an abstract ACT which indicates the ‘ransfer of the
information contained in the MOBJECT frcm the DONGR to the RECIPIENT.

"The professor tells Bob that Socrates is dead”

PART
H R |----> xCPx <---- xB0Bx
#*PROFESSOR% <=nr> *xMTRANS® e-uc ff wecnn] PART
? Jrmmme *CP% <---~- ¥PROFESSORx
ommmmmmeee !
¢ VAL
*S0CRATESx ~szs> sHEALTHY w---- (-18)
PART
(The notation *CPx «---- xBOBx indicates the consc ous processor of

the individual *xBOEx. Unen conceptualizativns are emdecded in uther

conceptualizaticns, a # will often be used as a ‘piace hoider’ ani

will be connected to the main relationa! link of the embedded
con-eptualizetion.) ‘
Mental locations can clso 11!l the <VALUE> slot of GSTATE

rel2tions which have as their <AITRIBUTE> *MLOCx fMental-L0OCationt.
The <CONCEPT> in such relations must be an eniire conceptualization.

For exampie: s

VAl PART
8 <mezrs> dIL00% weae AL TH% oo FRED%

VAL
[ e—— > KHEALTH% ¢--wv {-18)

represents the ne2ning of "Fred believes that John kiiled Mary."

SRR g L T Y
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(5} TIME:s and other modifications

Stili to he accounted for is the concept of the time of
aoccurrence af an event, which usualiy is reflected by verbal! tensing
in tanguage. MARGIE deals onfy with points in time, not intervals,
The symbols {T1, T2, 73, . . .1 will be used for times, and draun
with pointers to some conceptual link:

71
4

<ACTOR> <===> <ACT>

The special symbol #NJUWx reprasrnie the ‘current’ time -- i,e.,
the time of an utterance or, more exs_tly, t-e time of creaticn of a
conceptualization, TIME reiations uill te shoun on a time 'ine, left
representing PAST; rignt, FUTURE.
{indicctes the relatlions

4 t T <« T2 <« xNOWx
T 2w JH% uhers ‘<’ means ‘BEFORZ' )

~»

In the implementation, every EVENT, STATE. and STATE-CHANGE has
a TIME associated with it, [n our diagrams, houever, TIME will be
lett out unless it is relevant to the paint being discussed.

Another modification of EVENTs is LOCation. [t will be
ropresented simply as a nodification on the main link of the EVENI:

locatio
Lo

[an e }

|
¥
<}CTOR> Cunmad> <;\CT>
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‘Swimming’ would be represented by:
*WATER®
jLoc
¥ 0 D [---->
X  <aex> *xPTRANSx &--- X i-—-~|
Jomoug
(Other modifications of conceptnalizations pernit regation and
‘questioning', but these will not be needed for understanding tl.°s
paper. One that is needed is the MODE ‘CANNOT' which can modify an
EVENT, and is sumbolized by 3 8 on the <uma>,
*JOHNR <=e=> *DNx
/N PART
1 H R |--> %(Px «---~ *MARYx
*MARY*®  ¢===> ¥1TRANSx e---- xCONCEPTS% «---|

8 J-=» xBOOK=%
is the representation provided for "John prevented Mary from reading
the bock." (xCONCEPTSx i1s a ‘dummy’ MOBJECT: it represents ‘some
urspecifiad conceptual information.')

87 conceptualizaticn may be modified by a FCCUS reiation.

FOCUS afwaye specifirs one particuiar slot in a conceptualization,
such &s the ACTCR of the RESULT. FOUUS will not be noted in our
diagrams; while it is anticipates that the memory mode! wili find

uses for FOCUZ, it is currently usad oniy by the generation routine

to choose betueen uords |ike "give” and "receive".

{(6) Conceptual nominals

The reader may have wondered about the use of units xJORNx,

*B0O0K*, etc., in conceptua!izations. C.D. has providad 3 great deal




of analysis of verbs and relations found in language, but little
analt_.s of concrete and abstract rovinals. The current program does
not ceal with words tike "happiness" and "involvement", but is
limited to nouns ithich name “hysical objects and people. The unit
*JOHN* in a conceptualization is a pointer to a memory node, at which
are pointers to all conceptualizations involving xJOEN%, as well as
such conceptual information as
{HUMAN %JOHN*}  and (MALE %JOHNx)
The relation most used by the paraphrasing system, houever, is
(ENGLISH-NAME  xJOHN®  JOHN)

In Conceptuat Dependency, these object-naining units are termed
‘PP's (picture producers). Considerabie work must stil! be done on
defining the precise nature of these units, both theoretically and

computatinonaliy. it is expected that future versions of MARGIE will

include extremely different handling of nomina! references.

Hr




11l ANALYSIS OF NATURAL LANGUAGE SENTENCES

The analyzer described belouw is one that is conceptually
oriented not on'y in the output it produces, but also in the kinds of
processes it uses to achieve its ansuers. Its primary task is not to
discover ths syntactic relationships in a sentence, but to discover
what that sentence is communicating. Syntactic relationships are
used to help this prucess. This distingvishes the analyzer fro.
previous attempts, such as Woods’ parser(ll]), where the semantics uas
needed to help buiid the syntactic structures.

For the analyzer, the job of discovering wuhat 3 sentence is
commurticating means discovering uhat Conceptual Dependency netuork
should be generated frox that sentence. One source of information
used to do this e a simple description of certain relationships
betueen uwords. But more important than such patterns befueen word
types are the passive features and activ2 expectations that are
aszociated with each word in a language. These expectations look for
certain events, certa{n features or structures, and if these things
are found then certain actions are performed.

This emphasis on words rather than on syntactic structures, on
content rather than form, is in keeping uith the general philosophy
of Conceptual Dependency and in contrast to previous linguistic and
computational linguistic nwork. We are interested not in syntactic
structures but in those processes that allow peopie to communicate

their thoughts using language.

The features of a word are facts associated either nith that




word itseif or with the concept referred to hy that word. That
"John" is a proper name is a fact about the word "John." That "John"
is a male human is a fact about the concept referred to by the word
"John". Features are represented in the system in the C.0. notation
descrived in section Il. Theu are not special flags or marks built
specifically for the apalyzer, and though they are used primarily by
the analyzer . they are stil! pieces of worid knouledge and are
represent=d like other pieces of worid knowiedge,

While the features are described with primitives and
relationships 1hat are generall used in representing information,
the expectations are descrihed with functions and flous of control
that are oriented more touwards 'anguage processing. The basic
centrel structure, involving a set of conditions plus 3 set of
actions to be performed if the conditions occur, is a reasonable
mechanism for many other menory processes. Charniak [l] uses a
simitar device to describe  the uay centences tie themselves together
ire children's stories..

The furctions that specify these cond tions and actions are

ones that have been found useful for analusis. As our knouledge of

menory brocesses increases, some will remain as they are and others
uill be generalized to do more than languaoe processing. The
functions that have been developed fal!l into several groups.

CONCcPTUAL DEPENDENCY GRAPH MANIPULATORS

These functicns create, and change internal counterparts of

b d
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conceptual dependency representations., Graph locations, which can be
fully specified by strings of conceptua! role markers such as "the
a=tor of the canced event”, are holders of information. That is, the
graph is both the final analysis result and also the source of many
of the expectations that are made uhile analysis is going on.

One function then just takes a string of role markers, e.q.
"{<z actor)” , and returns the conceptual piece found at the end of
that path., Another function folious such a path and . ts in a
conceptual piece. The first function is called CHOICE and the latter
CHOOSE. Both of these functions work with a conceptualization,
There exist tuwo related conceptualization builders, REPLACE and
IMBED. REPLACE replaces the current cc..ceptual graph iwhich may be
empty) with 3 new one, perhaps built from all or part of the olc,
Tnis is called mainly when the verk found in an utterance provides a
conceptual netuork tying together the other elements in the sentence,
or uhen some word, like "again" , tells the analyzer that the
conceptﬁal netuork from the verb is part of some other netuwork.

IMBED doesrn't change the conceptual graph as such but affects
hou the above functions behave. Basically when IMBED is callied with
a3 string of role markers, it causes the conceptualization referenced
by CHOJCE., CHOOSE, and REPLACE to be moved to the conceptual piece
referenced by that string of markers., Suppose the analuzer had so
far built a netuwork involving the communication of a causal
conceptualizaticn, e.g.. "advise" uhich is the communication of the

beliet rat ii the person being told does something he will be
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happier for it. HNow IMBED would be called with the argument

" HOBJECT CON) " to reset the conceptualization te be the action, in
the coumunicated idea, which upuld cause pleasure. Any fur ther wuork
done by CHOOSE, CHCICE, and REPLACE would be in building up this
action. There is of course a function comp'ementary to IMBED called
RESET_ALL which resets the concepwalization to te the one which
IM3ED w3as called upon. At the momeni there is nc stacking of these
embeddinags and a disinclination to o so. Stacking is a mechanicm
that can be programmed i fairly well-defined ways and it has been
the basis o: many preograms for operating on data bases. However its
psuchological validity is questionable. At best functions that
operate recursively on trees are convenient ways of simulating some
human mental processes. In the analyzer nouever recursion s not a
basic mechznism. Hence if the anaiurer~ [MBEDs more than once it will
pe acle to reset cnly tc the mest recent embedding or else to the
outermost level! of the conceptualization. Such an app-oach is
related to the represén&ation ue have chosen. HKad cur sysiem been
baced on graphs cf 3 more mathematical nature, With a few prinitrves
anc lcts of irees to represent everything, then embedding uould be
occurring constantly and the natural nay to work uith these trees
wou'ld be with recursive rcutines. However Conceptual Nependency is
oriented about structures uwhere closely reiated elements ot a
conceptuatization appear together at the same level, uhere a

processor doesn't have to keep locking up and doun a tree for

informaiion, When the forcus of maripulations moves up or dcun a
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level in thic kind of format it means something significant, and can
be expected to take more effort, and thus be less likely to be 3s
simple a méchanism as recursive stacking.

In tatking about functions that add conceptual pieces to the
graph one point should be made about these pieces. UWhiie on printed
output these graphs lock [:ke the iinear version of C.D. graphs,
there is one extra feature about them which doesn’t shou. Many times
a -~ itualization wili have some piece appearing in several places
in o paph. The simpiest example is uith "give" uhere ue have an
ATRANSing 1ith an icentity betueen the actor and the donor, MWhen
specifying conceptual pieces to REFLACE we can enforce this identity
to the extent that tre same graph is pointed to in bCth places. Not
only dees it become vbvious to other programs, in inference and in
generation, when tug elcements are meant to be the same, but uith
respect to the building of these structures, i1t gives the result that
any changes made to an element shou up in all of its occurrences
automaticaltiy. Although this is only 2 small part of it, thisg
abilitu to do explicit references indicatec a representation that can
hard!'e the results of more complex reference determination from the
memory nrocesscr.

As ue shail see, often the verb will explicitly provide REPLACE
and CHOOSE with the conceptual pieces that it needs., However there
are also times uben there are significant conceptual structures
coming from other words in the senterc.c. For cxample, in "John gave

oo

a headache” is the name of a conceptual structure

Mary a headache,




involving the feeling of pain, and the analycer needs to incorporate
this structure into one that says "John caused Mary to feel pain in
her head." Hence there also exists a routine, called UTILIZE, that
takes words that refer to structures and turns them into forms for

incorporation wuith REPLACE,
SYNTACTIC STRUCTURE MANIPULATORS

Another = or functions used is needed to operate on the
syntactic stiructure c¢f a sentence. The description of these
functions wili be scmeunat brief. They have not been the main focus
of our effort. This is because much ucrk has alreadu been done on
syntactic analusis. Most other approaches, computational and
linguistic and even psuchological, have been concerned uith what
could te obtained using just syntax, until it became ne;essarg to add
on @ littie semantice to help out. The approach here is the exact
opposite, to sze what can be donz from tne cLaceptual side and
include syntactics when they become important. The first form of the
analyzer didn’'t even have word order. Not even taking into account
ail tne arguments that have neen made in favor of semantics over
syntactics, it would seem that this attack o~ the problem has
interest i1n that it does relegate syntax to a truiy subordinate
rosition,

The suntactics used by the analyzer are quite simple., This is
partly because less time has been spent on them and partly berause

the existience of a conceptual netuwork means the syntax doesn't have

e



to carry the semantic load that it does in a syntactically based
systen,

There ara three surface cases used, SUBJ, 0BJ, and RECIP, whish
save places ftor items unti. they can be given conceptual roles to
play. These roles are primarily determined by word order, uith 3
secondary distinction between humans and objects, so that RECIP is
generally a human, if it occurs at all. Uhen embedding occurs these
cases are caved as we!l, and reset by RESET_ALL uith the same
comments abcut stacking applying. Further, CHOICE and CHGOSE both
know hou to handle these cases, and the analyzer can add and extract
irnformatior from them just as uith the conceptualization.

These word crder cases are supplemented by the use of
prepositional markers. The analyzer usually knod4s what relationship
a preposition is exprescing either fros what has already been
understood or from the rature of the obje.. =f the preposition. The
verb, which plays 2 central role in this system, usually does most of
the work in givi&g an expected meaning to the use of a preposition.
Still, the analyzer needs to save the fact that such and such item
uas governed by such and such preposition, particularily when
prepositions introduce a sentence ("By the car was a..."} and uwhen
backup routines are called.

There is another place uhere sirmple syntactic action occurs:
uhile us ting fer the accumulation 2f enough information to make 3

conceptual reprecentaticn, Thie happens in the building of noun

phrases. Starting uith the recognition of an article ar adjective,

=
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uwords as they are brought in are not converted ints a unified
conceptualization un’il some hing is seen that indicates the noun
phrase is ended. The end of the sentence, a verb, or the start of a
ned noun phrase are some of these signals. Knowing what the main
item is that is being modified by the previous string of adjectives

and nouns the analuyzer can make a conceptual whole., But many

" " n

short” or " sueet

adjectives used commonly like cannot be said to
have meaning until they nave something t5 modify., OCranted there may
pe things that seem common between "a short stick” and "a short

pausc”, betueen "a sueet candy” and "a sueet voice”, but these common
elements are tco vague to be suificient to ve definitions for the
adjectives. That is, given some such unifying theme, ue stil}
couldn't predict relisbly uhat modification the adjective meant uith
many nouns. There are times unhen we generalize word usages, when
metaphors are invelved, but for the moment ue are concerned uith the
common, ingrained uses of words. Hence ue find ourselves here uith
fairiy ambiguous uords, 1.e. the adjectives, and the major source of
information on what to do with these uords coming last. There s
also the complicating facter of noun paire, such as "kitchen table"
ard "police state". There exists a proyram by Syivia Weber
Ruccel 1 [G] that handles a nurmber of these, and eventually it will be
tied in uith the analycer.

There are, then, two functions for handling noun phrases., One

takes nau words and collects them into a simple list, waiting for the

end of the phrase. The other is called uben the phrase end is noted




and converts thic list into a normal conceptual structure. This neu
structure is then returned as the meaning of the noun phrase and

behaves as a unit for such functions as CHOOSE and FEATURE.
MEMORY INTERFACE FUNCTIONS

FEATURE brings us to another open-ended set of functions, which
in*errogate the memory’'s world knouledge for information about
things. These things may be either uords cr concepts. FEATURE is
the only memory interrogation function currently used by the analyzer
{other possibilities are the class Il predicates used ny generator,
as discussed in section IVl. It takes as one argument either 2 word
or 3 simple conceptual piece consisting of 2 PP plus modifiying
cenceptualizations and as the other argument some property value,
such as "human” or “proper” f(as in proper nouns). These property
values belony to uhat are called contrast sets, such as " (human,
animal, physical objectl". These contrast sets are needed oecause
there are often times uhen the analgsis depends on which element of
the set a particular uord o~ concept is associated with, [t is
important te note that these contrast sets are not hierarchical, at
least to a great degree. Although Mary being a human implies that
sﬁe is an animal vhicn implies sh2 is a physical object, the way in
uhich "Mary" 1= handled in ianyuaye differs depending on whether she
is no more than an object or no more than an animal. FEATURZ is a
very simple informaticn retrieval function. A particular complex of

features has been choser for some reason and FEATURE is used to find
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out what else is true in this complex. Thus, by a <riterion of
commonness, "John" is chosen as referring to "JOHNI" which ig "“the
man called John" sense of "John". FEATURE then tells us that "JOHNL"
is a man, and that an English name is involved.

There are, as mentioned, other functions in the analyzer, but
they are subservient to the ovnes discussed above. Only one more
piece of the analycer needs to be dzscribed before some examples are
given., This piece is the monitor, or supervisor, the piece that
takes definitions of words in terms of these functions and executes
their instructions. This monitor is, and is meant to be, very
simple. Its job is to do bookkeeping on the following vaciables,

SENTENCE - this is the utterance being analyzed, 1t is
constant thrcugh the analysis.

WORD - this is the current word in the sentence that is being
iooked at. Normally HORD is set to each successive word in SENTENCE,
going from left to right.

SENSE - this is the current sense, or meaning, that is being
worked with, [t is usualiy either the meaniny of WORD or of the noun
phrase containing WORD., A sense of a word is a name for a set of
requests and features, Features are simply conceptualizatiunsg,
Reques's are analysis instructions,

REQUESTS - this is a 1ist of reguests uhich is unordered uith
one exception, The moniter continualiy rechecks this list to see if

changes tr WORD, SENSE, CONCEPT, or REQUESTS itself have caused any

of the requests to become applicable, Requests are repressntations




nf the expectations a nord sets up of situations that might occur and
acvions to take in those cases. The unordered rechecking is meant to
be a simulation of a paraiie! control structure uhere each request
lovks to see if it should do angthing. independent ot the other
requests. The only exception to this concerns those requests that

S
are activated uhen seme phrase or clause ends. For example, in "John

wanted Mary...," the analyzer assumes that "Mary" is begirning a
clause involving something involving Mary that John uants. If
instead that is the uhole sentence and nothing more has been found
out when the end of the sentence is reached then a def :1t assumption
is made that John uants Mary to come to him. These requests that are
called by the end of something are aluays placed at the end of the
request list, This is equivalent to considering them as independent
processes thai, in heing called by the ahsence rather than the
presence of somdthing, nait tc make sure that "more real" requests
have had their say.

ANSWER - this is the concepti a! representation of SENTENCE that
the analyzer is building; It is ine variable whose value is returned
by the analyzer.

CONCEPT - this is a pointer to either ANSUER or to some
subconceptualizat.on in ANSHER., This paoints to the place where the
building activitiy is going on at anu point in the analysis, Thus it
starts off the same as ANSWER but when an embedded conceptualization
is being built it points to that instead.

Attached to each word that appears in SENTENCE are one or more




senses, that is, lalbels of sets of features anu requests. Requests
are of the form "( TEST ACTION FLAG)". TEST and ACTION are the
crucial elements of a request. TEST is a (Lisp) predicate and ACTION
is a {(Lisp) function, both built from Lisp ‘unctions and those
functions that have been described above, When UORD changes, the
moritor firct checks REQUESTS for instructions, acdds eny requests
attached to WORD, then finds the current sense fur WURD {setting
SENSE equal tc it}, then checks REUUESTS again, then adds the
requests that are part of SENSE to REGUESTS and steps WORD 3long in
GENTENCE  In general TEST predicates wowe reference only to CONCEPT
and the féature aspects of WORD and SENSE. Checking a request means
evaluating the TEST. [f TEST is not true nothing happens and the
monitor goes on to the next request. [f T£ST is true, then ACTION is
executed and FLAG is altered. FLAG is a bookkeeping mark. MWhen it
is NIL it means the request has not been used yet, while T means that
the request has already been used.

REQUESTS is changed by either the monitor or an ACTION. In thé
former caze worue 3Ind senses have their reqguests added to the list,
In the latter case, either the function [MBED which .ntroduces
clauses, or a simpler one for starting prepositional phrases, saves
the current REQUESTS and r@places it with another set. RESET_ALL
restores REQUESTS to the original set when it is called, [MBED thus
works uith three information sets: the conceptualization being built,

the syntactic structure being built, and the expectations being made.

One other operation that the monitor performs is to initialize




REQUESTS to a request which lcoks for any noun phrase that will be
the subject. This is done uhenever a neu serntence is begun.

The best uay to descrite how these functions are put together
to form requests is by examples. The first example will be
straightforuard, the second will shou houw words, like "give", can
uork to tie together the contents of other words, and the last
example wiil show hou uwords, like "by", can werk to tie together
large conceptual structures,

The first example is "John advised Mary to drink the wine." The
requests attached to the uwords in the example are:

advised - (T (CHOOSE TIME (BEFCRE (NEW_TIME} (CHOICE TIME) X) NIL)
drink - ((NEED_VIME} (CHOOSE TIME (CHOICE TIME) ) NIL):

Most of these functions haven't been discussed and the requests
are here for completeness, fasically if words have requests at all
they are ones like time choices. The above reguests say that
"advised" aluays refers to a past event and “drink”, if a time is
needéd. refers to a pnresent one. Qouever £he "to" that is set by
"advise" sets "(NEED_TIME)" to false, so the time will be untouched
by "drink”, Past, presen. and future mean before, during and after
the time of the surrounding conceptualization, respectively.

The senses for the words in this sentence are, for programming
convenience, usually the same as the word with a numeric suffix
attached. The requests atiached to the senses that appear ir, this

sentence are:

JOHNL, MARYL: none:




ADVISEL: (T (REPLACE CONCEPT (QUOTE ((ACTOR (# SUBJ) <=> (xMTRANSx)
T0 (xCPx PART (# RECIP) REF (xTHEx))
FROM (xCPx PART (& SUB.)) REF (xTHEx)) MOBJECT
((CON (NJL TINE () MODE (NIL)) «=C
((ACTOR (# RECIP) «=>T (xJOY%) <=>F (xJOYx)) INC (2)
TINE (= NOBJECT CON TIME) MODE (NILY)}))) FOCUS ((ACTOR))
MODE (NIL)Y TIRE INILYY D) WIL

This request produres 3 concept.ar form equivalent to

|---» { RECIP } !
y R
( SUBJ ) <=> XMTRANGX won (H) weo|
l---< ( SUBJ )

where # 1s the follouing conceptual form:

/e
P == xJOYx
{ RECIP ) «<=z==|
P e xJOYX
INC|
(+2)

that is, somecne s Leing told that doing something uill piease him,
(T (DEFPROP TO TJ8 CURRENT) NIL)
This 5equest makes 2 predictio% anout future use of "to".
((FEATURE SENSE (QUOTE HUMAN)) (CHOOSE RECIP SENSE) NIL)
This request says that the next human is the person receiving
the MTRANSing., [t could be written so as to put the human into the

graph directiy but it is ctored in RECIF just in case a parallel

syntactic structure is needed,

T08: (T (PROG NIL (IMBED (M02JECT CON) ((SUBJ CHOICE RECIP)
(TiME AFTER (NEW_TIME) (CHOICE TIME) X)) {(BREAK_POINT)
(RESET_ALL) NIL)) (SETD USE_TIME NIL )} NIL)
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This seys that uhen "to” is found start the conceptual building
at CON in the MOBJUECT, set the time to be after the communication,
set the SUBJ of the infinitive verb to be the person being advised,
and set REQUESTS to one looking for the end of the clause.
DRINK1: (T (REPLACE CONCEPT (QUOTE ((ACTOR (4 SUBJ) <=> (xINGESTx)

OBJECT (# 0BJ) TO (xINSIDEx PART (# SUBJ)) FROM
(xMOUTHx PART (# SUBJ))} ) MOBE (NIL) TIME (NIL)))) NIL)

graphically this is:
PART
| -=> %INSIDEx: «---(SUBJ)
0 0|
{ 5UBJ )} <=> x%xINGEST%x «-- { 0BJ} ¢--| PART
|~-< *MOUTH% «----(SUB.
another requesi ith DRINKL is:
((FEATURE SENSE (QUOTE PP)) (CHOOSE ORJ SENSE) NIL)
This request says that the next object it finds is the thing
being drunk,
The features of the uords are:
John, Mary - in a contrast set callea xWORDTYPEx they have the -
vailue *NAMEX, uhich means theu don't r2quire an article:
JOHNT, MARYI - both have the feature "HUMAN", and JGHN1 also
has the feature "MALE" versus MARYl's “FEMALE" but that is not reeded

here. Both aiso have the feature "FP";

WINEL - has the feature "PP", which is the oniy one needed

The analysis of the sentence "John advised Mary to drink the

wine" proceeds simply enough. The initial reques! looking for a
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subject (SUBJI is satisfied by "John". “Advised" and "ADVISEL"
saticfu no requests but add their oun tc the set, and further change
CONCEPT { ~d hence ANSHER} to a corucptual skeleton of the MTRANS
action, "Mary” and "MARY1" satisfu the request looking for a
recipient of the MIRANS, "To" an. "TUL" move CONCEFT to point to the

ceptualization being MTRANSed and reset REQUESTS. "John" and

' satisfy the request now being made for o SUBJ. "Drink” and

“OFINKLY put the conceptual skeleton for a drinking aci.on into head
of the causal in the MOBJECT slot., “"Wire" ard "WINE1" satisfy the
request looking for an OBJ of the drinking., The end of the sentence

causes REQUESTS and the syntactic cases and CONCEPT to be returned te

" %

the values they had percre "to" uas encountered. FREQUESTS is checked
again, and then the analysis is cver, The vaive of ANSWER (in

grophic form) is:

0
WMARYR c=>  xINGESTx  «-- *UINEx

B |--> «MARY= N /el

* A0HN% <=»>  =MTRANS%  <--] —————— P
] Pl ]--> xJ0Yx

| ~~< *JOHNx MARYx «zzsz=|
T --< xJ0Y%
INC
{+2)

Because of space, the fact that the recipient case of MTRANS

involves the Conscious Praogessors (CPs) of the people. not the people

i

themselves, is rot showun in thie Jdiaaram. Also, the times have been
left out.
The seconu example is "Junn gave flary 3 beating.” e forus

nere is on ths wau in uhich "give" is used m3inly to rull together
e g o g
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This says that uhen "to” i1s found start the conceptual building

at CON in ti.a MOBUECT, set the time to be aftter the communication,
set the SUBJ of the infinitive verb to be the perscn being advised,
and set REQUESTS to one looking for the end of the clause.

DRINK1: (T (REPLACE CONCEPT (QUOTE ((ACTOR (# SUBJ) <e> (xINGESTx)
CBUECT (% 0B84y 70 («INSICEx PART (¥ SUBJ)) FROM

{xMOUTHx PART (# SUBJ)) ) NMOOE (NIL) TIME (NIL))); NIL)

graphicaily this is:
PART
|--> %INSIDEx «---{SUBJ)
0 01
{ S8 } <=> =%x]INGESTx «-- ( 0BJ) e--] PART
f--< *MOUTH® +----(SUBJ)

another reguest wiih ORINKL ts:

({FEATURE SENSE (GQUOTE PP)) (CHOOSE 0BJ SENSE) NiL)

This request says that the next object it tinds is the thing
beina drunk.

The features of the words are:

Jdohn, Mary - in a contrast set called xlORDTYPEx they have the
value aNAMEX, uhich means they don’t require an article;

JOHH1, MARY] - veth have tne feature "HUMANY, and JOHN1 also
has the feature "MALE" versus MARYL's "FEMALE" but that is not needed
here. Both alsa have the featurs "PF".

WINEL - hac the teature "FF", unich is the only or ~eeded
here,

The enalysis of the sentence "John advised Mary to drink the

uine" proceeds simply enough. The initial request leoking for a




the other elements of the sentence tc uield 3 meaning paraphrasable
in English as "John nheat Mary.” This 1s a very common use of "give"
and chere are many cther words *hat can function the same way For
e.ample "John tock a ualk” means the same as "John uwualked for a
while," and "John got Mary a3 job" is related te "John vave Mary a3
joh." In all these examples the ob,ect is the name of some action or
situation, and "give", "get” and "take" take these situations and
apply them in specific nays to the cther elements they govern,

Soma of the requests associated with "GIVEL", which is the
sence of “give"” that handles the above example, plus ones like “"John
gave Mary a3 headacke,” and "lohn gave Mary a took, are like the ones

described in the previous example, Thus:

]

GIVER: (T (DEFFROP TO0 TO. CURRENT) NibL)

((FEATURE SENSE KUMANG (CHOOSE RECIF SENSE) NIL)

{{FEATURE SENST PUBN ICHOUSZ 0BJ SENSE) NIL)

(T (REPLACE CONCEFT (CUCTE ({ACTOR (& SUBJ) <=> (xATRANSx)

10 (# RECIP) FROM (# SUB) OBJECT (# 0BJ)) FOCUS ((ACTOR))
TIME (NILY MODE (NIL)IDIY NIL)

graphically thiz last is:

0 R 1--> { RECIP )
{ SUBJ ) <=> *ATRANSY w«-- ( 0BJ ) «--]

- IndEio BN IR Y
T--< { GUBJ )

but the important request for the example {uhich 1s paraphrased

here in Engiish for readabilityl s this ocne:




o e = == A b . CRT——

TEST if SENSE is a conceptualization nf the form
cnel c=s (o
/ \
il
orel <=z> state
{that 15, someone puts someona intn a state) then
ACTION  REPLACE CONCEPT (witt, UTILIZE) with SENSE where
onel is replaced by SUBJ and one2 hy RECIP

The sense of "beating” that is assumed here has the follouing

meaning (graphicallyl:

0 PART 0 |--> ONEZ
ONE <=> *¥PROPEL% «- (xHANDX «-- ONC1) ==}
/ \ j--< ONEL
R REPEATSDOLY
1] MANNER
Pl VAL PART
ONEZ  c=z=zz> *xFHYSCONT% «--- *xHANDw +-- ONE1

This is the representation for repe2ated hitting., The analysis
returned for "John gave Mary a beating” will igok like *his except
that "JOHNI" uwill appear everyuhere that "ONELI" does and "MARYL"
everyuwhere that "CHEZ" does.

T 2 next example is "John killed Hary by choking Mary." It
contrasts uitn t' . [ at evample in the kind of manipulation that
occurs, In "Jobn gave Mary a beating,” the meaning of "give" was a
set of actions, not some ccnceptu2l piece. The actions built a
conceptualization from the other uords in the sentence. In this
exampie, “"John killed Mary by choking Hary,” the word "by" ties
tegether tue targe conceptual pieces, “Jonn kilied Mary" and "John
choked Mary.”™ "By" asks questicas about conceptualizations rather

than about words ard differs from "give” in that way. To kill
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someone means to do something to make that somecne die. To choke
someone means to grasp his {or her) neck causing him to be unable to
breathe.

“BYl", the name asziyned to this use of "by", has the following
jcb to do. It has to tie together two conceptualizations, making one
"instrumental" in the occurrence of the other. [f the tuwo actions
are simple EVENTs, then the main act has the other in its
INSTRUMENTal case. (Any ACT can take an INSTAUMENTa! case, which
must a.nays b filled by an entire EVENT, This INSTRUMENT further
specifies the nature of the ACT on uhich it is dependent.) !f the
main action is A causal and the causing action is unspecified
{graphically there .5 3 dummy "do” written for the art) then the
secondary action is heiping to specify this causing act. [f the
secondary action ic a simple act ther it is a straightforuard
replacement of this act in the unspecified sict. This bappens in
"Johr angered Mary by giving Bill the book." [f the secondary action
is a causal itself then‘the resul!t event of this secondary action is
tn turn the antecedent eveni of the main action. This happens in our
example,

“BYI" alec has o feu cother duties, !ike preparing the amalyzer

for an "ing" form of a verb, and making the current subject the neu
subject of the "by” clause. An English paraphrase of the request set
for "BY1" {uhich involves too many of those format functions

mentioned before to be usefully uritten out nere} reads like this:
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TEST if CONCEPT is 3 causal then
ACTION REPLACE COMCEPT .:itn ((CON (NIL) A CONCEPT)) , that is,
form a space for the secondary concept,
and also add the follouing request:
TEST untit the cecondary concept -as heen found then
ACTION if the old concept had an unspecified causing action
then if the secendary is also a causal then
reptace the unspecified action uith the
result event of the secondary, else
COMCEPT ic REPLACEd by the uhole secondary action
causing *he result event of the main artion,
else CONCEPT ic left the conjunction of tuo evenis
and atso (IMBED CON ((SUBJ CHUICE suBi

{((BREAK_POINT} (RESET_ALL) NIL))

The last action, the IMBED, says that from this noint on
conceptual building will be done in the CON space just attached with
the REPLACE, and it also says that REQUESTS uitl be set to look for
the end of the clauss,

TEST if CONCEPT ic a cieple act then
ACTION  (IMBEC INST ((SUBJ CHOICE SUBJ)) ((BREAK_PDINT) (RESET_ALL) NiL))

This ru juest poicanio on - simple instrumental use of

"by”, such as “John gave Mary tre book by handing it to her." The

for an "ing" form cf a verb to follow the "by".

o

foct request ook

TEST  f WORD 15 2 word uith suffix (NG
ALTION  then give it the neanir. of the root

Hhen this senze of "by”, which is set by "KILLL", is used the

final anatysis of "John killed Mary by choking Mary” is:
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1] PART 2 0
*kJOHN%x  <===> #%GRASPx «- xNECK% «~-- xMARY® MARY% <sw=> %INGESTx «- xAlRx
/ \ /' \
fil /\ [l
H 0 [1] |--> *HEAL THx
“MARY® <==z> %]NGESTx - xA[Rx | VAL ¢
) *MARYX <menes| -18
|
|--< *HEAL THx%
VAL 1t
X

Ue have seen some examples nou of the core of the conceptual
analuyzer, UWe have seen the kinds of functions that are used and the
kinds of results that are constructed. The discussion has been brief
ard the analyczer described is tar from complete. However it can be
seen that the basic philosophy of Conceptual Denendency has been
continued here. MNot orly has the stress been on a cenceptual rather
than just a ianguage orizsnted semantic outpit, but the same
criterien of naturainess that leads to one representation rather than
another has been used in deciding what decisivns cause uhat steps in
the analusic process., The assumption implicit in the requests for
‘give’, that humans are consistently treated differently from
physical ohjects, is such a decision. The control structure itself
uas norked out from an assumption that natural language processing
does not inveive globa! routines that are based on syntactic
structures, but rather such processing is carried out by short

programs and expectations associated with the words cf the |anguage.

The idea of sets of requests uas a straightforyard implementation of

this assumption.




In the last few examples, the how of analycis Wiil be omitted

and only the input and output wii! be shoun.
JOHN AGGRAVATED MARY BY GIVING BILL THE BOOK
TIMBB : ((VAL %xTx))
TInel :« ((BEFORE TIMBE X))
TIMB2 : ((BEFORE TIMEl X))
{(CON ((ACTOR (JOHNL) <=> (xATRANSx) 70 (BILL1) FROM (JOHN1) O0BJECT
(BOOK1 REF (xTHEx))) FQCUS ((ACTOR}) ODE (NIL) TIME (TiM@2)) <=
((ACTOR (MARY1) <=>T (xANGERx) <3>F (xANGERx)) VIME (TiMB1) INC (2))))
This is the internal representation of the folioning graph structure:
0 R |--> *BlLLx

*JOHNx <a> *ATRANSk ~- *BOOK% «--|
/\ [--< xJOHNx

I
111 1--> »=ANGERx

*MARY% <ssszj
4 |--< *AKGERx
INC |
(+2)
The next tuc exampies show how much concepts with different
features can affect the.analysie of that sentence. The analyzer
assumes that uhen someone wants someone elise, he wants that percon to

come to him, but when he uants some physical cbject, he wants to have

that object.

TINB3 @ ((VAL »Tx))

TIMBL ¢ ((AFTER TIMBY X))

TiMe2 : ((AFTER TirMes X))

((CON ((CON ((ACTOR (MARYl) <=> (xPTRANS¥) CBJECT (MARYL) TO (JOHND)
FROM (NIL)) TIME (T1MB2)) <=C ((ACTOR (JDHNI) <=>T (xJ0Yx) <e>F (xJOYx))
INC (2) TIME (TIMBLi1)) <=> (KHL0Cx VAL xLTMx PART (JOHN1) REF (xTHEx)
1)) MODE (NIL) FOCUS ((es> VAL PART!) TIME (TiM38))
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VAL PART
# <==z5> sMLOCx «-- »xLTMx w-- xJOHN%
t

| C D |--> xJOHNx
I #MAR'Yx <===> XPTRANSk «-- xMARY% «--|
! /c\ |-~<
l R
mmemenees -1
P 1=-> «dUvx
*JOHN% <252+ !
t |--< xJ0YX
INC|
{+2)

JOHN WANTS A BOOK
TIMBG : ({VAL xTx))

TiMBl : ((AFTER TINMQG X))
TING2 = ((AFTER TINB@ X))

{({CON ((CON t(ACTOR (xONEix) <= (+ATRANSx) OBJUECT (BOOK1 REF (xAx))

TO (JOHN1) FROM («ONex)) TIME (TIMBZ)) <= ((ACTOR (JOHNI) <e>T {xJOVYx)
<=>F (wJOYx)) INC (2} TIME (TIMBL1}))) <=> («MLOCx VAL (xLTMx PART
(JOHNL1) REF (xTHEx}}}) MODE (NIL) FOCUS ((<=> VAL PART})) TIME (T1M8B))

VAL PART
# <zss> *MLOCx «-- «LTHMx% ~-- %JOHNX
4 ]
jomn omeee ! '
| 0 R |--> %xJOMNx
| *ONE*® <===> *ATRANG® «-- xBO0K% «--|
| /e |- ~< *0ONEx
| i
jommm e il
P 1--> % J0vx
xJOH a<c===22|
T j--< %J0Yx
INC |
(+2})
43
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iv. PROCUCTION OF NATURAL LANGUAGE SENTENCES
FROM CONCEPTUAL REPRESENTATIONS

When the analysis of a source sentence has been completed,
control passes to the memcry model, which integrates the conceptual
structure produced by the analyzer into the existing memory, Neither
the source sentence nor the words comprising it are used in the
remainder of the paraphrase production. Hemory processes are not
described in this report, but are discussed in [8]. MWe can think of
the integration process as one of tying reterences te already knowun
items to internal nodes which represent these items, and of creating
new nodes to represent new items and concepts. Thus an associative
menory 1s maintained, in which a node representing the individual
*John Smith' has pointers emanating from it to every
conceptuaiization in uwhich ‘John Smith' plays a part.

The nroblem remaining is to tak= the conceptual representation
which the anailyzer produced for the tnput and find an English
sentence which expresses the mzaning represented. The words and
syntax of tre original sentence have been discarded. Thus the fact
that the conceptualization was produced from an English sentence
vhich uas the input to 3 paraphrase program ic not relevant to this

IS

problem.  The conceptuatication could just as weli have come from a
German input in a machine transiation task, through a chain of
deductions in @ question ansuerzr, or through some information

gathering moiivation in <n interviewing program. UWhat is required

then is a routine which can take an arvitrary conceptual




representation and realize it in English -- i.e., a general
Conceptual-English generation program.

Both linguists and computer scientists nave designed systeins
for language generation. These can generally be classified as either
random or directed. Random systems [12} attempt to produce
grammatical English sentences, starting oniy with the goal "produce a
grammatical Engiish sentence.” Such systems can be used to test
suntactic tneories, and could be used to test semantic theories as
well if (e goal uere "grammatical AND meaningful®.

Directed systems posit some under lying structure and have as a
goal "produce a sentence having the specifi.d underlying structure."”
Our goal, to "produce grammatical English sentences with a specified

meaning", certain'y ralls urder this paradigm. Unfortunately, the

-ty

language free 5 =2ct of cunceptuai representation renders approaches

which have been previously tried inapplicsble to sur task. Some of
the direcred approaches [3] ascume a syntactic underlying structure.
MARGIE does not knou the syntax of the desired output. QOthers assume
a zementic structure [1#1; tnese specify the desired meaning, but do
so in terms of linguistic units (uord sensesl not present n
conceptuslizations.  Tnus MAKGIE requires 3 new approach to
generation.

ne tasc of producing an English sentence from a language free
I 4] g g

me2aning structure is indeed very complex, but ceveral suptasks may be
g Y

identified:




i) Words must he chosen to use in the sentence.

ii) The words must be tied together by English syntax relations (or
relations from uhich the syntax can be produced).

iii} The words and relations must be linearized to form an English
sentence.

Although it may nct be necessary to oryanize thesz subtasks

sequentially, it seems that if (i)} and (ii) coulc be accomplished,

then 'iii) could make use of the generative mechanisms devised for

cdirected non-conceptual generators.

What MARGIE does in fact is to break up generation into two
distinct phases. First a ‘syntax netuork’ is created {steps (i) and
{ii) occurring in parallell, then 3 grammar produces an English
sentence rrom the netuork. The remainder of this section is devoted
to describing these syntax netuorks and howx conceptual and iinguistic
knowledge are used in their formation.

The reader may wonder how MARGIE, having throun auay the scurce
zentence, can be sure that the English realizaticn it arrives at wiil
be a true paraphrase rather than the ‘identity’ paraphrase. The
answer s that it cannot; the generator actually produces several
different realizations from the conceptualization, The criginal
sentence may uel! be among these.

First the process bu which 3 single English reatization is
obtained will be cescrited; this description will be augmented later
to explain the production cf muitiple realizations (i.e.,

paraphrases] from a given conceptualization.
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Uniike the conceptual representation, the syntax network is
very much language depende: both the tokens and refations in the
netuwork are English specific. Structurally the network is identical
to the semantic netuorks of Simmons [18). Uniike Simmons' nets,
houever, these syntax netuorks uill connect lexical entries with
syntactic relations. The syntactic netucrk from which

"John threu the ball at Mary”

would be generated is

LEX
..... >THROM
| —
. ACTSBS |~ | LEX
| e >] G |-mmmmn > JOHN
| | | —
! !
! l
_ | LEX
| | | 0BJ | j====--- > BALL
| B [ e > 63| CET
| e | R — >THE
| a
| TENSE |
jmmmm- >PAST
| PREP"
| 10BJ | ee---- > AT
------- >| C4 | POBJ { | LEX
| e > £S5 {---vmm >MARY

This same netuork can oe more concisely uritten as:

Gl: LEX THROW G3: LEX BALL
ACTSBJ G2 DET THE
JsJ 63
108! G4 Gé: PREP AT
TENSE  PAST POBJ GS
Ge: LEX JOHN GS: LEX MARY

The elements which are objects of LEX relations are lexical

entries, The lexical entry THROW will contain only morphological
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3 |
information such as PAST=THREW. THROW is NOT a word sense -- the
. same lexical entry serves for "throw a boxing match”, "throw a
22
tantrum”, and "throw a bali"”.
The relations may seem to be merely renamings of the relations
used by Simmons or Fillmore {2], but that they are not can be seen

from further examples, [0BJ lindirect obiect) serves (i the "at
fMary" in the above example, as well as for the "to Mary" in "John
gave the book 1o Mary" and the "from Mary" in "John bought the book
from Mary". Semantic systems wouid terd to break doun these 10BJ
relationships into SNOURCE, GOAL, aru other relations,

Dn the other hand, the syntax netuork may make distinctions

which a semantic netuork would not. Networks fcr the tuo sentences

{1) "John wants Mery to sell him her Chevy" )
(2) "John hopes Mary uwill sell him her Chevy" $

both contain an embedded structure representing
"Mary seil Jorn Mary's Chevy: tense=future "
This embedded structure wouid be placed in the same relation to |
‘want’ and ‘hope’ by most semantic modeis. They are placed in
different relations in our syntactic networks because of the
necescity of performing an ‘infinitive-izing’ transformation in (1)
but not in (2). Such syntactic information about ‘want’ and ‘hoje’
will not be prccessed by the grammar wvhich generates from the syntax
nets, but is handled by the routines uhich create the syntax nets.

{Note that hese nets cou'd b2 subjected to a transformational

process as are the syntax trees of a transformational grammar. This
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nould resuit i, the production of parsphrases of the sort described
a: ‘syntactic’ -- e,g., active to passive voice -- in section I. No
suchr transforwationdl precess is incorporated in the present
prearam. )

4.,

fhe Procuctico r: Suntas Nets from Conceptualizations

To produce a syntax net from 2 nanceptualization, a ‘synthesi -
by analysis’ pracess is undertaken. The conceptuatization is
analyzed to detect nuieworthy patterns in the conccptual syntax and
notewor thy relfations .n the conceptuz: semantics. MWhile there are
potentially infinitely man patterns o-d ~elationships which could
be detected, onlu a firite. and relativeiy small, subset of these
will be interesting for the puipnses of generation of a given
language. For instance, in generatiag English from:
PART
0 O |----> ¥INSIOE* e---- %JOHNx
(Cl}  xJOHN% <=z==> xINGESTk «--c #MIlkx «oovj PART
f==e-c *MOUTHx e---- xJOHNx
the fact that #MilKx is a FLUID is of interest, since English makes
an ‘EAT-DORINK' cis.inction, Houever, in
PAR’
0 0 l----> *INSIDEx «--~- xBEARx
{CZ)  BEARx <===> #[NCEST% c-ov #F[SHx  weee | PART
J--=-< #OUTHX «--~~ »BEARx%
i« 's nct imnortant that BEARs are ANIMALs ard not HUMANs., Houever,
te generate a German realization of (C2) the dic action is
important, since Cerman makes an differentiation which English does

not. {(Germar uses the verb ‘f. essen’ to describe ez !- uhen done hy

an animal, bur the verb ‘essen’ uhen & human agent is irvolved.)
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Al though the vact that MILK is a FLUID is retevant in (Cl), it

1s irrelevant in

0 B j--m-- > *REFR]Dx
~3) xJOHN* <=2x> ¥PTRANS¥k «--- x[UPx  <---|
* J-=a-- <
(rNT
LK

w ot

which could be realized as "John put a cup of milk in the

refrigerator.” (0f course, some representation of the spacial

*

in', os opposed to ‘nn, near, . . .' must be added to

4

relation

Thus the relevance for generation of a conceptual pattern or
relation is dependent:
A}  on the language chosen fexamplec (Cl) and (C2) }, and

B} on the conceptual context in which it occurs (examples (Cl) and
(€31 )

HARGIE' s {anguage generator, BABEL (Better Analuytic Bas's for
Encoding in Language}, organizes this sort of linguistic knouledge as
a set of discrimination nets. A discrimination net is a data
structure consisting of a binary tree whose non-terminal nodes are
associated uith predicates and whose terminal nodes are associated
witn ‘response’ information. In oper3tion, a diccrimipation net is
applied to a 'stimulus’-- in this case, a conceptualization. Thz
precdicates in the ‘ree take the conceptualization 3s a parameter.

The algorithm for appluing the discrimination net can be stated as

follous:
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1. Set CURRENT-NODE to the root nude of the net,
2. 1t CURRENT-NODE is a terminal, go io step 6.
3. cvaluate the predicate 2t CURRENT-NCODE,

4, 1§ the value is TRUE, set CURRENT-NODE to its ‘right-hand’ son
and go to sten 2.

S. It the value is FALSE, set CURRENT-NODE to its ‘ileft-hand' son
and go to step 2.

6. Return the response asscciated with CURRENT-NODE.
A portion of a discrimination net which would find the response
‘GIVEL" for the stimulus:
) R J~---< »MARYx%
(C4)  »xJOHN%k <wse> *xATRANSX w--- xEOQK%  o---|
J--~-< *xJOHNX
is shoun in figure 1. {ln drauing discrimination nets, root nodes
uiil be assianed index 'l': sons of 3 node uith index N will e
assigned indrces N, ZH+ld
Figure 2 iraces the application of the net of figure | to

stimulus (C4), following the discrimination met algorithm given

above.
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CURRENT
NOOE
(CN)

1

-
-
~

i | ACTOR
Lo

|

RECIPIENT

| | did the RECIPIENT possess the
| S | OBJECT at any time prior to the
i | TIME of the conceptualizaion

FREDICATE
are the ACTOR and RECIPIENT identical

is there no MOBE associated uith the
stimulus

did the recipient possess the uhject
at any time prior to the TIME of
the stimulus

1s the ACTOR to be ‘focussed’

none (terminal nodel

FIGURE 2

c2

e

VALUC
FALSE
TRUE

FALSE

ACTION
CNe-2xCN
CNe-2#CN+]

Cnis 2%CN

CNe2xCN+]

return Glv



The predicates within the discrimination nets may be separated
into three distinct classes, Class | predicates are those which
per form pattern matching uithin the stimulus conceptualization.
These include tests for the ident:ity of tuo conceptual fields, e,q.,
the predicate ACTOR = RECIPIENT a< node 1 of figure 1. Other
predicates in this class test for the presence of particular
conceptual elements in ‘he stimulus -- e.g., is there a 8 modifying
the RESULT of a conceptualization? -- or test the structure of a
stimulus -- e.g., is it of the form EVENT-CAUSE-EVENT?

Class 11 predicates are logicaliy unnecessary but are included
for purposcs of keeping the nets compact, They allou a sing'e node
iri one net to perform an entire set of tests from the same or &
diffecent net., An example will clarify the idea behind this. The
English verb "to breathe", in its most common sense, is represented

conceptualiy as
PART
0 D j----< xINSIDE* «---- X
X <=z=> *|NCESTx «--- xAlRx -] PART
jo---< oMOUTHX  ee-ec X
1e represented os

v

while “to cheke (samecne

> *GRASFx ~--- xNECKx%
t
1PART
\ PART
o 0 j---->%INSIDEx +---- Y
*iNGESTk wo---- *ATR% x---] PART
| === OUTHR  eommmm Y

X <

B o i e Y

A N e e
P

W

The RESULT in this representation of "cnoke" is just the
representation of “breathe” modified by 8. Rather than repeat the
tests necessary for recognizing ‘BREATHEL' on the path leading to

‘CHOXEL', the predicate
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POT_HEAD ( <= ) = BREATHEL
is evaluated at some node of the discrimination net. Evaluation of
this predicate consists of testing ihether the structure found in the
{<=) sliot li.e., the RESULT) of the stimulus could, if used as a
stimulus, evoke the ‘response’ BREATHE! (i.e., whether BREATHEL is a
POTential ‘HEAD' of a syntax net for this structure). The exact
relationship betueen the ‘responszes’ in the discrimination nets and
the production of the syntax nets will be explained shortiy. In this

case the savings ohtained are not considerable, since ‘BREATHE1’ does

not require a larqge set of tests for its characterization. In other
cases, houeve- rconsiderable storage savings result from this form of
recursion in the discrimination process. The price paid for the
savings is, of course, 2xtra processing time, since the
discrimination net uhich recognizes ‘BREATHEL' may make unnecessary
tests in doing so.

Ciass l1] predicates test properties unich are ‘semantic’ in
nature. They all involve interaction uith the memery model. It uas
shoun earlier that the fact that «MILkx is a FLUIO is important to
the generator in certain instances. #MHILKx, uhen it appears in a
conceptualizatiuy, is not an English word, but 2 pointer to a node in
memory., And FLUID is NOT a property shared by the English word
"milk" and the German "Milch", etc., but a property of the concept
*MILK%, Thus this information is not stored as linguistic
information in a lexicen, but is stored in the memory and accessed

through the node x1lLKx,
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In additicn to categorical information of this sort, the memory
is the sole repository of relational information, such as BEFORE-
AFTER time relationships. UWhen a conceptualization is passed to the
generator, such re!ational information is not included unless it is
specifically desired that it be expressed. Houwever, linguistic

choices may be dependent on this information. For example,

Tl PART
v M R |-em=- > kCP%x «---- xMARYx%
(CS)  %JOHN# <===> *MTRANSX e--- H# «--aq| PART
t [ < *XCPx wmau % JOHNX
|
I
| T2
I I PART
i v M R 1-->%CPx <---- *1ARYx
| MARYR c===> *MTRANS® e«-~-- xCONCEPTSX €----|
| /2N j--< *xBO0K%
I i
fommmmeeme - >l R e > % J0Yx
[ommmmm e aae |
*«MARY®: | --~----
Nmmmmm e |
r PO < xJ0Yx
INC |
i 13
+2

can be realiscd as
" John [tel! + tenszel Mary she [like + tense) reading the book"
Houever, if the generator finds out (by asking the memory model) that

1) Tl is pirior to xNOWx, and
2) Tl is prior to T2,

then the realization
"John advised Mary to read the book”
18 pussihle. [f. nouever, T2 is prior to Tl, then the sentence

"John told Mary she would have enjoyed reading the bock"
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may be generated, but the use of "advise” is prohibited,

Other linguistic choices are made on the basis ¢f non-
linguistic context. Making such choices involves another form of
interaction betueen the generator and the memoru model. Given our

earlier example:
T1
¥ 0 R |----< *xMARYx%

(C4) wJOHN% <===> *ATRANSX +--- xBOOK% «---|
Jeeao< % JOHNX

—
T1 Nl

it may be appropriate to produce

S4) "John gave the book to Mary" or
54} "John returned the book to Hary”

The decision is made on the basis of the context existing in
the memory at the time the generaticn takes place. In this case, the
generator passes to memory the question:

3 79, T@<T], such that:
T8
¥ YAL
*BO0Kx <xs=> 0S5k ~---- *MARYx

(uhere T1, *BOCKx, and #MARYx are the same pointers as in the
stimulus (C4) )
i.e., was there a time previous to Tl at uhich the book was in Mary's
possession? 1 menory ansuers "uyes" to this ouestion, S4' may be
generated; otheruise, 54 will result,

{There is a problem here in deciding uhether memory should

really try tc ‘find’ the requested information, or take the much mora

expensive approach of trying to ‘prove’ it. The answer is dependent
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on the ansuer to the question of how much inference a memory model
should do ‘on the fly’ {11, It should be noted, however, that a
mode! which permitted multipie representations for a given meaning
would have to adopt a proof procedure here.}

Fimally, situations exist in which linguistic considerations
require access to deductive capabilities of memory as well as its

information retrieval capacity. Consider the conceptualization:

T1 PART
v | R |----- > *Px e---- xMARY%
(C6) *JOHN* <==> #1TRANSX w--- # weoeo| PART
t f----- < *{Px «---- xJOHNx
|
I
|
] 72
| +
| * JOHN® <===> *D0x%
| /N
fommmmm e >iil |- > WHEALTHX ¢---- (-18)
R |
Mary’ s husband | -------
| P, ]
) j-mmmam- <
13
4 4 * t t
T (1) 13 TY =Nk

vhis can be reali_ed as
S6 *John told HMary that he was gcira (o kil! her husband."
A reasonabie paraphrase might be

S6’ "John threatened to kill Mary's husband."”

But one can imagine circtr ‘tances in which S6° would be a very
poor realization and 3 much bett. ore uould be

s6”’ "John promised to kill Mary’s husband.”
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in order to choose betueen ‘iell’, ‘threaten’, and ‘pronise’
BABEL uses a predicate MEM-QUERY. The distinction is made on the
basis of uhether the MOBUECT of the *MTRANSk could cause the

RECIPIENT of the *MTRANSx to become much less happy tor much

happier}. A conceptuaiization:
V&
v
*JOHNX <===> xD0x
/A
R L e ;Ill R > *HEALTH% ¢-ue- (-18)
y escoscosses |
| Mary's hushand | -------
| \mooemesonos |
' t E— 3
| 73
Jomemonacme -+ H
/c\
H
HH jommmmam > xJOYx
F |
*MARY® | ----~---
Nemomoonmes [
+ |- < xJ0Yx
INC | 13
|
{X: X<-3)

is formed, and if it can be proved then ‘threaten’ is chosen. On the
other hand, if this conceptualization with [NCrement (X: X2+3) on the
resul ting state-change can be proved, then “promise' may be selected.
The memory-inference model in the present program is not
capable of proving relations of this complexity -- i.e., whether an
arbitrary conceptualization describes something which could please or
harm a particular individual. Such theorem proving is in fact beyond

the current capacities of language processing systems. Our program
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resorts to human intervention to answer such guestions; a conceptual
structure like that above is typed out at the console uhen the
program needs the information and a human informant responds TRUE or
FALSE.

It is important to realize that sucn a capability is not
specific to a paraphrase program, nor evan to the subtask of language
gereration in gereral. A psychiatric interviewing progran, for
example, would very likely need the ability to analyze uhat was said
to it and determine if it uas ‘'threatening’., ‘hostile’, etc. The
desire to perform such an analusis has nothing to do with the
program's 2upressing in English the fact that uhat was said was a
threat. Since the need for such a capacity can be justified on
grounts independent of generation, no unreascnaible assumption is
being made in making it available to the generator. 1t demonsirates
one interesting interaction betueer 'inguistic knosledge -- that
English provides a verb "threaten” to describe an information
transfer meeting certain conditions -- and non-linguistic capability
-- the ability to decide whether a civen piece of information has
particular implicaticns in a particutar context.

It is interesting to nole houw small changes in some conceptual
roles may have large effects in the linguistic realization of
conceptualizations., The time relations in (C5) were one example.
But not only the time relations are required for reading (CS) as
‘advise’: the identity of the several instances of xMARY% is 2lso

necessary. Suppo:se that the «MARYx in the STATE-CHANGE of (CS) were



changed to *OHNx -- i.e., we had the 'meanirg’ "John tell Mary that
Mary read the bock can cause John become happier.” No longer can
this be realised as advise, regardless of time relations. But if the
time relations necessary to et ‘advise’ from (LS} still hold, the
neu meaning could uield the reading ‘reauest’ or ‘ask':

"John reqguested that Mary read the hock"
[t is the job of the discrimination rets, employing the three types
of predicates provided, to make the subtle distinctions required for
the selection of uords,

The core of BABEL is a collection of discrimination nets
utilizing these kinds of predicates, Given a conceptualization, it
is first necessary to decide which nets are applicable. Of course,
all ot them could be tried, most of them fairling to find any
response. For efficiency, a quick structural analysis is performed
to determine the set of applicoble rets. For example, a stimulus
iith the stroctocre EVENT-CAUSE-GTATE CHANGE wil! be found to have two
relevant nets, EKC, uhich is specifically for EVENT-CAUSE-
STATECHANGE structures, and KAUS, which applies to ali CAUSAL
structures.

Each of the discriminaticn nets fouad is applied to the
stimutus unti! a ‘response’ is found. 1f all trees are applied
without a response t=ing found, BABEL gives up trying to express the
conceptuzlization. 1f a response is found, it will he 2 unit called
a CONCEXICUN pointer. As skoun in Figures 1 and 2 above, the

CONCEXICCM pointer GIVE] may be found a@s a response to the stimulus:
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0 R |----> *MARYx
(C4) %JOHN% <=> %ATRANSX e--- »BODK* e---]
* J====c *JOHNx
REF

INDEF
GIVEL i1s a pointer to an entry in a data file calied the CONCEXICON
(CONCEptua! 1eXICON}. An entry in this file has three fields:

CONCEXICON  ENTRY

! l l !
| LEXICAL POINTER | FRAMEWORK | SPECIAL ACTIONS |
h l !

-

The SPECIAL ACTIONS field is usually empty. When present. it
specifies some form of transformation on the conceptualization. No
examples of SPECIAL ACTIONs will be needed for our exampies. The
other two fields are ainays present. The lexical pointer is a
reference to an entry in the lexicon; the pointer for GIVEL is to the
lexical entry GIVE, Concexicon entries correspond closely to the
usual notion of uord senses, so many concexicon entries may refer to
- a single lexical entry, The concexicon entries FLYL {"to pilot an
aircraft"}, FLYZ ("to travel by plane™), and FLY3 ("to move through
the air") all point tc the lexicai entry FLY.

{0f course, the three senses have different, although reiated,

conceptuad! representations. Skeletal forms of each are shoun below,

FLY1
humnan <===> %x{0%
/\
11 0 D j-=-=- > location2
plane <===»> *PTRANS% «--- plane «---|
T - < locationl
1LGC
*A ] Rx

Bl



FLYZ2
*ATR%
|LOC
v 0 0|-=--- > locationd
plane <===» *PTRANS% «~--- plane «---|
4 | ==--- < locationl
JCGNT
human
FLY3
*A . Rx
jLOC
1) 0 B |-~--- > location2

X <z==> *PTRANSK +on X emmc|
|-==-- < locationl

[t is the job of the discrimination nets to find the particular
pattern present in a stimulus and return the appropriate CONCEXICON
pointer.)

The FRAMEWORK of the concexicon entry consists of a list of
FRAMEs, uhere each FRAME has three fields:

FRAME

| I I I
| SYNTAX RELATION | FIELD SPECIFICATION | SPECIAL REQUIREMEMTS |
| A ! |

r*

The SYNTAX RELATION is & member of a fixed set of relaticns
which can occur in the syntax nets. These include ACTSBJ, OBJ,
CRJZ, IND-0BJ, INF, and INF2 mentioned earlier. A FIELD
SPECIFICATION is a designation of a substructure of a
conceptualization. 11 coneists of 3 11st or 2iemenis rtrom tne set

{ ACTOR 0BJECT T0 FROM «<=> <z> <& <zC CON
VAL FART HMOBUECT TiME MOCE /N <=7 «<sfF |

These are the internal names used by the sustem to refer to rzles in
conceptual relations. HMost correspend closely to the rames used in

section [l; the less obvious ones are:
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ACTOR refers to the <ACTOR> in EVENTs, the <CONCEFT»>
in STATEs and STATE-CHANGEs
CON refers to the <ANTECEDENT> in causa! relations,
the first conceptualization of conjunctive
relations
/\ refer to the second conceptualization of 2

~2n, .nctive relation

<s, <=C refers to the <RESULT> of the corresponding type
or causal relationship
<sfF, <=1 refer to the initial and terminal ctates of a

statechange relation

The value of a rlci.D SPECIFICATION (FS) applied to a

conceptualization is computed a- follous:

1} Set VALUE {o the entire co-ceptualization.

2} In the current VALUE, find the field referred to by the first
element of the FS (CAR FS). HMake the rew YALUE the conceptual
structure filling thic field,

3 Remove the first elemert from the FS (FS-ZDR FS).

4) If the FS is emp y (HULL FS) return the current VALUE:
otheruize, ©o to step Z.

If at any point a field sought 1n step 2 is not present, NIL is
returned as the VALUE.

The value of the FIELD SPECIFICATION (M08JECT CON ACTCR)  applied to

h R fee--- > *CPx% +~--- xFRED%
DHNA <===> sMTRANTG® w--= ! weaeao]
T fommmm < ¥ Px e —o— % JOHNxX
-
|
| wJOHN® <===> *[0x
| / A\
it il jmmrmema> kHEALTHY w---- -18
R |
ALk | —=-oomn
A i !

e the PP xJiHiNx,
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Specal requirements are used mainiy for the introduction of
prepositions into the syntax nets and will be described in an
example.

[r processing a conceptual structure, a ‘base node' for the
syntax net is created. This is termzd the ACTIVE NODE. Uhen a
concexicon entry for the structure has been found (by applying
discr.mination nets to this CURRENT CONCEPTUAL STRUCTURE {CCS) ), the
relation LEX is attached to the ACTIVE NOGE with its value being the
reference in tne LEXICAL POINTER field of the concexicon entry.

Next, all SPcllAL ACTIONS specified in the concexicon entry are

taken, and finally the FRAMEWORK is processed as fo!lous:

{1} Get the next FRAME. |f no more exist, go to step 3. Otheruise,
add a node N to the netucrk cornected te tr.e active node by ‘he
SYNTAX RELATION specified in the frame. Make N the ACTIVE NODE,
saving tne eld ACTIVC NCOt, the CCS. and the unprocessed FRANES
of the FRANENORK on the KOOE PUSHOOUN LIST (NPLj.

(2) Get a neu CCS by applyirg the FIELD SFELLIFICATION of the FRAME
to the old CCS. Ar 'y the netuork generation algorithm to the
neu CL3, thereby expanding the syntax net frum the ACTIVE NOCE.

{3) 1t the NPL iz empty. generation oi the syntax net is completed.
Otheruize, ‘pop’ the NPL, restoring an existirg node to ACTIVE
J0DE status, and restoring 3 CCS and unprocessed zet of FRAMEs.
Return ta step 1.

The structure specified by a FIELD SPECIFICATION (in step 2)

may turn out to be a3 conceptual prmingl. Since these are represented




only as pointers into memory (W1ARY%, xf Kx) instead of by complex
conceptual structures, theu are treated specially by the generation
algorithm. Specitically, nc discrimination net is aoplied, but 3
lexical pointer is found asccciated uith the concept in memory (i,e.,
the predicate ENGLISH-NAME menticned earlier js used). Treatment is
entiiciy equivalent to considering the PP as itself being a
concexicon entry with a regular LLEXICAL POINTER, but with no
FRAMEWORK or SPECIAL ACTIONS.

Consider hou this process builds a net from our simple example
{C4)} above. The conceptuaiization would bc taken and recognized as
an event structure (main link <=> } with ACT = *ATRANS%x. The
discrimination nets for such structures would be applied and a
concexicon pointer, say ‘RECEIVEL', found. The concexicon entry

RECEIVE] consists of:

LEXICAL SPECIAL
POINTER FRAMEWORK ACTIONS
| I B l Y
| RECEIVE || ACTSBY | { 10 ) i NIL i1 NIL
| ¥ I i I

| | l |

] 0BJ | { OBJECT ) | NiL |

| I | |

l ! | |

| 108J | { ACTOR 1} | (PREP FRIM) |

z | | |

An 2ctive node Gl would be established nith relation LEX and
value RECE) T (the LEX{CAL PUINTER field of the entry)
Gl:  LEx AECETVE

Processing the first tuo frames attaches an ACTSBJ MARY (the

T
[¥a)
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lexical pointer asscciated with *MARY%, found in the ( TO ) field),

and ar 0BJ BOOK {the !exicail pointer acsociated uith »BD0Kx, found in

the { OBJECT ) rieid).

Gl: LEX
ACTSBY
DBJ

o2 LEX

G3: LEX

RECEIVE
G2

G3
IARY

BOOK

The third frame spacifies the relation 10BJ to be found in the

ACIUrR Tield ( xJOHN» ).

The SPECIAL REQUIREMENT (PREP FROM) in this

FRAME has 3 minor transformational effect on *he standard processing

which can be seen in the netuork created.

Gl: LEX
ACTSBY
0Bl
108J

G2 LEX

G3: LEX

RECEIVE Ga4:  PREP FRCOH
G2 POBJ GS
63

G4 o GS:  LEX JOHN
MARY

800K

There exist both syntactic and semantic elements not yet

present in this netyork.

Everu sentence has a TENSE (PAST, PRET>nt,

FUTur>, PASY PERFect, =tc.), a FORM (SiMpte, PROGressive), a MOGD

(INDICative, INTERRGGative, SUZJUNCtive, IMPerative), and a VOICE

(ACTive, PASsivel. Oniy a sinple 2analysic of these problems has been

incorperated into the current program, Whenever the LEX relation

attached to ar ACTIVE NODE in the surtax nei has a ‘verb' as its

vaiue, (VERB being a lexical categorul, 72358, FORM, MO0D, and VOICE

relations nust he attached to the node., This information is derived




froem the [CS at the time, TENSE is chosen from the set I(PRES, PAST,
FUTI depending on uhether the TINME of the conceptualization is »NOWx,
vefore *NOl«, or aftter «NOLx, The TIME of a conceptualization is
taken as that attached to the main Yink 1f it is one of the simple
types, or the TINE of the ANTECEDENT in a causa! relation. FORM is
aluays chosen as SlMple: extension to PROGressive wili occur when tre
representation of time is expanded to include intervals 3as wel! as
points, MOOC is chesen as INTERROG if a (?) MOOE modifies the
conceptualization. SUBJNCtive is chosen for certain <sC structures.
Otheruise, INDICative is used, VOICE is -urrently aluays chosen as
ACTives presumabiy FOCUS coutd be used ta choose PASsive in some
instances.

In adaitionn to these relations which are required by English
syntaw, inform3tion may be present in a3 conceptual structure which
Sl not be processed by the concesicon entry retrieved for that
structure, The modifying reiaticns of concenlual dependency (PART as

in ¥NECKy - AMARYx | REF in »B00OKx w--—- INDEF) each have a
PanT HEF

Fangaaae specific function ascociates with them, UWhen these
refations are noticed on a conceptual structure, the corresponding

functions are exezuted to modity the =yntax nede created for the head

Theee considerations resutt n A completed syntax net for our

examhie;




Gl: LEX RECEIVE G4: PREP FRON
ACTSBY G2 POBJ GS
(g G3
108 04 G5: LEX JOHN
TENSE PAST
FORM SN
vOICE ACT
1000 INCIC
GZ:  LEX MARY
G3:  LEX BOOK
DET A
From this net the sentence "Mary received a book from John" is
generaterd.
As described above, the suntax net created wili aluays have a

tree structure. In actuality, neuw nodes are crested for conceptual
nominals onlu if no noge aiready exists for that element, Otheruise,
another connection to the existing node is made. [n the syntax net
for “John totd Mary he sau Mr. Smith” only one node for "John" will
be present, standing in an ACTSBJ relation to two different nodes.
The only use of this fact by the surface generator is in the
inclusion of proncuns, and is thus nct of great significance.

The surface gereration grammar will not be described here. [t
is based on the grammar and progran used by Simmons and desciribed in
{1B8): the principal technigues used co rct differ from those
described there, QOur grammar generates understandable, but not
totaliy correct. Engiish sentences from most of the syntax nets
created by the program. Certainiy there is still 3 great deal of
work lo be done in this area; the conceptusl approach taken by MARGIE

does not alizviate mast of the probiems caused by natural language

syntax in generation.




NULTIPLE REALJZATICONS

The process described in this last section demonstrates hou a
conceptualization can be used to produce a syntax net which in turn
can be used to produce an Engiish sentence. Since each step of the
process uas deterministic, some additional mechanism is needed to
produce paraphrases, or multiple realizations, from a single
conceptualizatirn,

One way to do this wouid be to define meaning-preserving
tr-—-sformations on the syntax nets -- changing YOICE from ACTive to
PASeive would yield a different surface striry. But such syntactic
paraphrasing is clearly not the sou~ce of the examples given earlier.
Rather, they are obitained bu allcouing the discrimination net
algnrithm to finag more than.one response,

It uae pointed cut earlier that there may be more than one
discrimination net applicakle to a qgiven stinutus. Sometimes more
than one of these uill produce a response, Since the nets are
organized to group ‘reiated’ meanings into a singie net, however, it
often is the case trzt more than onz appropriate resporse exists
within 3 single net. This cace is handled by the addition of two
simple devices to the discrimination nete,

First, terminal nodes are alious=d ‘o have associsted uith them
not just @ single concexicon entru, put 3 set of such entries. Thus
a ‘stimulus’ uhich finds *he response LIKE4 may find ENJOY! and
PLEASE] at the same time. Each of thece entries may be used gs the

source for generating 3 distinct net, jeading to dietinct

paraphrases,




This handles cases of what might be called ‘conceptual
synonymy’, Such rases do not explain a great deal of paraphrase,
houever, and become rarer as conceptual representations are refined.
The second device used 1s to permit any terminal of a discrimination
net to hold, in addition to 3 list of concexicon pointers, a pointer

vack to some node in the netuork, (This will be represented by the

presence of a " T <integer> " at the terminal, <integer> being the
index of some node in the network. Some terminals may contain only
such pointers, and no responses at ali.} In addition to using the
responses found at a terminal, it is possible to follow the pointer
and resume the net anplication process from the specified node. HMore
formally, it is necessary to medify the discrimination net algorithm

as follotus:

add step
B. et RESFUNSES to NIL.

replace step 6 uith
6. add the responces associated with CURRENT-NODE to RESPONSES. 1f
CURRENT-HNOTE has no assﬁc'atoo pointer, then return RESPONSES.
Otheruise set EURRENT 00 to the node indicated by the pointer
and go to step 2.
This may lead to the divcoveru of ‘conceptually’ distinct
responses,  Intuitively, this procecs corresponds to 'ignoring' some
feature of the stimulus which English provides a special way of

exprecsing and finding a more general uay of expressing the

information. The reader is invited to appiy the partial

giscrimination pet of Figure 3 to the stimulus

g = . .



T1
I PART
¢ iy R |----- > x(Px ~---- xMARYxX
*JOHM% v ==20 #MTRANSK w-v f e PART
? Jomee < *CPx «---- %JOHNx
I
|
|
] 12
] | PART
| 4 N R |-->%CP% <-~-- *xMARYx
| *1ARYx <===> *MTRANS* e---- %CONCEPTS* «----|
I /e\ | --< *BOOKx
| il
| T ——— >il | e > xJ0Yx
fammmmma e |
*MARY® | ----—--
R |
t 1 Jommmnas < »JOYx
INC} T3
+2
t ) t * t
T1 T2 13 1 *NOWx

following the modified discrimination net algorithm, and verify that

the concexicon entries
ADVISEL SUGGESTL TELLI

are all found. The paraphrases
"John advised Mary to read the book”
"John suggestzd to Mary she uould like to read the book"
"John told Mary she uculd like to read the book"
are generated from this stimulus, as well as several others uhich
result from the conceptual synciomy of LIKE4, ENJOY! and PLEASEl, and

the paraphrase of

"Maru uould like to read the book" as
“Mary uouta become happier if she read the book",




| (FROM) = xCPx

1 | (ACTOR} = (FROM PART)
| (ACTOR; = (TO PART)
|

subtreg including
REMEMBERL, READ1

I
I 3 = NEG ¢ (MOBJECT MODE)

subtree including

POT_HEAD (MOBJECT) = LIKEG | | REFUSEL
| 6 1
I

I I

: I
T (MOBJECT CON ACTOR)=(TO PART) | |
(TIME} <{MOBJECT TIME) | 12 | {MOBJECT <= ACTOR) =(TO PART) | 13 |
| | I

'.-.._..__.—

subtree including

FOCUS = | | I~ 7| (ACTOR)= REQUESTI |
(TO PART) | 26 | | 25 | (MOBJECT ACTOR: | 27
| i | | |
| | ADVISE.
| | | | 12
| ! | |
I __ I i
! | | | | | | |
| 48 | |43 | |58 | |51 |
P f P —
TELLI HEARZ  SUGGESTI PROMISEL
148 124 $24
FIGURE 3

partial discrimination net for *MTRANSx EVENTS

CIELD SPECIFICATIONs in predicates refer to fields of an xMTRANSx conceptual
stimulus. Multiple predicates at a node form a conjunction.

72




V. CONCLUSION

In part | of this report we described a natural language
processing task uhich we termed ‘sentence paraphrasing'. 1t uas
claimed that this {2sk is of interest for three major reasons:
1) its retation to machine translation

2) the need to ‘understand’ natural language in order to produce
paraphrases

3) the effect of context on sentence paraphrases

MARGIE is a computer program which, given an Engiish sentence
as input, can produce English sentences uhich are paraphrases of that
input. in order to describe its operation it uas necessary to define
the noticn of conceptual representaticn. Section 11 enumerated the
properties intrinsic in such representations and gave more detailed
examples of the particular representation emplioyed by MARGIE.

The production of paraphrases requires two basic processes.
The first takes English sentences and produces conceprual
representations of their meaning: the second performs. the inverse
operation.

Part [l discussed a conceptual analyzer for English sentences.
The analyzer'ec goal uas to find, for a given English sentence, the
conceptualization that represented the meaning a human would 3ssign
to that sentence in the same context. The basic mechanism was the
request. Words had both features and requests associated with them,
Encountering a word made Loth sets available to the analyzer. A

feature uas a conceptualization, A request was a predicate plus a
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set of actions. [f the predicate became true uwhile the request was
still active, the actions uwere performed. The predicates could ask
guestions about the uords and concepts found or about the
conceptualization being built. The actions could modify tnat
conceptualizat.on or alter the set of requests active. In general,
verbs and prepositions contributed nost of the requests while nouns
were important mainly for the featires associrated with them.

Part IV detailed the operation of a program to express a
conceptually represented meaning in English. This was accomplishked
via an intermediate ‘syntax net'. To produce the net it was
necessary to discriminate conceptual patterns for which English
provides pcrticular verbs. To chocse verbs not only pattern
matching, hut conceptual knowledge and even theorem proving
capabitities uwere seen to be necessary. The discriminations provided
a link betueen pure conceptual structures and units in a
‘concexicon’. These units in turn provided a link from the
conceptual to the suntactic, and enabled ;he construction of the
syuntax nets.

The paraphrase task did not motivate either the analysis or
generation algorithm. The anilycer performs no operations specific
to this task. And it uas shoun that only a s!ight modification to a
general conceptual to English generator tias needed 10 accomplish
paraphrasing. The property of explicit representation of

similarities in meaning at the cenceptual level makes this possible,

It also means tha! no manipulations of the meaning representation are




needed for paraphrasing. This stands in contrast to representations
based on uords or uord senses, uhich would require the application of

transformational or inference rules to produce paraphrases,
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vi. EXAMPLES OF PROGRAM OUTPUT

Lines precedes by a 'x' were typed by the user. Lower case is used
for explanatory remarks., All other lines uere typed by the program.

TYPE INPUT

* (JOHN GAVE MARY A BICYCLE) the input sentence.

OUTPUT FROM PARSER:” in two parts; first time relationships:
TINBB : ((VAL xTx)) TIMBB nhas value xTx (analog of *NOWx )

TIMB1 : ((BEFORE TIMBB X)) TINM3l is before TIMBG by an unspecified amount X

then the actual conceptualization, utilizing these times:

{{ACTOR (JOHN) <=> (xATRANSx) OBJECT (BICYCLE REF (xAx)) FROM (JOHN) ~
T0 (MARY)) TIME (TIMBL1) FOCUS ((ACTOR))?

PARTIALLY INTEGRATED RESULT: this is the memory model's internal format
{ {xATRANSx (#JOHNL)} (GB@Be4) (#JOHNL) (#MARYL)) (TIME _ (G@@es}1)

THINGS TO SAY: this is the conceptualization after being internalized
and reconstructed by the memory model,

{({ACTOR (JOHN} <=> (xATRANSx) JBJECT (BIKE REF (xAx}) FROM (JOHN) TO ~
(MARY) ) TINE (G@RCS) FOCUs ((ACTOR)))

the syntax net produced by the generator:

Geeze: JBJZ (GRA23) Geezl: LEX {JOHN)
08J (G0822)
ACTSBJS  (GBOZ1)
VOICE  (ACT) Gee22: [DET (A)
FORM (S1t) LEX {BICYCLE)

TENSE  (PAST)
M0o0 {INOIC)
LEX (GIVE) (ee23: LEX (MARY)

the string produced by the surface grammar:

{JOHN GAVE MARY A BICYCLE) the ‘'identity’ paraphrase in this case

more nets and surface strings:
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Gee22: 10BJ (Geazs)
8J (CRg24)
ACTS8J  (Gesl3)
VOICE  {ACT)
FORM (S1in)
TERSE  (PAST)
Maon fIR0iC)
LEX (GIVE)

(R823: LEX (JOhia)

(JUHN GAVE A BICYCLE TO MaRY)

by having concexicon entries GIVEL and GIVEZ, both with lexical

60ez6:

DET
LEX

POBJ
FREP

LEX

pointer GIVE, and both occuring at the same terminal of a
discrimination net, but with slightly different syntax FRAFEs, the
forms "X g=.= ¥ Z" and "X gave Z to Y" are generated.

v0023:  ICBY (G2326)
ACTEBY  (GRBIS)

oBJ iCeezs)
VOICE  (ACT)
FORM (511

TENSE  (PAST)
hoo0o (IKGIC)
LEX WweT)

Geola: DET A}
LEX (BiCYCLE)

(MARY GOT A BICYCLE FROM JOHN)

Gea2s:

00Zc:

Geaz7:

-
LEX
S

POBJ
PREP

LEX

(A)
(BICYCLE)

(GoBZ6)
(10)

{MARY)

{MARY)

5eez27)
(FROM;

{JOHN)

a pointer from the termira’ holding GIVE was followed, having the
effect of ignoring the focus on the ACTOR (=J0HN)




Gesz4: 108U (G0827) GBgze: LEX (MARY)
ACTSBJ  (GOOZ6)
054 (50025)
VOICE  (ALT) (ee27: POBJ (Ceezs)
FORN {SIH) PREP (FROM)
TENSE  (PAST)
Mooo (INOLC)
LEX {RECEIVE) (8828: LEX (JOHN)

G8e25: OET (A)
LEX BICYCLE)

(MARY RECEIVED A BICYCLE FRONM JOHN:
also ignores the focus on JOHN

Irn the remaining examples only the input sentence, parser outpbut, and
paraphrase surface strings will be shoun. The reader should keep in
mind that the thrust of our work in generation has been touard the
production of syntax nets from conceptual structures. No more effort
has been put into the csurface phase of generation than uas necessary
to obtain minimally readable realizations. uWhile syntactic problems
in the resulting surface strings occasionally reflect actual
inadequacies in the production of the syntax nets, the great majority
of such taulte result trom the primitive transition network grammar
veing emploued to map the syntax nets into sentences,

TYPE INPUT
= (JOHN ADV.SED MARY TO DRINK THE WINE)

OUTPUT FRON PARSER:

TINGB : ({(VAL xT» It aight be notea inat the times given
may not appear ir the cutput. Some are
TIMB1 : ((BEFCRE TIM2@ X)) generated at one point in the program
and then overuritten by later acti.ons.
TIMBZ : ((AFTER TIM3l X)) No infermation has been lost and usually
the overuritten .(ime was a reference
TiM@g2 : {(AFTER TINBL X3} point, TiM@9 and TiMQZ are replaced here.

{{AZTOR (JOHNLY «=> (xi1TRANSw) TO (xCPx PART (MARY1) REF (xTHE%)) Fii0a
M (xCPx PALT (JOHNI) REF (xTHEx)) MOBUECT ((CON ((ACTOR (MERY1) <=> {a
* HNOEGTx) DHECT (UINEL REF (xTHE&)) T0 (xINSICEx PART (MARY1)) FRDM
(x0DUTHx PART (MARY1)) INST (&ONEx)) FODE (NIL) TIME {TIMB3) FOCUS ((~
ACTORI)) «=C ((ACTOR {MARY]) =T (xJOV%) <z>F (xJOY%)) INC (2) TIME ~
{(TIMB3) M2DE (NIL))Y) I FOCUS ((ACTOR)) MODE (NIL) TIME (TIMBLI))
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par aphrases
(JOHN AQVISED MARY TO DRINK SOME WINED

even thougr the input contained °‘THE WIHE', the memory was urable to
determine what *THE WINE® referred to. (No wine existed in the
current context.} In passing the conceptualization on to the
yenerator, the ‘definite’ reference on HINE was changed to
‘indefinite’. The generator expresses the indefinite reference as
‘A* or 'SOME", depending on conceptual properties of the governor,
Since the concept referred to by HINE in the conceptualization is a

physical substance, but not an ‘entity’, the modifier SOME is chosen.

(JOHN ADVISED MARY TO INGEST SOME WINE)

(JOHN SUGGESTED T0 MARY SHE WOULD LIKE TQ DRINK SONE WINE)
(JOHN SUGGESTED TO MARY SHE WOULD LIKE TO INGEST SOME WINE)
(JOHN SUGGESTED TO MARY SHE ORINKS SOME WINE WOULO PLEASE HER)
(JOHN SUGGESTED TU MARY SHE INGESTS SOME 4/INE LOULD PLEASE HER)
(JOHN SUGGESTED T0 MARY SHE WOULD cNJOY SHE ORINKS SOME WINE)
{JOHN SUGGESTED TC MARY SAc WOULD ENJOY SHE INGESTS SOME WINE)

(JOHN SUGGESTED TO MARY SHE BECOMES HAPPY [F SHE DRINKS SOME WINE)

(JOHN SUGGESTED T0 MARY SHE BECOMES HAPPY IF SHE INGESTS SOME WINE)




TYPE INPUT
* (MARY WANT™ 10 (HOKE JORN)

OQUTPUT FROM FARSER:

TIMG8 : ((VAL xTx))

TIMBL ¢« ((AFTER T1NM@8 X))

TIH@2 : (/AFTER T1MQA X))

T3 (AFTER TIMAB X))

({CON ((COM ((CON ((ACTOR (MARYL) <=> (xGRASPx) OBJECT («NECKx PART (~
JOHNIYY) TINE (TIN@A3}Y <= ((ACTOR (ICHNL) «<=> (xINGEST«) OBJECT (%AlR~
* REF (xAx})} FROM (xMOUTHx PART (JOHN1Y) T (x]KSIOEx PART (JOHNL})) «~
TIME (TINMB2) MODE ({(«CANNOTx)))) FOCUS (CON ACTOR}) <=C {(ACTOR (MARY~
J) <=>T (xJOYx) <=>T (xJOvx)) INC (Z) TIME (TIMB2}))) ~a> (xMLOCx VAL~

(xLTHx PAST (MARY1) REF (xTHEx)))3 wiCDE (NIL) FOCUS ((.-9> VAL PART))~
Tiig (TIMBR))

paraphrasas
(HARY WJANTS TO CHOKE JGHN)
The eriginal input is again the first realization found. It is natural
to crganize the discrimination nets so that the first ‘response’ found
is the one uwhich expresses a ‘maximal’ conceptual subs _-ucture. This
normally results in the most concise linguistic expression,
(MARY WANTS TO PREVENT JCHN BREATHES BY SHE GRABS IS NECK)
(MARY WANTS TO PREVENT JORN [NWALES SOME AIR BY SHE GRABS HIS NECK)
(MARY ﬁANTS TO CALSE JOMN IS UNAGLE 10 BREATHE BY SHE GRABS HIS NECK)

(MARY WANTS 70 CAUSE JOHN iS UNABLE TC IWHALE SOME AIS BY SHE GRABS
HIS NECK)

{MARY WANTS T0 CAUSE JORN NOT CAN BRTATHE BY SHE GRABS HIS NECK)

(MARY WANTS TO CAUSE OHN NOT CAN INHALT SOME AIR BY SHE GRABS HIiS
NECK)

(MARY WANTS _OHN 15 UWNABLE TO BREATHZ BECAUSE SHE GRABS HIS NECK)

(MARY WANTS UCHN IS UNABLE TO INHALE SOME AR BECAUSE SHE CRABS KIS
NECK)

(MARY WANTS JOHN HOT CAN EREATHE RECAUSE SHE GRABS HIS NECK)

{MARY HOPES SHE CrIKES JOHN)




all the paraphrases of "choke" are produced again, this tims combined
with "hope" instead of "want”,

{MARY THINKS SHE WOULD LIKE TO CHOKE JOHN)

all the paraphrases of "like" (seen in the preceding example)
are a:so produced in the embedded sentence.

TYFE INPUT
*{JOHN K[LLED MARY BY CHOKING MARY)

The analysis of this exampie plus a graphic equivalent of the outnut
can be found in section iii.

OUTPUT FROM PARSER:
TIMBO : ((VAL #Tx))
TIMBL : (IBEFURE TIMOB X))
TINGZ : ((BEFURE TiMBL X}

((CON ((CON (ACTOR (JOHN1) <=> (xGRASPx' CBJECT (xNEZCKx FART (MARY])~
}) TIME (TIM2Z)) <= ((ACTOR (MARY1} «<=> (xINCESTx) OBJECT (xAlRx REF ~
(whx)} FROM (3MOUTHx PART (MARYL}} TO xINSIDEx PART (MARYL))) TIME (~
TIMOZ) MODE i (xCAKNDTx)))) FOCUS (CON ACTUR)) A (ILUN ({ACTOR (HARYL)~

<=> (xINGESTx} OBJECT (xAlRx REF (xAx}) FROM («IQUTHx PART (MARY1)) ~
TO (xiNSIDEx PART (MARY1)}) TIME (TIMB2} MODE ((«CANNOTx))) <2 ({ACTO~
R (MARY1) «=>T7 («HEALTHe VAL (-1€)) <=>F (»HZALTHx VAL (NIL))) MOOE (~
NILY TIME (TI0B1) )03 1)

rparaphrrces

{JOHN STRANCLED HARY)

Here the first paraphrase oces not match the input., [t is, in tact,
more concise; the nenerator cees the representation produced by the
anaiyzer for "killed by choking” 3s sutficient for use of the word
"strangle”.

{JOHN CHOKED MARY AND SHE OIED BECAUSE SHe UAS UNABLT TG BREATHE)

{.iOHN CHUKED MARY AND SHE OIS0 BECAUSE GHE WAS LINABLE TO INMALE SOME
AlR)
{JOHN CHGKED MARY AND SHE DIED BECAUSE SHE NOT COULO BREATHE)
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(JOHN CHOKED MARY AND SHE DIED BECAUSE SHE NOT COULC INHALE SOME AIR)
{JOHN CHOKED MARY AND SHE BECAME DEAD BECAUSE SHE WAS UNABLE TO BREATHE)

(JOHN CHOKED MARY AND SHE BECAME DEAD BECAUSE SHE WAS UNABLE TO INHALE
SCHE AIR)

(JOHN CHOKED MARY AND SHE BECAME OEAD BECAUSE SHE NOT COULU BREATHE)

TYPE INPUT
x (JOHM TOLD MARY THAT JOHN WOULD HIT MARY)

OUTPUT FROM PARSER:
TIMGG : ((VAL xTx})
Tinal : ((BEFORE 71NM2Q X))
TIM@Z @ ((AFTER TIM@3 X))

((ACTOR (JOHHLY <=> (xMTRANSx) TO (x{Fx PART (MARY1) REF (xTHEx))} FRO~
1 (xCPx PART (JOHN1) REF (xTHEx)} MOBJECT ((CON ((ACTOR (JOHNL) <=> (~
*PROPELx) OBECT (xHANUx PART (JOHN1)) TO (MARY1) FROM (JOHN1) INST (~
(ACTOR (JOHNY) <=> (xMOVEx) OBJECT («HANDx PART (JOHNL))))) TIME (TIM~
82) MODE (NiL)) <= ((ACTOR (aHANO« PART (JOHN1)) <=> (xPHYSCONTx VAL ~
(MARY1))) TIME (T!MB2) MODE (NIL) FOCU™ (CON ACTOR}))}) TiME (TIMB1))

paraphriaces

The preceding exampies wer2 run in a mode in uwhich queries from the
generatar to the memory which the memory uas not yet capable of
handiing resufted in a uniforn response of FALSE., This example
produces more interesting results uhen run in a mode which &) lous
these queriec to be ansuered by human intervention at the teletype:




TINE TO PLAY COD -- IS THiS TRUE?

{CON ((COM ((ACTDR (JCHN) <=> (xPROPELx) OBJECT (xHANDx REF (xAx} PAR~
T (JOHN)) FROM (UOHN} TO (MARY) [INST ((ACTOR (JOWMN) «<=> (xMOVEx) OBJE~
CT (xHANDx REF (xA«} PART {JOHN}) FRGM (xONEx) TO (xINEwx)) FOCUS ({AC~
TOR)))) TIME (GERGS) FOCUS ((ACTOR)}) <= ((ACTOR (xHANDx REF (xAx) PA~
RT (JOHN)) «<=> (xPHYSCONTx VAL (MARY))) TIME (GB@BR}}))} <=C ((ACTOR (~
MARY) <=>T (#PSTATEx) <=>F («PSTATEX)) INC (x?% LEQUAL (-3)) TIME (x?x
AFTER (GB8BEY)))

* i

The program asks (conceptuaily) uhetner John's hitting Mary (at time
(B0ea3) could cause a change in Mary’s position on the ‘physical
state’ scale («PSTATEx) at scme time after G2€38) by an increment <
-3.  The human respondent ansuered True.

(JOHN THREATENED TO HIT MARY)

The knouledye of the potentially injurious nature of the event
communicated by John alloued the program to choose "threaten”,

(JOHN THREATENED TG HIT MARY WITH KIS HAND)

The ‘instrument’ of the hitting ic normally expressed. When it is
the hand of the ‘hitter', houever, it can be left off, as in the
preceding reatizaticn. ‘Hand' was not present in the input; the
analyzer made the assunpticn that John's hand uas what he would hit
Mary with,  The gen2r3tor aszumes other people use this default toa.
and thus permits hoth realizations.

(JOHN TOLD MARY HE WILL HIT HER)

(JOHN TOLD FMASY HE WILL HIT HER WITH HIS HAND)




TYPE [NPUT
x (JOHN LOANED A BICYCLE TO MARY)

QUTPUT FROM PARSER:
TiMBB « ((VAL xTx}i
TINGL : ((BEFORE 11M2@ X))
TIMBD @ ((AFTER Tif@l X))

((CON ((ACTOR {JOHNL) <=> (xATRANSx) TO (MARY1) FROM (JOHN1) OBJECT (~
BIKEL REF (xA%)1) TIHME (TIMOL)) A ((CON ((ACTOR (MARYL) <=> (xATRANSx~
) TO (JOHN1) FROM (MARYL) CBUECT (BIKEl REF (xAx))) TiME (TIMB2)) <=>~

(xMLOCx VAL (xLTMx PART (JOHNI}))) FOCUS ((<=> VAL PART)) TIME (TIMB~
ISRDN;

The corceptual reprecantation found is 3 cenjuction:

1) John gave Mary the bicycle, and

2) John believed at that time that Mary would give the bicycle to him
at come future time.

paraphr 2e23

TiHE 10 PLAY GO0 -- IS THIS Thut?

((ACTOR (RIKE REF (xA¥)) <z=» (xPOSSx VAL (MARY))) TIME (%?x BEFORE (G~
egeatyi

ML

the generator asked ubether Mary had the bicycle at any time before
John ioaned it to her. Tha ansuer given 1as "no%

¥

TINE 7O PLAY 500 -- 1S THIS TRUE?

((ACTOR (BiKE REF #Axi) <z> (xP0SSx VAL (JOHN) 1) TIME (x?% BEFORE (G~

eBI))

*T

the generatcr asxs uhether Jokn had the bicucle at any time before

the time 2t uhich he peliaves sne will be giving it to him. The ansuer

given uac "ues’.

(JOMN GAVE A BICYCLE TN MARY AND KE EXPECTED SHE TO REVURN [T 10 HIM)
(JOHN GAVE A BICYCLE TO MARY AND HE EXPECTED SHE TO GIVE HIN IT)
(JOHN GAVE A BIC:7LE 70 MARY AND KE EXPECTEC SHE TO GIVE 1T T3 HIM
(JOHN GAVE A BICYCLE 7O MARY AND HE EXPECTED 10 GET 1T FHQOM HER)
(JOMN GAVE A E[CYCLE TO MARY AND ME EXPECTED TO RECEIVE 1T FROM HER)
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(JOHN GAVE A BICYCLE TO MARY AND HE THOUGHT SHZ WILL RETURN IT TO HIM)

TYFE INPUT
x (JOHN SOLD A BICYCLE 10 MARY)

QUTPIJT FROM PARSER:

TIN@8 : ((VAL xTx))

Tinel :« ({(BEFORE TIMOB X))

({CON ((ACTOR (JOHNL) <=> (xATRANS¥) OBJECT (BIKEl REF (xAx)) TG (MAR~
Y1) FROM (JOBNDY) TIME (TIMBL)} <==> ((ACTOR (MARY1) <=> (*ATRANSx) O~

BJECT (MOIEYL) TO {JOHNI) FRGM (MARYL)) FOCUS ((CON ACTOR)) TIME (TIM~
8111

paraphrases
(JOHN SOLD MARY A BIC/CLE FOR MONEY)
(MARY EBOUCHT A BICYCLE FROM JOHN FOR MONEY)
(MARY PAYED JO=N MONEY FOR A BICYCLE)
{_IOHN TRADED MARY A BICYCLE FOR NMONEY)

{MARY TRADED JOHN MONEY FOR A BICYCLE)

TYFE [HNPUT
* { I0HN AGCRAVATED FRED)

CUTPUT FRONM PARSER:
TINge « (YAl *7x))
TINBL « CIBEFCRE T X))

(CON CGACTOR (JCHNLT <s» (#D0x))) <= ((ACTOR (FREDL) <a>T (¥ANGER#) ~
s>F (#ANGERx)) TINE (TIMBL) INC (21) FOCUS ((CON ACTOR))))

paraphrases
{JCHN ANKOYED FRED)
{JCHN AGGRAVATED FRED)
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(JOHN MADE FRED BECANE ANGRY)
(JOHN CAUSED FRED BECAME ANGRY BY HE D10 SCHETHING)

(FRED BECAME ANGRY BECAUSE JGAN DID SOMETHING!
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