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signal. A computer program entitled MAXLKH is written to carry out the
filtering technique. Application of the technique to actual infrasonic
records indicates that noise has some degree of predictabiiity and, hence,
an ephancement of the infrasonic signal results. Further tests are sug-
gested to quantify the amount of noise suppression and to optimize tech-
nique parameters such as filter length and prediction span. A discussion
of the computer program is included.
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I. INTRCDUCTYON

The objective of the present contract -"as to develop digital tech-
niques for the processing of infrasonic records. The records consist
of infrasonic signals whose source is remote from the recording stations.
The purpose of the processing is to obtain the best possible estimate of

the infrasonic signal.

The pure infrasonic signal caused by an event is modified in two
different ways before it is finally recorded at locations remote from
the source: (1) as the signal propagates through the atmosphere, meteoro-
logical parameters such as wind and temperature affect the signal, and
(2) the presence of noise at the recording sites further contaminates the
signal. Thus it was decided to develop two different techniques for deal-

ing with these two different effects.

To eliminate the meteorological, or propagation, effects on the sig-
nal, an empirical study was begun to relate the observed characteristics
of the infrasonic signal to the meteorological conditions prevailing along
the path of propagation. Unfortunately, due to the untimely termination
of the contract, little progress was made in this area. Such a study
should be continued, especially in view oi the fact that theoretical work
on infrasonic propagation has far outpaced sophisticated observational

studies.

To eliminate or suppress the noise on infrasonic records, several
digitai filtering techniques were examined. A computer program that uses
a prediction-error filter technique was developed for application to infra-
sonic records. This technique uses samples of noise prior to the infra-
sonic signal to develop a Wiener prediction filter, which when applied to
the infrasonic record, predicts the noise during the start of the signal.
Subtraction of this estimate of the noise from the original record provides

an improved estimate of the imfrasonic signal.

A short discussion of our planned activities on the empirical studies
of atmospheric propagation effects on infrasonic vignals is contained in
Section II of this report. Section III contains a aiscussion of the several
possible digital filtering techniques that were examined; an explanation
of the prediction-error filter technique that was adopted; an analysis of
the results obtained from application of the prediction-error filter tech-
nique to actual infrasonic seconds; and a detailed description of the com-
puter program that was developed to accomplish the filtering. Section IV
outlines our conclusions and contains suggestions for further evaluation

and improvement of these techniques.
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II. EMPIRICAL STUDIES OF CONCURRENT INFRASONIC
AND METEOROLOGICAL DATA

A thorough review of the literature on the infrasonics problem was
performed. Most of the work {u the literature concerns the development
of theoretical models to predict the propagation of acoustic-gravity
waves in the atmosphere. The early theoretical models dealt solely with
the propagacion problem in a non-isothermal atmosphere and did not in-
clude the effect of winds (see, for eoxample, Pfeffer, 1962). Later
models included modeling of the explosive source (for example, Harkrider,
1964), but still did not include winds. The more recent work of Mac-
Kimmon (1968) and Pierce (1968) includes the effect of winds and indi-
cates that winds are extremely important in the determination of the
characteristics of infrasonic signals. The work of MacKinnon shows that
the winds have a pronounced, but complicated effect upon the amplitudes
of the infrasonic signals. Thus, recent theoretical work suggests that
in order to arrive at estimates of source characteristics from infrasonic
records, the eifect of the atmosphere on the signal should be eliminated.

In our review of the literature, we found few observational analyses
that attempted o relate observed characteristics of infrasonic waves to
‘he prevailing meteorological situation. Furthermore, the few that were
found (Wexler and Hass, 1952; MacKinnon, 1968) used rather gross analyses
of the meteorological situation.

As a result of our review of the literature, we arrived at certain
conclusions.

(1) The effect of the atmosphere on the characteristics of the ob-
served infrasonic signal can be considerable.

(2) To estimate source strength from infrasonic signals one should
eliminate the effect of the atmosphere.

(3) Previous empirical analyses of infrasonic data and concurrent
meteorological data are either non-existent or were grossly
performed.

Therefore, we planned to perform empirical analyses of infrasonic
data and concurrent meteorological conditions. Guided by the results of

PO, .;.-..MJ
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the recent theoretical work, one should be able to develop empirical rela-
tionships between the meteorological conditions - in particular, integrated
great circle winds and temperatures for key layers in the atmosphere - and
characteristics of the signal, such as amplitude and period. The goal
would be the development of an objective procedure for "normalizing" for
prevailing atmospheric conditions. Given such a procedure, one would be

in a much better position to estimate source characteristics from infra-
sonic signal characteristics measured remotely from the source.
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For this purpose, we obtained, from the National Weather Records Center
at Asheville, microfilm copies of analyzed daily surface and upper air
charts for the Northern Hemisphere for times corresponding to infrasonic
signals.

Unfortunately, due to the untimely termination of the contract, this
research task was not carried out., The meteorological data are being trans-
ferred to the contract monitor under separate cover. It is hoped that such
a study can be conducted in the near future.




IITI. DIGITAL FILTER STUDIES TO DEVELOP A NOISE
AND BACKGROUND SUPPRESSION SCHEME

A. Basic Problem

The basic problem in the enhancement of infrasonic records can be sum-
marized as follows. Infrasonic records are available from several instru-
ments (channels) at slightly different locations. A schematic diagram of
such records from a 3 channel network is shown as Figure 1. The record
consists of a period of noise followed by a period of time in which the
record consists of noise plus an infrasonic signal. Aside from possible
time lags, the signal should be exactly the came at all three channels.
The major characteristic of the signal is an initial high amplitude oscil-
lation, which we shall call the first motion. This is generally followed
by smaller amplitude oscillations. The problem is to take the records from
the different channels and digitially manipulate them to obtain the best
estimate of the infrasonic signal.

B. Digital Filters

To solve the problem of ohtaining the best estimate of an infrasonic
signal, we have reviewed several different types of digital filtering
techniques:

(1) Wiener filter
(2) Maximum likelihood filter
(3) Prediction-error filter

The general Wiener filter is an enhancement and prediction filter.
Enhancement is defined as separation of the signal from the signal and
noise time series. Prediction is defined as the forecast of the signal
for times greater than t, based upon information available up to time t.
In general, one has a signal and noise time series, x , which consists of
a signal S and noise, n., so that t

X, =S_+n (1)

The goal is to design a physically realizable (physically realizabie means
that the filter uses only the past history of the time series) digital filter
so that when it is applied to xg, the actual output y, is the best approxi-
mation to the desired output zZ. = s, 4 o where a represents the prediction
span. In most cases of Wiener filtering, it is assumed that the form of

the signal is known, and that this is the desired output. The criterion
employed in the derivation of the filter is the minimization of the squared
difference between the filtered time series (output) Ye and the estimate

4
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1 of what the time series would be if noise were absent (desired output) Zq.
' Unfortunately, in the case of the infrasonic records we do not know pre-

] cisely the form of the signal and, hence, we do not use Wiener filtering
directly.

The maximum likelihood filter (see, for example, Green, et al., 1966)
maximizes output signal-to-noise ratio under the restriction of zero fre-
quency distortion of the signal. It has been utilized in the analysis
of seismic data, where it is derived in the following manner. A sample
of the noise record preceding an event is used to derive filter coefficients
which,when applied to the noise record,will produce an output record of ;
minimum variance (that is, will tend to drive the reccrd to zeros). When
this filter is passed over the entire length of record (that is, the noise
portion plus the portion containing signal and noise), the record is driven
to zero in the noise portion and to the signal in the signal and noise
portion. However, this is not a predictive filter; it is implicitly assumed
that the characteristics of the noise do not change in the signal and noise
portion of the record. It is of possible application to the infrasonics i
problem since the only requirement for its development is the availability i
of a sample of noise preceding an event. As opposed to the Wiener tech-
nique, one need know nothing about the characteristics of the signal.

[PRRY ORI CYSE PRIy

: The prediction-error filter (see, for example, Claerbout, 1964) com-
bines features of both the Wiener filter and the maximum likelihood filter. :
A prediction-error filter predicts the noise at a future time. It thus i
also differs from both the Wiener filter, which attempts to predict the i
signal at a future time, and the maximum likelihood filter, which attempts
to estimate the noise at the present time. With a prediction of the noise,
it is possible tec subtract the predicted noise from the actual record, thus
obtaining an improved estimate of the signal. The prediction-error filter
will obviously work well if the noise has some degree of predictability. E
Like the maximum likelihood technique, it is applicable to the infrasonics
problem, and, in principle, both should yield similar results. Because of
the availability of a number of ~omputer sub-routines (see Robinson, 1967)
that are directly applicable,we decided to test this filtering technique
on the infrasonic records. The technique is described in the next section
(C); the computer program is presented in Section D; and the results are
discussed in Section E. Further discussions of the various filtering tech-
niques and our circuitous route to development of the final filtering
technique are contained in the contract quarterly reports.

i U il 1 N

C. Prediction-Error Filter Technique for Analysis of Infrasonic Records

The prediction-error filter forecasts the noise at a future time. In
general, the ability of such a filter to predict the noise will decrease
with the length of the prediction span (time interval between time of last E
data input and time of predicted noise). Thus, if possible, it is desirable i
to have the prediction span as short as possible for a particular problem.
In the infrasonics problem, as discussed sbove, a major feature of the
signal is an initial relatively large amplitude oscillation. We may call
this oscillation the first motion.




et HE o S Y E Sy

IOt v s

& s

We shall assume that much of the information on the event that causes
the infrasonic signal is concentrated in this first motion. Therefore,
if we can obtain a good estimate of the first motion, we shall be in
good shape. This is obviously easier than obtaining a good estimate of
the entire length of signal, which requires a very long prediction span.
Thus, for the analysis of infrasonic records we shall use a prediction
span equal to the time period during which the first motion occurs.

In general, a prediction-error filter for a network of channels will
use the history of the ith channel time series and the history of all the
other time series in the network to predict the noise on the ith channel.
When this noise is subtracted from the ith channel during the noise plus
signal portion of the record, an estimate of the signal is obtained.

The filter is derived from the noise samples preceding the event, and
can be derived as a Wiener filter that uses estimated future noise rather
than estimated future signal as the desired output. In the development
below, we follow Robinson (1967). Let

x, (€7
x5 (t)
X, = x(t) = = input time series (samples of (2)
: noise preceding the event)
xN(t)
x; ()
2<t>
z = z(t) = = desired output time series (3)
’ [ x(t + )]
xu(t)
¥, (8
yz(t)
Y, = = output time series 4)
Lo

where N is the number of input channels, M is the number of output chan-

nels, and @ is the prediction span. The output time series is obtained
from the convolution
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y = (£)(x) (3)

where f is_the desired filter. f is aerived by minimizing the expression
Z(zy - yt)z. The desired output time serles z, is simply the noise pre-
ceding the event shifted in time by the prediction distance . The output
time series y, represents predictions of the noise at absolute time (t+q)
based upon application of the filter f to the input series x, at time t.

The Wiener digital filter to predict the noise is based upon three
assumptions which are implicit in its derivation and during its application:

(1) The noise statistics remain stationary for a time outside the
noise sample interval.

(2) The approximation criterion is the minimization of the mean-
square-error matrix between the desired output and the actual
output.

(3) The filters are assumed to be linear and physically realizable.

The success of the filter depends essentially upon the existence of correla-
tions between the desired output z_ and the input x,_. The assumption of
linear filters implies use of linear correlation, namely, the autocorrela-
tion function

T
¢xx(1) = E {xt xt-r} , T=0,1,2.... (6)
of the input, and the cross-correlation function

T
°zx(1) = E {zt xt-r} , T=0,1,2.... (N

between desired output and input.
The filter may be represented by the M x N matrix-valued cofficients

fll(s) flz(s) cesan le(s)
fs = f(s) = (8)
ful(s) fMZ(s) cevee EMN(s)

It is assumed that mean values have been removed from the input and desired
output, so E {x } and E {z,} = 0. The actual output, which is the convolu-
tion of the input with the filter, is given by the matrix equation

yt = fo xt + fl t"l + oot fm xt-m, (9)

where m is the length of the filter.
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The error e, between desired output and actual output is then

) (10)

et = zt-yt = zt - (fo X, + f1 xt_1 L U fm xt-m

The mean-square-crror matrix is cdefined by E {etetr}, which can be written
as

E{elz(t)} E{el(t)ez(t)}... E{el(t:) eM(t:)}

E{eM(t) el(t;}"E{eM(t)ez(t)}... E{eﬁ (t)} | (1D

The values of the filter coefficients f; are determined from the condition
that the trace (abbreviated tr) I of the mean-square-error matrix be a
minimum. This is accomplished by setting the partial derivative of

I = tr E{etetT} . E{elz(t)} + E{ezz(t)}+ eeeet E {enz(t)} (12

with respect to each filter coefficient equal to zero. It can be shown
that when this is done, the following normal equations are cbtained

£,0 (0) + £ 6 (-1)+ ... +E 6 (-m) =0 (0)

f0 @xx(l) + f1 @xx(O) + .. +-fm oxx (l-m) = Ozx(l) 3)

fo ®xx(m) + fl ¢xx(m-1) + .es + fmoxx (0) = ¢zx(uo

The known quantities are the correlation ccefficients ¢, and the unknowns
are the filters (f , f,,....,f ), which can be derived by solving these
equations. Procedures for solition and further details in the deriva-
tion are given by Robinson (1967).

D. Computer Program MAXLKH

To accomplish the desired digital filtering, a computer program en-
titled MAXLKH was developed and tested. This program makes use of a
number of sub-voutines presented in Robinson (1967). Basically, what
MAXIKH does is the following. It reads in infrasonic time series (xt)
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for a number of channels. The first portions of these time series repre-
sent noise, the second portions represent noise plus signal. The first
portions are used as noise samples, are displaced to the left in time by

the prediction span time, and become the desired output series zZy for
Wiener filter derivations. Wiener filters are derived and are applied to
the infrasonic records. This application results in an output time series
for each channel that represents estimates of the noise for the time period
that covers the noise portion and the first motion portion of the infra-
sonic record. These estimates of noise are subtracted from the criginal
infrasonic record to obtain a predicted time series. The predicted time
series should have minimal noise in the noise portion of the record and an
enhanced first motion in the noise plus signal portion. For the time period
after the first motion, thec predicted time series is assumed to be the same
as the original time serles. Program MAXIXH includes a plotting sub-routine
which permits the input, assumed output, output, and predicted time series to
be presented on graphs.

The remainder of this section contains information that is required to
understand and operate this computer program. A flow chart of Program
MAXLKH is shown in Figure 2. A list of variables appearing in MAXLKH is
contained in Tabtle 1, and dimensions of arrays contained in the program
are shown in Table 2. The content of the data input cards is shown in
Table 3.

A program card deck is being supplied to the contract monitor under
separate cover. To operate the program one must check those cards that
hsve a blue top. These cards can vary from case to case, and can vary if
the filter length is changed.

E. Results of Application of Program MAXLKH to Infrasonic Records

Traces of infrasonic records were provided by the contract monitor.
These were digitized and punched on cards for use as input to program
MAXLKH. Figure 3 indicates the results of application of MAXLKH to infra-
sonic data. Figure 3 is divided into 3 parts; 3a, 3b, and 3c, each part
representing a different channel. On each part are four time series. From
top to bottom, they are the input time series (x., the original infrasonic
record), the assumed output time series (2., the original infrasonic record
shifted to the left by an amount equal to the prediction span = ISKIP), the
actual output time series (yt, predicted noise time series plus zeros before
the beginning and after the end of the noise series), and the time series
representing the difference between the input time series and the output
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Figure 2.
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TABLE 1

LIST OF VARIABLES APPEARING IN PROGRAM MAXLKH

AVG(1) The average value of the Ith channel.

E(I) The mean square error for a filter of length I.

F(1,J,K) The filter for an I channel input by J channel oucput
by K filter length,

FLOOR Ignore

FORMAT Array continuing data input format.

IC Card reader device number.

ID Array for plotter which titles first frame identification.

IP Printer device code number.

ISKIP Prediction span.

L Length of predicted noise series (Filter length +
input length NLENG).

LENGTH Length of noise sample to be used in Wiener (= NLENG -
ISKIP).

LF Length of filter

LR Max. length of filter

| A% Not used

X Length of initial input series

1X1 Length of noise sample used { finding filters = LENGTH

LY Length of output (LX-ISKIP) + LF-1

LZ Length of assumed output = LX-ISKIP

LZSK1P ILX - ISKIP

Lz1 Lenyth of array used as z, for Wiener program
(length = 1X1)

M Number of output channels

N Number of input channels

NLENG Maximum length of data available to be used in finding

the filters
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s (1)
TITLE (7)
X (1,J)
Xy (1)

X' (1,J)
Y (I1,J)
Yi (1,J)
z (1,3)
zZ1 (1,3)

TABLE 1 (Continued)

Storage array for auto and cross correlations

Array which contains the title of the data set

Input array

Temporary storage array

Array of data used to find the filters (length = LX1)
Output array

e da ot

Output array for data used to define the filcers
Assumed output Z(I) = X(I + ISKIP)

Assumed output for data used to find Wiener filters
(length = LZ1)
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TABLE 2

e

DIMENSIONS OF ARRAYS APPEARING IN PROGRAM MAXLKH

AVG (1) Where I = number of channels 3
XYy (1) Where I = maximum length of X or Z series
Title (7) Fixed
Format (10) Fixed
ID (10) Fixed
X (1,J) I is the number of input channels, J = channel length
Z (1,J) I is the number of output channels, J = channel length
F (1,J,K) I = number of output channels, J = number of input channels,

K = maximum filter length |
E (D) I = maximum filter length i
Y (1,3) I = number of output channels, J = LX + LF-1 ]
s (I) I = (N°N*5°LR) + (M-N-ILR) + (¥‘N) :
X1 (1,J) I = number of input channels, J = length of data used {
Z1 (1,J) I = number of output channels, J = LZ1 = LX1
Yl (1I,J) I = number of output channels, J = (LX1 + LF-1) 3

.
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TABLE 3

CONTENT OF DATA INPUT CARDS FOR PROGRAM MAXLKH

Title of data, ISt 40 columns
N,IX,M,LZ LR ,LW,FLOOR, ISKIP, NLENG
format (615,F5.3,315)

Data format, columns 1 to 80

Input data

Final input data

16

bkl

:
i
K
i
A
E

emLm b

Mt b P e v e

[P

ekl

TR

At

Pl ? sl

LR U S UT TRV SPUPSII




.Y a2 2oty
TR

! \/
A
cr v - oo . (4]
. -
. ' .. 3
o
4

- ve-
QO
= audbiiiiades s ~ e Pypraee
-l ' otbedes el - R TR TR T T O
3 TS dagy bl o SRR f
vy ST = PSR- =) [ . e
: O -u——r;r - — ‘ .“ \7 - -?A* X g W ' + i st X X
” A SRR PRI ORI S P .
“ Jv cererea — ~§~0 ﬂ*h.u‘ Ny wwa f e
‘ e .t - 9 —e—. -
r o : . — “a et te e 4 o Trtett et 44
- - > o o :
h.u Phoid ¥ uwwﬂ.ﬂ_ et sanl = ’ cereriofereti 8
. IERENAT-Y cr =%l "
P b eg SRR 11N e | RSN RORTE LESSHE PR
RS . = - = oS .. N
0 S P s e 3
- .T_.HH«NH«“” 414~_ H N _ "911.... et eveannene - m
N ' IrEl i, s eeoroms -
it e [peraey 4N~?L“ .o . '
L vobe * =3 2 RRCRIEIN IR IRY o
- R e g « am ‘ - 5
v s H s e s v -
° ALk RRERD .m 1_.? sas T cevreersdosetrsen. w
: 2 fivindd ! = T -8 . Q
, . ; = | mer S it e T S &
W ownos T iitil: 8 e sens SOURRRRNIONE IReaTRo: -
| 293§ i = o "o R =
~ 70.14 Y o MM css e se pow
nonoN M m T a0l RS ES ns 3 PR DOTRPEM 60%2“.7?.”. cO-
: i i + s L : AR s
3 [~ N 4)11 - <m . h.“U serhes e .v.c‘.to;.l Baady ™
L od HY =4 1 ” .00.50&1 Lol
- - L+ _4. & e dqy rree ! r X3 Nt
] . tee efdobessoce.
w et ¢ _ i ! saepl PHHHHHH PN §
i ca s s H [ 18 RBBAI 1 - (o)
_ S m.. F | s 3 . S ! - o
| o g & e HHH " rHHHET i
, VI - Tt as 2o i g i g | e n L :
ﬂ -4 mw 4 t.vfro..m Szf..oL.v trﬂfrw v LIRS SQRRAN AR - 1 ; |
O - .m AlTi.'ovaAun'?thAuk m.of > - 1.‘.0'04‘..“(9‘0&:..” WU nuﬂ a ' m
o O Swl o T MRS adasuanss i aadiad - I afassideg o 8 1
O b 22 Mum + »r.\» 14+ .DI... ». i \ seseoocrtoeilocsornnny o u-u.bo:. » ~
" ‘ o 1111 | v estbe: S X P .'..f..qiﬁr&ﬂ”.... = —
“ 17 3~ AH ﬁ.. ; _7 ﬂ.wo + + U vu s vu;c
B 2 z v -+ it ¢ | ++4 oS >
r 4 ' IAS RS 81 + < 4 , ~ -
b d 1 T i R
m w 1 - iy (-
G v m P, - z THH
] -4 ™ I} ] $ _‘ : 1 + - L. "
P N + —»_ _ T 4 o - .“ o
' v oli;” = <3 : v T ] z _.“44_,_.
R . 4? Pt w» - LooRe Rl 04.0&3..” . L0 3 « : . nnv .
~iHTn HHH TR EED0 ! he .ulo, + poon o - . B
i T 1SS 13 :::n N m"; RREP! T x::. Lo B pisbegtyeifgen oo 8 o
| RhassR . f TTRIHITH N - o
5t s i o b o _w o~ ' ﬂ T+ - i . . oY
ncctO.’f* M _0? ) ' HeE > o..’.f.oi.b . _Onv..lw‘fo “ W _A 1—~4~ ﬁ— MM.W.P.%A ot m
, Rimih 1 ol B s aansetbE LTS EOPRReR . VEIPR =8
4 +++ 29RE < ~ ~ | | = L . IPOUC DU w T T e a.C
m < S Laadarsas 52 LML - Tinmsdne <©
cprete .o ! ¥ o,
3 N 5 NSNS Lol s ," . b4+ 8 x .— |is _.:“ 3
m 2 m _% * m * tM.‘.lju e ru e .ona. o'lv., Py
: © _._.__ YI-Y*T e b by adgt - ' .
: 5 RS ST _1 3 ] 188 O .oi.“ « [V}
3 - CRRY .o i ~ - —
y i e ode ceode 42X 7 ¢ k&uto.m =)
i . R S v | ety edeed e B
“\ 4 . L I‘.o¢ “.. cod hb.. . “ N . ﬂ. -ﬁu ...m .m b
v i< le ov: =3 o s el gl 2
- I - . . 4
egegsesgsy e bk ¢
gegsgsc2zsg g§sgcgcecgsg S el °
7 . EEgzEetasy §ogsgsesgss .
T aaR22" 2828 "
Swe




e ad

T PR

e g

TR T T T R T ol aadcicnls Suj

<

.. P S
EIEEIRLERY' g
h n..l.fr.vtf.*...r"...l
. . o
o R REEE ---2
ra
<
6 -
" -
O
[}
B
> SEEY oottt
g repzred L ITTL8
e 341 - s e -4
@ . .."kﬂllolu.d-'l -
oe ¢4 e s+ LEETITLITIS -
' po =522 Lo
i »—.W 53
- | :\_..u
v
¢ . o . |
7 i b4 B .8 |
$ T 3 - T _— -4
3 | _ = Tl
s 3
K .~ : ingss : R
d Al - \ "
- f . o Iul m .IW-M N '_«.T.VW s ot “ \Iu
owno < 1 games- gt MY HHIE
wy N W - —
W . e n g 3
z +.0 it g -3
"B H ] -2 L : g
= x | 4 Phigg, Plid 1 .- = ©
o z \SARAL 1 | > o 1
7] H * a2 8 et Mliiillg 8
SbDLD.MW - tesse sen ‘Ql:\«..dvn$ .” - ] . S S i
mwm. ” Titolﬁlﬂ«t-bn-‘. oooﬂﬂ_Qw¢0.Mu ."f?InMA. M- m.(DJ
e TG - ! Syt ¥ " W P i N r.w.r” 2
CROL TR b bl g e T 2 :
o
- o 1 b_ { : 5 .
O o “ 1 | : )
U~ c HWI 'g 8 &
=t O I - ..LIJ. — b4 W o
[V P T _ _ « w | g
ol H e «
. b . “ .obrdidd - o.voob.“ H
ses e s «'lﬂl.‘ 0|A‘ I ¢ ' g L = p-3
i 1t H A_ -
kbt #q 34 > |
m , |
H Y- ! 4 H w _
.ﬁhu_vbo 4 Fo-rb.“ i m ._K.N ,;m . |
: : N ,
crptd e 4f~.»., +1. rrL. .~ K “
TN e H s =
- - A RSRRTERY” 3 anant E
Y . et e b b v s b e s ) ...».-o»»*A. 4s es b ah e U “
R 1SR . : o - . .vr . 4 |
« . ) v ; o = °
Pt R 3 M RS TR TR ﬁ
- vl e e eets aee< e ieadn MPOID * B A 4
e ’ - . ,
g 3 b3 teierrecscbeiias +0.0 |
- teervrorer o A.“N @ m“;_u....#. ou.t_..._on.w . ”... X e ._.l . |
: .. < o Pt . _L DUS U SO o
- e e br e e oa bbdod ian b b s ooy bl PP S i
: T e T —° : ®
I T Cecese v cgegsesgss - ggsegiessss -~ ggsgsesgss |
S 23283°3383¢8 gg232°22z2¢ 28282°28:2¢8 . 2g28s°23823 |
- -~ = - " . L]




ey v [ -
Y e b v
L3 T W ey & 7 A =< g o v vy s o
T AT e R L e g e e .
e

o T ey —
m —
¢
[ )
,_, r ‘e 2 8 3
¥ ~ Eﬂa M Ju.alc._-m’ ..44«««.3”44. * TTY e -o#uw.—uﬁ.dai 4.|4040.7
§ ! e ;e RSN RE R NRERRRY et -
, SN EISAEY EUUNEPSY Lol r IFSPUORRSIURY FUUE ¢ O
w\ “~m~ _ -> 0—.”“ . ; ] + ‘ W .
p» L “\ L d +4 »\04 - V‘_s‘
: H 1l :_x b f::__x
: < MRS Trr +t+ T T e
O b (-3 1".“’ (-4
3 n - -rp-Q §-o o+ LI L .0
; b4 - ¥ T ialy i1 =
j s - il H iyt
Y o RARAR B naea: 1 e
: IR E . b “ . - . H n._‘o
M : e e T
1 «M». 4 It Y 1~ 1 133 _m..ﬁy.
- - H n
| | 1] 1358 : lig
¢ MR ~ . -
3 4 $ " . N e
! 3 -+ i
: 3 §:
o i 1 it 12 ,
! ! _~ BN a3 tt b4 _ bt —u {
. 2 ' N N .
i s +t1 1 - 3 pr 43 bt
[ g | ! 1] F+H v L 1l R SOUOUN
; A SULERSREARE TSR e T by, =
: reibi g we IS ik - .. PP By RPN
[ OnNno & y o ﬂ.lr.Iv. ! , jaas 2% \ * e ~
i N N A - - e e ot T3 T © .
3 — ~ - £ TH . * i o [4']
2 : = 1T | ™
w Hou - S r T 1 thLl Lol h
i IIJJILL Lo 1 H ¢
; c z K =+ ¢ > Wy o : 1, ..8 £ i
; ] a [ - R j& vr e -
", 25 : TH i ! LT e il LT : “
: Lo 3 aeus g L] 5 !
O ed a R R 1 } > 13 1 Q
¢ [-2 - -¥ - _'?05.!"0..% 'o'&o.‘o,ﬁﬂw\ + QGL” ebesoses PP tv...W 8 » 3 oXQ'O.W o
o v 8 ) 08 - " b4 [ . . +-8 U +tb ° ¥
' 3 a ] T i) . Hmuv ] cet o e .
" Py 1) A gt o o o 2 +t ' - ot 4o VVAL:T 14 TR PS - E s erergy B s o e - ces (3]
w TR ™ < Ly Lt A\,« . , ' ' e m___. ' 4.j : < ) i nL [20]
; oo S 18 1 8 L i b8 2 e veseeB o
TS & T i TTHTTF 4 I~ L ) ) u
¢ o2 A ! . A T . ¥ & .
’ .
¥y e TN i Pl 8 = 1H8 g = bt o ]
M T R MR ¢ 00 TiHy
: P e . aitas SHIH 2 ot
8 : : . i «
_~ r 3 4+ ” .Yov.vnd.fd V» -+ .“ - reve s Ko... .o“ .A rtteow ver o en ..W _
“ il T G ity TITN S I : |
3 ¢ ¢ HH } { IAJSENIES" . RN FYRYEN N TURTREETR. - = VU J
{ i ' I-.Vﬂ " L.,ﬂMA: " ! ! [RIRE At q_"e W ﬁ: AL N o i
m . ”r 4 g 1;4‘.~M rey i J:Lm r.w..?l..ZTrw.. ‘.ohr.c...Jw beaeesvey o cer - 0
m ;»hwhh it teada M . ; + v ty Y - .
: : H ) - ol
.v, TR T, Il Is : Wil = HUlEmEL:
m [ .094.!.1» s R amal b4 : [r.lv b4 ¢ - . - IR L4 U\ I - tf.u*l 4
i .0o«n~ wp. 4&.0 SXCIEES vegreets H - . E‘LJ.!;‘.{O....... g V..
t i $ M . . -
: s _nt:;? Aodite & LD ig 2 il MJ:C: >
- ' 44frr<v<<<4 ~ 2 MARRAE : T e 1.—4 v T T e “
- IEEERTTRETEYS 2RI LR R WA IN_..?»AOoO. = Lv.-ﬁo.qtt —ouv!o.nﬂ QH
{ : ! ﬁn : i . < : P © -
H . . s g . s
Boesdenipe #w:?m A aan e aa 197~ Laci L A0 -R TS d SORIRA1 HAn A b -
T rsssss e bt sessea - tececs e by eerensae « PO S O e
; . “ o e T v ° ¥
5 - VN » TP ; NUTISOTOINN * - JTOUE. I N VOSSO K
I o
: e U, . . . “w s e .. . « . - e e e . . s
4 g8sg8282°*2828 2828s82°282¢ - 828282*28238 .
; Y omoeN - < e~ - . DR - N e o - . .
; : : ) :
4 E E 4
1 ;
i [ RPN e A ribre s




T T T

time series (x, - y.). This last time series represents the filtered
time series and should have minimum noise prior to the event and enhanced
first motion during tue event.

Figure 3a also shows some of the variables used in the program. In
this case, the prediction span (ISKIP) is 150 time units which covers the
first motion and some additional oscillations. The total noise sample
prior to the event has a length (NLENG) equal to 750 time units. However,
since the prediction span is 150 units, not all of the total nroise sample
is available to derive the Wiener filter. After being shifted to the left
150 uniis, the length of noise sample actually used (LENGIH) in deriving

the filter is 600 time units. These various lengxths, plus several others,
are illustrated in Figure 1la.

The success of the filter can be evaluated by comparing the input time

series (top) with the filtered time series (bottom). For all three channels it

can be seen that application of the filter has resulted in:
(1) A decrease in the noise prior to the event.

(2) An increase in the amplitude of the first motion.

The reduction of noise prior to the event makes the first motion easier to iden-

tify. The increase in amplitude of the first motion is presumably due to
the fact that, in this case, noise had acted to reduce the amplitude of the
first motion. The resulting first motion should thus represent an improved
estimate of the signal prevailing at this time.

Application of the filtering technique to another set of infrasomic
records is illustrated in Figure 4. In this case, the prediction span is
somewhat shorter, 100 time units. Comparison of the filtered time series
with the unfiltered series reveals a large reduction in noise prior to the
event on all four channels., Presumably, there has been a comparable noise
reduction during the time period covered by the first motion. Thus, the

filtered time series should contain an improved estimate of the first
motion.

If the filters worked perfectly, the first motions in the filtered
time series would be identical on all channels. Since they are not per-
fect, the first motions differ somewhat. An improved estimate of the
true value of the first motion can be obtained by averaging the individual
filtered time series to obtain a mean value of the filtered time series
during the first motion. This feature is not presently included in pro-
gram MAXLKH, but can easily be added.

A last example of the application of program MAXLKH to infrasonic
data is shown in Figure 5. 1In this case, no infrasonic signal is present
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and the objective of the experiment is to determine how well a typical
sample of noise can be predicted. The prediction span is short -~ 18 time
units. A Wiener filter of length 18 is developed from this noise _eries,
and is used to predict the noise. The predicted noise series are shown
as the third graphs from the top in each part of Figure 4. When these
predicted noise series are subtracted from the input noise series (top),
one obtains the filtered times series (bottom). By comparing the bottom
time series with the top time series, one can determine just how well the
noise can be predicted. Perfect noise prediction would manifest itself
by zeros in the bottom time series. Inspection of the graphs for all four
channels reveals significant noise reduction for each channel. However,
it is quite obvious that the noise prediction is far from perfect.

It would have been desirable to perform further experiments with the
program. Unfortunately, because of the untimely termination of the con-
tract this was not possible, Some suggestions for further work is con-
tained in the conclusions and recommendations section.
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IV. CONCLUSIONS AND RECOMMENDATIONS

The prediction-error filter technique appears to offer a promising
means of digitally filtering infrasonic records to eliminate some of the
unwanted noise and background. 1In this technique, a sample of the noise
prior to an infrasonic signal is used to develop a Wiener prediction fil-
ter for predicting the noise during the first motion (first part of the
event). Application of the filter to the original infrasonic record yields
an estimate of the noise before and during the first motion. When this is
subtracted from the original record, an improved estimate of the first motion
is obtained. Results based upon application of such a filter to several
sets of infrasonic records - including two samples containing infrasonic
signals and one sample of pure noise - indicate that the noise does have
some degree of predictability, and that a significant amount of noise re-
duction is accomplished by the filter. However, additional experiments are
required to quantify how much of the noise is being suppressed and to deter-
mine optimum values for the parameters: filter length and prediction span.
These experiments can best be performed on noise samples, since one can com-
pare predicted and actual values of the 1oise. A sufficient number of
experiments should be performed to cover the various types of noise and
background that can occur in nature and to permit testing of various com-
binations of filter-length and prediction-span. It is also recommended that
an averaging procedure be added to the technique. This would permit the
averaging of the filtered time series from all the channels to obtain the
best single estimate of the first motion.

The computer program MAXLKH that was developed under the contract to
perform the filtering described above appears to be operating properly.
Except for the modifications that would result from implementation of the
recommended experiments, no changes are presently required in the program.
It can be run on digitized sets of infrasonic data.

Unfortunately, because of the untimely termination of the contract,
we were not able to pursue the other aspect of our research program - the
empirical analysis of the relationship between the characteristics of a
signal and the meteorological conditions prevailing along the path of
propagation of the signal. It is recommended that such studies be under-
taken in order to develop a technique for subtracting out the effect of the
atmosphere on the propagation of an infrasonic signal. Once such a tech-
nique is developed, infrasonic reccrds can be normalized to eliminate
atmospheric propagation effects.

Once a technique for eliminating atmospheric propagation effects is
developed, it can be combined with a noise suppression scheme to obtain
an optimum escimate of the actual characteristics of the original infra-
sonic event. Implementation of the recommendations made above would help

to achieve th's goal.
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