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Preface - -

This thesis is the presentation of the results of an extensive
literature search to discover applications of Bayes formula for tihe
solution of typical decision problems encountered by reliability and

maintainability, R/M, engineers.

]

The purpose of this study is to present an overview of the basic
elements and fundamental concepts of genersl decision theory and show
how they might be useful to the R/M practiticner.” It is hoped that this
brief e:posure to some of the orgasnized and systematic techniques to
decision.-making will create a thirst for more detailed individual
investigation for ways to treat similar situations arising in both
peréonal and professional life.w

My most sincere thanks are exténded to my Thesis Advisor, Professo:
A, H. Moore for his inspiraticn, motivation, and consultation. I am
also deeply indebted to my wife,NSllsvhose degrce of belief in me
was great enough to assign 2 prior subjective probability of thesis
completion equal to one. Bayes rule always works with a driving force

like that.

Lewis R. Vvhite
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Abstract :

. s s . R vos )
Bayesian statistics provide the necessary mathematical techniques

to pool all available subjective and experimental information ~when

estimating reliadility., The uncertainties associated with analytical

predicticns or limited test data considered separately are significantly

reduced when these two sources of information are combined, The
introduction of judgement and pertinent engineering theory and

experience to qualify point estimates is the key to realistic and

R

practical solutions to decision problems in which reliability is a

. e

primary consideration,

[P

a

A method for periodic reliability assessment is presented. 4

o S

hypothetical example is used to show how iterative inferences on

system reliability can be drawn from initial estimates of unit/subsystem

reliabil#ty and heterogeneous time and failure data accimulated during

various ‘stages of design verification, electrical performance,

environmental, ete,, testing. Sample worksheets for recording inputs

e B £R S st Tas  aTah = ATEA Ny et

required for the assessment technique are provided as an appendix.
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BAYESTAN RELIABILITY ASSESSMENT
FOR SYSTEM PROGRAM DECISIONS

I. Introduction

The.number of cost-plus type government contracts which permit
generous budgets for ertensive reliability/maintainability studies
and tests to minimize risk is dwindling. The time has come when both
government and industry have been forced Fo tighten their money belts.
The resulting squeeze has made backbones stiffer ;nd eyes more pointed.
In today's austere atmosphere, what used to be accepted techniques and
practices are challenged as potential candidates for modification and
revision in an attempt to reduce costs.

But although there is less money to spend, the requirements are
just as stringent, if not more so, The impact of this current climate
is felt throughout all organizational levels in the military-indusirial
complex, Essentially, practicaliiy and utility are the keynotes that
are replacing desirability; feasibility and availability. The
reiiability/haintainability practitioner must adjust to this new
environment,

The theme of getting the most for the money is really nothing new.
However, the recent reauction in recources has resulted in more
serutiny of actions taken to achieve this end. No longer is a sole
recommendation on a particular issue accepted at face value, The

following simple, straightforward and sensible quéstions are being

asked more frequently:
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.a, Is this the only way' to solve the problem?

b. Were -other solutions considered?

¢. Why is the proposed solution considered the best?
Decision theory provides the framework for systematically addressing
these questions and quentifying the uncertairties dssociated with their
answers, The primary purpose of this thesis i1$ to present a method

for periodic assessment of system reliability risk based only on ‘

analytical predictions and limited usage éxperience., Particular
emphasis is placed on the use of subjective provability and Bayes' ;
formula. These techniques have received ruch attention in recent years ‘
and considerable literature is available for those who wish to pursue i
more advanced analyses than the one presented, As an aid to those who ;
desire more détail, an additional study objective is to provide a
selective listing of references inwhich general decision theory and ;
Bayesian .analyses are uséd to solve.problsms of choice usually en- }

countered in the field of reliability and maintainrability, These :

techniques are considered to be valuable aralytical tools for assessing

wus 2

alternatives during the establishment, specification, verification and

demonstration of quantative reliability/maintainabiiity requirements

throughout a system's life..

To achieve study objectives, a comprehensive survey of recent

literature was conducted with the aid of abstracting, indexing, and

{
search services, The results of this survey and the subsequent -study :

are presented as follows: Section II summarizes the elements, conceptis

i
and notation associated with general decision theory; Sectien III ji
. TN . ; i
introduces Bayes! formula and outlines how it may he used to combine ;!'
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all available relevant ipféfmation,'bqth subjective judgements ard
objective data, in the decisioh process; Section IV addresses the
selection of prior distributions applicable to the reliability assess-
ment problem; Section V outlines a proposed method for applying Ezyesziun

techniques to assess the reliability of a system prior to formal testirg;

-4

Section VI provides a discussion of the assessment technique with a few

)

refinements; and Section VII contains the conclusions and recommendation

of the study. A supplementary vibliography is provided as an arperdiz,

Listed are both references which are probably directly applicscle to the

thesis but were not acquired, and also those which are indirectly or
remotely pertinent to the investigation but perhaps of
persons working in other functional areas in which the gz
presented are applicable. Also eppended are sample worksheets which

might bé used in situations similar to the example presented.
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’ II. Decision Theory Review

Since man was created, he has been making decisions. As the
species expanded, other men (and ofttimes women) started telling him
how he should make (or should have made) decisions. In recent yezrs,
startling new insights have evolved in the recommended processes Zfor
decision-making. Téday decision thoory is considered slmost & cdistinct
scientific discipline. Does this mean that, because we all mzke
decisions (or suffer the consequences from them),_we should rush out
and obtzin a rash of textbooks snd read up on the subject? The znswer
to- this question depends on the nature of decisions involved. \ost
decision situations are trivial and require very little thoughti;
therefore, to perform extensive analyses before making simple choices
would be ridiculous to say the least.

Nevertheless, there are occasions vhen there is much st stske and
thorough examination and evaluation of various options and their
implications are definitely in order. 1In these importan; cases, some
knowledge of the precepts and principles of decision theory can be
extremely helpful. However, it is stressed from Lhe outset that the
study and application of decision theory will not add to the information
available to the decision maker, but will merely help him orgznize the
relevant facts and ovinions in a manner vhich will assist him in
mdking a rational choice. Decision theory is essentially a logically
consistent systematic approach to the selection of ong of several

alternative courses of action available to a decision maker.

4
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‘The methodical approaéﬁ wﬂiq@nis outlined in this section should:
be recognized as z basic conceptual féémeWork for the analyticél'
treatment of decision situations. It should only be used as a guide
and not be considered as a dogmatic delineation of how to treat all
problems. Each decision situation is unique and must be handled in

light of its particular characteristics. A primary principle in

decision theory is that selection problems can be broken down into
their constituent elements which are usually easier to analyze. The
methodology also puts these individual elements in proper perspective
with each. other so, although they can be treated separately, the "big
picture" is not lost. The detailed analysis of these interrelated
portions of the problem are accomplished in various ways but each has
a common prerequisite . the willingness to think quantitatively.
This requirement is established so the powerful mathematical

techniques associated with decision. theory can be employed to
formulate and solve decision models. No longer does the decision
maker have to rely solely on emotion and intuition. However, the use
of analytical tools by no means eliminates or diminishes the importance
of a decision maker's experience and his instincts and insights derived.
from similar situations. Rather than reducing the need for human
judgement, the framework actually provides a mechanism for the explicit
consideration of personal experience and opinion. As a matter of fact,
the additional clarity resulting from the distinct differentistion

. between judgements involving the likelihood of an event and those
concerning the worth of an alternative is a definite advantage of the

process.

U
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There aéé.really‘éévéral:processeg associated Wiéh the general
study of decision theory, Thé}é is no agreea’standard procedure on
how to structure and solve decision problems. The synopsis. which
follows is a presentation of a process that is typical to the solution
of decision problems dealing with uncertainty.‘ The following parts,
principles and procedures are considered of the most value for the
decision maker who works primarily in the reliability and maintain-
ability arenra,

Basic Elements-

As previously mentioned, decision sitﬁa%ions can be broken down
or decomposed into:sets“cf\factorg which can be analyzed individually
at first and collectiyely late>., Of course it is more difficult to
disect and recombine partial analyses of problems which are more

- complex or have greater uncertainty surrounding them, Although the

decomposition effort may be minimal or extensive, there are several

sets of factors that are common to all decisions made under uncertainty.

Depending on the preliminary results of a partial analyses, this common

S o T
e 0 2R sk

or primary group may be augmented by an additional or supplementary

group,

Primary Sets. The primary group of elements consists of: a set

(it S Tar A g L AMLTLY LT

of the available alternative courses of action; a set of the possible

states of nature; and a set of consequences of each alterrative and

LEL R vy o g

state of nature combinatien.

. The action set will be denoted by A, ’

PTEI TSR

3 where A =‘{ai} for i = 1,2,.,.,m %

AR o s & A e i e e e e At 3
r

N T . L N L T ~ - ‘- v




GRE/MATH/66~11

<0
-—— - - -

and a; = a specific -course-of action -2 -

- .

m = the total number'sf alternatives which
are feasible and practical

There is no prescribed procedure on how to develop a list of possible
actions that migit be available. Obviously, the compilation of this
list deserves considerable thought to assure all reasonable options
are included. The decision maker is encouraged to apply his ingemuity,
imagination, and initiative to the fullest extent. The methodology
does require that members of the action set be mutually exclusive and
collectively exhaustive., The mutually exclusive property limits the
selection to 6;1y one member from thé set - combirations are not
permitted., The collectively exhaustive property merely means that the
list should be complete in the sense that cne of the members must be
chosen, Thus, the solution to the decision situation is the selection
of a single item from this action get, The primary difficulty in
making this choice is usually due to the uncertainties of the situation,
in other words, not knowing exactly what will happer should a particular
alternative be selected. These uncertainties usually stem from unknown
states of nature which constitute the secord primary set. The nature
state set will be denoted by 8,
where 6 ={0j} for j = 1,2,...,n
and Oj = a Poss?ble event thet can occur or happen

which is relevant to one or more of the

actions, aj, under consideration, Nature

exists in exactly one of these unknown states,

n = the total number of states that have a
potential impact on the problem,
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As in the action set, there: is ‘no-suggested way to enumerate all the

uncertainties involved in a particulaf decision situation. Again,
the skills of the individual decisiom maker play an important role in
judging the relevance of the many unknown factors bearing on a
particular problem. The decision maker usually has considerable
latitude.in»assigning members to the nature state set. However, he
must obey the exclusive and exhaustive rules previously menticned.
Therefore, he should clearly and concisely describe each event in the
set in a manner which prevents overlapping and assures completeness.
Difficulties.encountered in following the exclusive rule can be
alleviated by judicious definition and careful grouping of each member.
In many situations, it may be necessary to construct the set by taking
pairs, triplets and higher order combinations from other lists of
more okvinus factors. This technique is also sometimes helpful in
adhering to the exhaustive rule. Of course, it is highly unlikely
that each possible uncertain event cen be identified in. each and
every case. The time and effort devoted to the composition of the
nature state should be tailored to the importance of the decision
required. Essentially, the practical significance of the exhsustive
rule is that the list of uncertain events should-cover all the known
contingencies likely to affect the selection of a particular course
of action. This is not to say that there might not be unknown factors
that bear on the decision problem. Thus, there will be a few cases
when the consequence of a particular action will depend not only on

factors considered by the decision maker but zlso unknown unknovns.

e AR rame—

MO RTT IR T - PR AN SN SR




T TR

GRE/MATH/66-11

a
-
- - . -

However, in general, consequences _can be foreseen and it is convenient

< .o “ .

to designate them as a set.
The third and’ final primary set, the -consequent set, will be

denoted by C,

i

where ¢ = {C33} for i=1,2,...,m

= 1,2,..04

e
I

the result of a particular available course

of action, aj, if a specific anticipated

state of nature,f;, occurs.

and Cj j

A consequence is essentially the position, posture, predicament or
state of affairs associated with an indiviéual optibnal act and
uncertain event combination., 'Thus, conceptually, there are m.n
consequences possible in every decision situation, A particular course
of action, if selected, could lead to one of n consequences depending
on which state of nature. exists. Within this group, there are
consequences which are good, desirable, bteneficial, or profitable

as well as those which are bad, unwanted, detrimental or costly., The
final choice should represent an optimum balance among these positive
and negative features., Sometimes this choice is obvious. Many times
the selection requires no more than just considerable deliberation of
the facts on hand., But there are some instances ‘when assessed risks
are too great and additional data must be obtained and analyzed hefore
an effective discrimination among the alterratives can be made. When
these situations occur it is necessary to extend the basic approach

to include the formulation and evaluation of supplementary sets,

;Supolementary Sets. The supplementary group consists of two sets -

one «which includes the various ways to obtain additional information

7
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and one which includes~the'éupﬁiémehtqry data accumulated,

-

THe first supplementary set is really a family of possible

experiments, This set will be noted by E,
where E = {ey} for k = 1,2,...,r
and ex = a specific experiment

r = the total numter of experiments which are
applicable and appropriate,

Members of this set consist of any data collecition methods, techniaques,
plans, etc,, which can be used to discover more about the true stale

of nature, A working knowledge of statistical theory is a delinite

HAPTIIST we v

asset in the formulation and application of thic set, The marner and
extent to which sampling is accomplished directly affest the validity
and creditability of the results, Usually, both the type of zdditioral
? information needed and the methods of acquisition are obvious, The
‘ need for the data zcollected to be both representative and sufficient
is intuitive to most people. However, if experimentation is to be zn
importent aspect of a complex decision problem, ther. the advice of a

competent statistician is almost mandatory. His role will te to assure

-

\ that the experiments being considered can generate useful outcozes.
Whether personally observed or generated bty a sophisticated experifient
under someone else's direction, the resultart sample data consijitutes

the other supplementary set.

The outcome set will be denoted by X,

where X = {xl} for 1 =1,2,.,..ys
and x] = a possible outcome of the experiment set E
s = the total number of potential observations

of all ey in E.
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The size of this set can ﬁa;i from a few denumerable elements for
simple decision situations involving discrete variables to an infinite
list of items for complex prcblems involving continuous variables,

In most cases, the enumeration of all possible outcomes would protably
require an inordinate amount of time and effort, Generally, the

primary in&erest is to obtain an appreciation for the range of outcomes,
For routine, uncomplicated decision situations, the I1é7est and highest
values anticipated for the results of a small number of expspriiteris

are usually either apparent or easily obtained, However, in more
complex situations, the assistance of a statistician is highly desirable,
Both the range and other meaningful characieriztics of the ejpected
results can usually be determined {rom mathematical equetidns, tables

charts, and other statisiical “tools not understocd by al

[
2
a
[¢]
IW
in
fode
o
3

makers., One such tool is Bayes Theorem which allowz the pooling of
all available information when making inferences ebout urknown quantiiy
(i.e., the true state of nature §). This Theorem, and the rslatei
prior distribution (which reflects knowledge before experimentetion)
will be addressed in more detail in the next two sections. The
importance of the roles that these topics have in the overall decision
process will become apparent shortly.

Fundamental Conceots

In the preceding discussion, a general description of the essen-
tial and auxiliary ingredients was provided along wj&h some of the
conditions and constraints for their formulation. Now, general guide-
lines will be outlined on how to shape these basic tuilding tlecks and
construct a fundamgntai framevork within which a variety of decision

problems can be'solved,

11
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Definitlon -of the Protlem' First and foremost in any protlem

solution process should be a careful examiration of the issue or question

raised., Odiorne defines a problem as "the difference between present
condition and desired consition" (Ref 15/:15), He also states that
cbmmipment is necessary for problem solving for "the committed man hes
to choose and decide among alternate solutions and moves. The un-
comnitted man can delay, put it off, ard nrot get things done.®

(Ref 154:16). These "things to do" constitute ﬁhe desired cordition

or objectives, Objectives should be stated in clear concise terms
which collectively can be a guiding light providirg illuminating
direction toward their -achievement. The precise and complete delinca-
tion of the difference between what is wanted and what is available
is a primary prerequisite {or future efforts to bridge the gap by
enumerating ard evaluating the alternate avenves available,

Assessment of ithe Uncertainties. The impact of each of these

options is dependént on an unknown state of nature existing at the
time action is taken., Although the exact state is unknown, it is
assumed to be a memter of the set, @, of possible states, In most
situations, the members of -@ are not all equally iikely to occur,
In fact, the decision maker may have encountered similar situations

and thus has a basis for weighing ‘a particular Oj more heavily: than

others,

The Englizh language has several words to describe
aspects of the uncertainty that is felt on such occasions:
one of them, likelwv, har been used in the previoug sentence,
Others are nro:aule, er diil., plausitle snd exprescions
derived from words like chanes or oddz., Gur aim is o
describe this uncertainty numericallys; for number is the
essence of the scientific method and it is by measuring

things that we know them, (Ref 137:13).
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f;g.term which will‘ﬁe uéed.éhébugﬂﬁut this thesis. is probability.
It is intended that a generic definition apply to this yardstick for
measuring uncertainty, Subsequent to the following discussion.on the
various kinds of probability, the word will be used without qualifying
adjectives.

Th; word "probability" is used by practicing mathematicians and
statisticians in several different ways and means different things to
different people., To circumvent these ssmantic obstacles, various

descriptors have been used to provide more explicit definitions,

Typical of the phrases often used are those discussed by Good:

...8 physical probabilitr (also called "material proobability,"
"intrinsic probability," "propenszity," or "chance") is a
probability that is regarded as an inirinsic property of the
material world, existing irrespective of minds -ard logie...

A psycholorical probability is = degree of velief or

intensity of cenviction that is used for betting purposes,

for making decisions, or for any other purpose, not neces-
sarily after mature consideration and not necessarily with

any attempt at "consistency" with onets other opinions...

When a person or persons, called "you," uses a fairly consistent
set of probabilities, they are called subjective ("personal")

or multi suojective ("multi personal") protabilities. (Ref 94:6).

Thus, physical probabilily corresponds to the relative frequency
interpretation, and is measured by observing how of?en a particular

event occurs in relation to the total number of attempts made. Subjective
probabiiity (the special case of psychological probabilities to which
future discussion will be limited) applies when "one is quantifying

his personal. judgements based on his experience and knowledge, insight

and information.," (Ref 116: 28), The mathematical properties of both
these general classes must obey the postulates and laws of probability
theory. Using the event set notation and defining P( ) as "the

probability of the event ( ), the three basic requirements for

13
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matually exclusive ‘(or disjoint),qygn@s are as follows:

- s -

- -

(1) o<p? (Oj) €1
(2) p(®) =1
(3a) P(6, or 8, or ves) = P(Ol) + P(02) T oeee

(3b).P(Oj and -any other 03) =0
Rule (1) represents the only new requirement since rules (2) and: (3a,
3b) are merely reexpressions of the exhaustive and exclusive rules,
respectively. Rule (1) car also be satisfied if odds are gquoted
for uncertainty. For example, if a. particular evgnt is favored 4 vo 1,
the equivaleﬁi statement is that it is likely to occur 4 out of 5
times or with .80 probability. Another aid in establishing a number

between 0 and 1 as a measure of likelihood is the comparison of the

chances of a particular event with those of a random point falling
within a designated area of a unit square, (Ref 137:19).

Comparison of Conseguences. In addition to evaluating the data

(either objective or subjective) relating to the likelihood of the state
of nature, P(Oj), the decision maker must also examine the potential
impacts of the individual choices, &;. As previously stated, not all
consequences are equally favorable, Thus, the decision maker should
list the poséible consequences in a relative raﬁking sequence which
reflects the degrees of achievement toward the objectives. Obviously,
the particular consequence which represents the greatest step toward
the goal is to be the most preferred, Also, great gains should rank

higher than shorter ones, Therefore, as Lindley explains: ‘

1/
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It followc that the next task is to provide something more
than just a ranking of . the congequences, In order to:do

this a standard is introduced and -ccherent comparison with

it prOV1des a rumerical assessment, just as with the- uncertain
even's, In the case of probabi‘ity, the standard wac a
random point in a unit square, For the consequences, two
reference consequences are used; one of these is better than,
or at rate not worse than, any of the -consequences in the
relevant table; the other is similarly wor se than, or at

most not better than, all the Ceje (Ref 137:52).
He goes on to develop a separate probability measure relating to the
attractiveness of a particular Cij in comperison with the most
preferred consequence. He calls this numerical measure "a utiliiy
of the consequerce." (Ref 137:53). .

Characteristics of Utility. The numerical measure for corsegu

- 24

does not have to be a provability function, In fact, a gquantitative
yardstick, although highly desirable, is not mandatory., Qualitative

.expressions may be used if more appropriate. Miller states thai "in

addition to the common practice of measuring the utility of conssquences

on an objective scale such as dollars, gain may te a more subjeciive
concept including factors such as reputation, happiness, security, or
any other characteristic associated with well-being." (Ref 148:37%).
In addition, Schaifer indicates that "consequences might also involve

"physical assets, technological know-how,...the behavior of various

people,...and the decicion maker's own personal position,,."

(Ref 186:40). The point really is that there is no common dencminaior

or standard dimension against which the worth of a consequence can be
.gauged, However, there is & definite advantage to using numerical
méasures. because they are easier to handle mathematically, The tracic

requirement in assigring a quantitative indez to a value judgement is=
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coherence, A decision:m&kef is_considered -coherent if he uses a N 3

A

utility funetion which assigns a higher utility number to-a most
preferred consequéence and -equal numbers to consequences for which ‘he
is indifferent., A particular quantity for a utility measure may be
désigngted U(cij) and may fall within any arbitrarily selected range
that is appropriate to the situation,

Calcu}at;oh of Expected yg;gg. Orce the numerical measures

P(Oj) and U(Cij) have teen determined, the next step is to combine

them in a manner that the relative merits of the various a; can be
assessed, To do this, the quantity known as expected value will te -
used, The expected value, or matﬁematical expectation, of a particular ;i

8y, vritten E(a;) can be computed from the following relationship.

E(a,) = u(c, ,)P(8, '
(ay) 32; (c, )P0 o

Thus, E(a;) is a measure of the exteént that a; can solvé the problem

considering the circumstances known to thé decision maker., The

M B e

logical choice is to select the altefnative from A whiéh has the
greatest E(ay). Since this choice is highly dependent on the P(Oj),
these quantities must reflect all known information about ©® - not
necessarily jus? the recorded resilts of sampling: Bayes Theorem
serves Aac thg‘bqsis for the current practice of combining subjective :

and test data,
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"III. Bayes' Theoren

Bayes Theorem is essentially a simple relation betvser protacilities
that two different. events will occur.. The basic expression which

describes the relationship is

P(A/B) =_P(A) P(B/A ,
PZB§ ‘ (3-1)

where the / is to be read "given."

-

Development
There is really nothing special about the formula per s¢ - its

derivation is quite straightforward,
Consider the "probability diagram" depicted in Figure 1, where A

and B represent two events (not disjoint as were the Oj).

’ N

P(4) P(B)

PﬂA and B) = P(aB)

" Figure 1

Probability Diagram
(from Ref 213:34)

The probability of event B given that event A has occurred, P(B/A) is
the portion that common shaded area, P(AB), is to the total area P(A).

In equation form,

P(B/A) = P(AB;
/ P(A (3-2)

17
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Likevise, P(A/B) can bé deternined by s

P =
(a/8) E%g} (3-3)

Note P(AB) 1s common to both equations and thus
P(AB) = P(A/B) P(B). = P(B/A) ‘P(A)
When eech term of the latter equality is divided by P(B), Bayes

Theorea results,

P(A/B) = g(g[%‘ ) P(A)
P(B (3-4)
1ntex_'gr6fcatiop
So what is all the fuss about an easy rearrangement of terms?

The answer is in how these terms may be intorpreted, Addressing each

term individually and replacirg A with OJa ; and B with xy¢

P(Oj) = Prior provability (what is known about §
before aiditional data x is available)
P(xl/oj) = Likelihood of obsérving x7 (how probable
is the sampling results, assuming the true
state of nature is a particular &) A
P(xy) = Probability of test observations for any 6y
in @
P(Oj /x) = Posterior probability (wh.at is known about Oj

after x) has been obtained and analyzed)
Thus, Bayes Theorem provides the framework which allows redetermination
of P(Oj) based on additional information., Decisions' dependent on
knowledge of P(Oj) are tetter when based on all available information,
But there is some controversy between the Bayes approach and classical

statistical methods when some or all of the prior knowledge consists

PR
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The Xey to the quention cancerning the applicabiliiy -of Payes
Theorem for updating P(#:) is the use of subjective raier i‘han
objective information to establish the prior probabiliiy, The arguzent
-advanced by the puristi is that the introduction of intuitior ard guess-
vork intoc statistics constitutes an unnecessary bias ani the resuliart
inferences made .are not valid, The reason for these doutlis 1= centered
-around the various definitions of'pgobsbility discuecad in the previous
section, Essentially, there are tuo schools of thought which ere
prevalent today, For future discussions, the terms designated ty Veir
‘for the advocates of these two philosophies +will be used:

(1) "Classicist® which will refer to the graup which

adopts the frequency interpretation of provaviliiy, Tais

faction believes in the concept of unknowm parureters

located at one unknown point, which can be estimates with

increasing precision as iest data builds up; irfortetl

of a non frequency nature carnoi be directly used in

estimate, Probavilities based upon cutcomes of gazes o

chance (e.g., flipping coins, tossing dice, dealirg car

are of course subject to a frequency irnterpretation. =

ratio of successes to %otal trials over the very long
can be nearly equated to the probability of the event,

e

(2) "Subjectivist" which will refer to the group which
while dealing with the frequency application of proratility
to games of chance and otner applicatle situations, &lzo
believes that protability theory can be applied to questions
-of degree of belief in propositions (e.g., the protability
that there is life on Mars), This faction believes it is
sensible to talk of probability distributions of parameler
based upon degree of belief in the locaticn of the perameter;
this permits btoth frequency and non freguency informaticn
to be combired using the ceniral frameworx of Bayes Theorenm,
(Ref 213:345),
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It is not the intent of this uorkffb delve into the controversy
but merely point out its existence, A rather comprehensive discussion

of the pros and cons of each of the approaches is prasented by Hahn,

in the proceedings of the 1945 Géneral Electric Seminar (Ref 21L:Sec VIII)..

In spite. of the cortroversy, Bayes Theorem and the more inclusive’
field of what is sometimes referred to as "Bayesian Statistics" have
been described as an important step {orsard in removing some of the
constraints of classical thecry (Ref 172). Some authors point out that
"Bayesian techniques complement clgssical, stat1;£ical methods rather
than replacing them." (Ref 74:%5).. This is especially true when the
techniques are applied to reliapility estimation ard assessment protlems.
Application to Reliability Prezlenms

Schulhof and Lindstrom have stated three primary factors which
have gererated tne need to replace tire nhonored classical methods with
more modern schemes:

1, Products are becoming more complex and correspondingly
expensive,

2, Time is at a great premiunm,

3. High reliability is bteing toth demanded and achieved.
(Ref 187:684).

The. paradox is one of greater requirements tut fewer resources to
verify achievement, The "Classicist" by ignering prior subjective
estimates on th; range of the failure rate of an item in essence makes
the implicit assumption that the item may possess any failure rate
(e.g., 0K N<o0) (Ref 153:3). This hypothesis is extremely costly
from the standpoint of the inordinaie amount of testins required to

narrow in on the true valus for a reasanatle depree of assurance,

e s
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The Bayesian approd@h.fzzaéﬁizgs the value of past experiénce and

Y

admits any dats - theoretical limits, quantified beliefs, intuitions,
vhatever - into the analysis. This prior information reduces the scope
1 of sampling to a finite range with resultant savings in time ard money,

Iterative analyses .may be -performed to provide periodic updates con-

cerning :a system's .reliability,
Bayesian methods -can use knowledge gaired from developmsnt
testing to indicate the reliability of equipment at each
stage of its development., Tests may also be conducted
3 during design develomment for purposes other than reliasbility
] estimation with full expectation that the data can be inte-
.grated into a reliability estimation procedure with
reysonable statistical validity: It is possible to ascertain
by these methods whether a specified system reliability
redquirement has a reasorably good chance of being achieved.

3 Conversely, these methods will show whether specisl effort,
£ such. &y redesign or modification, is warranted, by irdicatirg
F the existence of a low probabiiity of design reliability

achievement,

By having this objective information available concurrently

with each phase in design development, the designer is

enabled to make nececsary improvements at an earlier state, \
This makes revisions more compatible with costs, schedules, ;
tool desigr, and other important factorsz, -and makes achieve- :
ment of the contractual reliability requirement more certain,

As a consequence, the number of tests required to achieve i
and demonstrate a reliable design can be reduced, resulting .
in time and cost savings. (Ref T74:5). t

H
In summary, the following are considered practical advantages of : }
using Bayes techniques for estimating reliability:

1. The estimates take both predictions and test data into
account, i

2. The estimates give reasonable results for little or no
test data,

3.. The estimates agree with the classical estimates for
large samples, (Ref 187:684),
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. .Of -course, there‘arei&giﬁ%ﬁgﬁs to ueing Bayesian techniques. In
addition io. the issues raised bty the "Classicists," there is the
obvious problem of erroneous initial irformation, Wwhat happens if

incorrect assumptions. are made .or faulty logic was used to formulate

‘a- considered opinion? How accurate car an overall firal estimate or

assessment -be if based on imprecice irputs? Fortunately, Bayesian
methods have an inherent corrective feature since as the quantity of
subsequent test data increases, the initial estimates tecome over-
shadowed, If desired; the effect -6f incorrect prior information can
be reduced to any stated level by éﬁfficient edditional testing, As
previously stated, Bayesian estimates agree with "Classicist" estimates
after an exhensive amount of test ani operational 1life data has been
obtained,

The question which must be answered now is "How does one. quantify
his subjective appraisal of an item's reliabiiity in a manner that is
usable?" This is acccmplished by using availetlé reliability pre-
dictions and related statements of uncertainty surrounding them.
Basically, the parameters of the applicable system failure density
function are considered to be random variadles, A probability
distribution function: for a parameter is established based on the
point estimate and expected raiige of the predicted value, This para-
meter distribution is known as the prior distribution and is subject
to modification as test data becomes available, Typical prior
distributions encountered in reliability and instructions on how to

generate them are the subject of the next section.
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The ‘heart of a Bayesian statistical inference is that a
probability distribution is assumed to exist for the unknown true
state of nature 8 . This prior distribution ecsentially reflects the
amount of knowledge, or degree of belief, before the results of expe-
rimentation are available, If absolutely ne information is known,
all values of @ are equally likely, and logic dictates a Uniform
‘prior distribution. However, in v;?tually.all reliability problems,
there exists a significant amount of information from generic or
similar parts documented in various handtooks, Also, according to
Gottfried and Weiss, "experience indicates that the failure rate of any
device is bounded on the left (non~negative) and skewed to the right -
iggger failure rates than expected are less surprising than smaller
values," (Ref 100:603). Although there is no widely agreed rules on
how to select a suitable prior distribution, Babillis and Smith have
established what is considered to be minimal criteria:

1. The prior distritution must adequately reflect what is
actually ‘kncun before test data becomes available., That is,
the distribution must be consistent with the available prior
knowledgé of a coamponent's reliability.

2. The ﬁrior distribution shovld not imply any assumptions
about unknown information concerning the reliability of a
component, In other words it should remain as maximally

noncommittal and as unprejudiced as possible concerning
things which are conridered unknown.
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3, The prior distribution ehou’d rot lead to-absurd
-conclusions ‘concerning the component's reliability vhen
it is modified by the dats. The selected -apriori distribu-
tion should not lead to results whish are inconsistent
vith vhat 18 known or intuitively felt...However, it is
important to realize that these *neoneistencies may only
be evaluated in terms of what was orizirally thought to
be known. If pertinent informaticrn ie withheld in
establishing the prior distribution, {nie same information
may not te used to-discredit the resulting posterior

distribution,

4. The resulting equations sfiould te tractable by

available mathematical methods, 7Tale ie purely a prag-

matical corsideration based solely on the desire for an

ansver, Through this same crack ir the otherwite logical

framework also creeps a certain elezent of €mpiricism

which requiree drawing upon experience o get the technique

started. (Ref 63 357).
Although the above criteria are general, they do serve the purpose of
narrowing the selection procecs. Perhaps scmeday simple algorithms
for establishing priors will exist, As of thie writing there is
conciderable effort underway to find ways azni means for formulating
protability distributions for reliability incices. For example, Rome
Air Development Center has a current study contract with Hughes
Aircraft Company to develop methods for fitting prior distributions
to empirical data and combining priors from eimilar but not identical
equipment., The reported results of initial efforts are quite promising,
It has been concluded that it is entirely feasible to fit prior
distributions to equipment level Mean Time Between Failure, MTBFs!
although the amount of data currently in exisience to do so is some-
what limited. It was also determined that the probability of MTBF
is usually well described by an Inverted Gazma Distribution when the
assumed equipment failure time is exporentially distributed, (Ref 182).

Since MTBF or its reciprocal, the failure rate A, are the most

24
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commonly used nea_mr;s« t"or. ﬁixhe. deperdent reliébilit;', one merely §
has: to determire which member of the family‘ of Gamma type distributions ! f
is applicable to the situation. Hci does one translate his knowledge ' §
concerning the most likely single value and range of uncertainty for %
MIBF or A into a Gamma distritution? E

\

A’ssigni_r_g' Gamma Parameters

The Gamma family of protability distritutions meets all the
previously stated criteria, In the most ccomon form, it is described
by two parameters and is ‘very flexible, Also, the selected -parameters
combine readily with Poigcson sampling stastistics (the Poisson process
is an experiment which observes f failures in t time) which is a pre-
requisite to meet the fourth criterion for priors, If a Gamma prior

is updated with Poisson data the resultant pesterior is also a Gamma

3 ) distribution, This property is very convenisnt for calculation
purposes,

Now that theigdiitability of a Gamme for= has been somewhat

Justified, an explanation on how it fits into the overall decision
making procedure is in order, If an eguipment failure rate N is

assumed to be a random variable, then

P(0) = g(r;a,b) = b )81 tA -
ra) (4-1)

for a,b,A>0

The probability of a particular outcome of the Poisson experiment

(x = £ observed failures in t time) s Eiven the true state of nature

v (0 =)\) can be expressed as
P(x/\) = p(£/t,\) = (At)T o= AL o
r1 (4-2) '
25 ‘
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The remaining term, P(x), of: the>Bayes formula can te determined in

S

the following manner

P(x) = f P(x/0)P(0)40

- _/;w P (f /t,N) g(hs8;50) da 7 {4=3)

Thus, from the Bayes relationship (3-1)

() f e~Mb 2 \e-l -0}

P(8/x) = P(N/£,t) = £ I(a)
w .
[ ()t e e? f‘l e'b’f aa (4=4)
o ' £1 I'(a)

Now that this specific case has been defined, the general expressions
involving @ and x will no longer be used, and the expression for the

posterior distribution can be reduced to
)‘a+f-l e~ A (b+t)

P(ML,t) = ) N
[ -1 g Mbrt) 5

(4~5)

by letting ¥y = A(b + t) the denominator becomes

%

: ) p

: ¥ a.fle:_y

' b+t b+t
o -

which can be solved by rearranging terms,

a+f o0 a+f-1 -y at+f
( 1 y e dy = ( 1 P(a+f)
b+ t o b+ t (4-6)

Substituting this result in equation (4-5)
(b + t.')a1+£‘ )‘a+f‘-1 e-)‘(b%t)

PIN/f,t)
, I'(a + £)

L

g{hja + £, b+ t) (4=7)

.~
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With this procf, a better appreciation for the 1nterpretation of ;
]

the meaning of the. parameters a and b. is possibls. Since a and f are

equivalent quantiﬁies, the former can be considered what has been !
‘termed as & "pseudo-failure”; likewise, b cen be thought of as "pseudo- :

So by assigning values for a and b, one may

time" (Ref 214:5-6).
assert his extent of subjective confidence in predicted equipment

failure rates. This may be done by examining the mean and variance

of the Gammda form defined in equation (4-1),

- 8
k=3
R=-8a -k '

" p2 b (4-8)

it A, -
s e st b i .
e T Uy

If the predicted value hp is equated to the mean, then

Np =

(o]

[N

2%
b
Thus, by assigning a and b, one is really stating his belief concerning

(4-9)

Skt

the number: of épséudo-failures" and the amount of "pseudo-time"
reflected in the predicted value, For example, if kp = B X ‘[0"6

then the followxng combinations are possible and are liste? in order ,

of 1ncreasing certainty from left to right:

a, 01,05 , 1 , 5 . 10
b 3000 10,000 ooo 205 uOO 100,000 200,000

The importance of carefully selecting values for a and b that
realistically correspond to prior knowledge cannot be overemphasized.

Understatements are costly because of extensive sampling required to

narrow the resultant wide range (i.e.,, large 02), Conversely,

o
A skt A b o Ak e e . " - -
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overstatements are ill qdéig§5ﬂg§péuse of the significant contribution
that the prior will have on thé posterior and thus the decision to be

made, With these cautions, three methods will now be discussed which

address how to select values for a and b,

Upper Bound Method. Two.known bits Jf information must be
provided if two wiknown quantities (in this case a and b) are to be
determined. The predicted failure rate Ap represents only half of
the required input., This value must be combined with another statement
relating to additional prior khowledge about the failure rate. One
way to encode a conviction of beliéf concerning a reliability prediction
is to assign a probability, p, that the true failure rate is no greater

than a particular upper limit A, . Once this is done, then can be

Ap
considered to be either the mean or median value of the prior
distribution and published tables or graphs can be used to select
values for a and b which satisfy the probability statement,

(Ref 214:A2-37). The value & is the same for any Ap and A combina-
tlon with an identical discrimination ratio A\, /kp,and extent of
certainty, p . It was found convenient for later use to tabulate an
assortment of what is considered typical Au/kp and p . The values
for a for discrimination ratios frem 1,50 to 10 and p brom .67 to .99
are given for kp equal to the mean in Table 1 and Ap equal the
median in Table II,

Coefficient of Variation Method. Another way to describe

uncertainty associated with a prediction is to state the extent of
possible inaccuracy in terms of &n estimated standard deviation, If

an engineer ctates "I think kp is the true failure rate but I could
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Values for a if xp ‘“Assi‘gned Median
p =P(NEN,) \
\ 67 .75 .90 .99
| ST — - '
\p a vy a Yy e |V, a Yy
1,50 |} 1.0 | 1.10 }2.50 | 3.30 | 9.0 |12.2 }29.0 |43.0
1.75 .80 | .90 |1.50 | 2.10 | 5.7 | 8.7 | 14.0 | 2L.0
2,00 .70 | .80 |1,00 | 1,40 | 3.0 | 5.3 | 9.0 |22
2.50 0 | 60 | 0 w92 |17 | 3.4 | L9 215
3.00 | M50 45 | 50 65 | 1.3 | 2.6 | 3.2 | 8.2
4.00 37| 0 o0k 0 | 12 | 205 1.5 ] 5.7
5.00 33| .19 | 35| .40 T 2.3 ] 13| s
7.50 | .30 | .18 | .32 | .35 5o 2.2 9 4.6
10.00 290 1| o) 33| | 21 7] L0
Table II
Values for a if kp Assigned Mean
¢=.§.U. p=P(AS \,)
e}
Ap .0 99
7.0 28.0
3.0 13.C
2,0 8.0 :
0.9 L2 .
0.6 2.5 P
b
0.3 1.2
- 0.9 »
.
]
- 002 “

|
5
E
-
f
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be off by a factor of m" theh &5ﬁand m can be used to compute a and
b as follows:
A, 8
P 3
. ¢ =m), = a
v P b2 (4.-13)
from which
a =1
me
b =1
R . (4-11)

Also from equation (4-10) it is noted that m is the ratio of the
standard deviation to the mean which is. defined to be the coefficient
of variation, To assess the impact that the choice of m +i1l have on
the final decision, the mean .of ‘the posterior must ve examired., The
revised éséimate of the failure rate ap may be written

o = 1
za+f="¢f + R
b+ f

Py

1
t,+.[2
o xp (4~12)

Thus, if there is no uncertainty associated with >Kp thenm= 0

reflects total confidence, 1In this case lp = kp irrespective of

test data. Conversely, m =0 corresponds to total igrorance ard

ap = £/t, which is the best estimate obtained from test data only,

Babillis and Smith have stated:

For the time being the Gamma prior is being applied with either
m=0.75 or m = 1,75 depending on whether the test data
reflects no failures or some failures respectively, General
experience with this system has veen favorable, &ri develop-
ment efforts have been planned to provide substantiation and

or refinement of' the approach, (Ref 6:361).
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Also, Feduceia reports that based on data.déaling with observed ve
predicted MIBFs of over one ‘hundred ground electronic equirmeri and
éystems, the value of m was found equal to 1,38, If similar data
exists for other types of equipment, then a more mearingful value for
m can be determined from the sample rears and standard deviation.

Equivalént Test Time Mathod., The last technique to bé discussed

in this paper addresses the predetermired contribtution that a predictel
value will have in the final decigiorn, The basic approach reflectedi

in this method is to relate the unceriainty associated with the
prediction with the amotnt of usagé~experie:ce likely to be encountered
before the firal decision. If one has hizh confidence in initial
predictions, he has less need for additionai experimertation,
Conversely, if predictions are considered someswhat inaccurate, then
greater reliance on tesi results is in order, Usually, the tims
associated with a test program is -either specified or can easily tz
estimated. Then any emount of "pseudo-iime" can beé assigned to be
compatible with a desired extent of corntrizutior to the total time

on which the final decision will be tased. For example, if a 10,0C0
hour test program is ezpe;ted and the decision to be made i¢ to be
based on 0% test results and 10% prediciidrs then b = 1000 would be
an appropriate assigrment,

If the preselected portion of expected test time, b, is combined
with Ap, a unique Garma distribution can ve defined, The obvious
need is a relationship hetween prediction uncertainiy and the extent
that the prediction should contribute to the posterior estimate,

‘There are no establiched guidelines on this issue, however, it is

31
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suggested that after careful a¥d considered thought, a relationship
could be devised for a particular program, For illustrative purposes

-

in the next section, & Hypotheticel reletionship is given in Table IIT

- below.
TABLE 11T . e
//,
Equivalent Test Tire for Priors e
- T . T - 7
Degree of Belie! [ Percent Contritution |Divisor for |~
in Predicted Valuel.of Prior Paramsier b | Test Time T
%
0.99 0475 L~0.33
0.% ’ é-.fff/‘*/ | 1.0
0.75 : .25 3.00
0.67 1. eas | =eo

In addition to time dependent relisbiiiiy problems for whiehn
Gamma diét?ibution§ apply, there are cases when time is not a factor.
In these situations, it has been shown that distributions from the
Beta family meet the previdusly stated criteria for priors,

Assigning Betas Parameters

As ﬁith the Gamma family, a Beta distrivution is also defined by
two parameters and thus & wide range of priors is possible, The
assigned parameters combine readily with Binomial sampling statisties
(the Binomial process is an experiment which observes s successes
in n trials). If a Beta prior is updated with Biromial data, the
resultant posterior is also & Beta distrisution, In this case, if

the success ratio p-is assumed to be a random variable, then

% ) M: [

By Ay S @ b R
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. (# -fl;) ip®1 (1p)? -¥1 . -
B(Psé,1) = =~ -
(o-1)t(n -0-1)¢ (£-13)

‘Tor 0 ps1

- ‘,

. 1>0
The probability of a particular outcome of the Binomial expsriment
given p, can be expressed as follouws

- nipS(1-p) -3
s! (n-s)!

b(s/n,p)

It can be shown that the posterior districution, P(p/s,n), is &lsc

[{]

Beta;, B(p;¢+ & % + n), The mean and variance of the two distrituilon

are:

Prior Posterior
p= ¢ p= ¢+ s
n 7 +m
2 (-9 o2 (¢ +s) (n-¢+ r-s)
7(n-1 ) (2 +1n) (7 +n-1)

“he same rationrale used to assign a and b for a prior Gamma distribtu-
tion can be used to select ¢ and n for a prior.Beta distribution., This
discussion on the Beta distribution is presented for comparison with
the time dependent situation for completeness only. The example in

the next section does not illustrate the practical application of this

distribution,
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V. Bayesian ééliabiliiv Assessment, Examgle

Now. that the necessary tuilding blocks have teen .explained, they
will be used t6 -construct a framework for the periodic assessment of
system reliability based on aralytical predictions and results of orly
limited testing. The proposed scheme will :be presented by way of a
hypothetical example,

The Original Low-level Detector, -OLD, system has been in service
for the past twenty years. Because of break througns in technology
pertaining té'electronig Jamming de;ices, this system is now only
marginally effective in tracking targets. Also, the OLD design is of
vacuum tube vintage and has reguired increasing amounts of downtime for
maintenance in recent years. Logistics costs to support this syster
are inordinate because of limited. sources of supply, since most tube
manufacturers now concentrate on the productior of solid state devices.
A modern more effective system is currently being developed to replace
tg; obsolete OID system,

The Network for Early Warning, NEW, system prototype has been
assembled and factory testing is now in progress.. Because of the
urgent need fof‘the NEW system, the development and ‘acquisition
contract was structured for concurrency., The terms and conditions
of the contract stipulate that the release of funds for production
will be predicated on satisfactory demonstration of system performance
capability. The procuring agency and contractor have agreed on the

portion of the total test program which must be accomplished prior to
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production release. It was.decided that the formal reliability test

P—
aintin U

required t6. verify achievement of the contractual quantitative require-

R

ment could be deferred urtil after production commitment. However, an

assessment of the inherent reliability designed into the NEW system

must be made to determire if a minimal acceptable level has been

achieved, If a threshold value carnot be redched, it will be necessary
to redefine the system rejuirements ard initiate a redevelopment effort

for an alternative replacement for the OLD..system, This contingéﬁcy

system will be desigrated ¥¥Z, Yow that the foundation hds ‘been: laid
for this case study, tize reraining presentation will adhere to the
established tlueprint for solving decision problems,

Definition of the Probl§m

The primary objective of the designated procuring activity is the
+ timely introduction of & cost-effective means of s;tisfying the.
operatioral need for sufficient warnirg of an advancing aggressor.
Although the NE{ system is based on existing technology to.a great
extent, it does contain some innovative features which constitute

technical risks. There are many component types in the NEW system

which are state-of-the-art devices and thus have questionable reli-

v ————

ability characteristics, Although there are other uncertainties

associated with the NEW development effort, it will be assumed that

they will be addressed separately, Thus the problem will be defined:

"From a reliability viewpoint, determine the advisability of committing

[ T

funds for productiorn of the NEW system.," Thus A is the set of actions
that a decision maker might take regarding the release of production

funds, For illustrative purposes, the folleowing choices are assumed:

s e
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= Release the:fu%ds;~pro¢§ed’into produc{ibn.-

. ) .'1
a, = Wait three months for results of performance testing ,
‘ ¢

: in: progress. ‘
1 ' a3 = Walt six months for results of formal/reliability test.
9£1=‘Cancel progran; initiate development of the contingency ;

system,

To evaluete thesé options, the technical risks associated with NEW

system reliability must be evaluated. C

Initial Assessment of Uncertainties :
: The unknown gquantity in this decision'situatibn is the true system ;
5 reliability. So in this casé specific values for the system failure
rate, N , will constitute the possible stales of natﬁre. The
contractual requirement for the NEN systenm is 10,000 failures per

) million hours, fpmh, To assess the provedility that the inherent ;

reliability is less than, equal to, or greater than this specified
value, it is necessary to calculate a point estimate prediction and

address the variability associated with it. At the critical desizh

review for the NEW system, the information presented in Tables IV

and V was presented by the contractor,
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'NEW System Reliability Predictions

Failurgéﬂates ‘ Pr |

-\ N (x10°%) j()‘.s)‘b)l
Sl Unit/Subsystem ‘ -

: \ ' AP i ) AU i P

A Arrey Antenna | 2500 | 10000 | .75

B| Beam Selector/Steerer 750 | 3000 | .90

¢| Control/Display Console 700 | 2100 .0

D} Data Processor | 300 600 .99

E| Bmitter/Detector -~ 600 | 3000 75

F| Frequency Randomizer 00 | s000 | .90

Table V

Parameters for a System Prior Distribution

gty Vyi a hoem
‘Per = JUL - ¢ ‘ I ‘,u
g| sys| % 17 hi|Me—| mmy % .
7b Y
$ 1 hﬁ
Hlon -6 w45 -, %
i (X107°) (x10™7) (x107%) ]
Al 1 40 50 £000 £000 16000
2870 344
5240 423
310 1
5260 3957
920 227 (
22,630 20,952
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These tabulated data can be used to determine estisiafes for the
system failure rate mean value, ﬁ; *; ard any upper bound,. Q, , from

the following felat;dnsh%pg ’

hy 2 D rymy
{ =
(5-1)
; F.
F= o
A — (5-2)
3 (5-2
2 Q ’ 4 H
2 Hg ....Z_,:i+J!.2?:)+_Z—_§_
A - “j~ . %2
SU
2
(5-3)
where Z = Normal deviate for the one sidei confidence lével of
interest (e.g., for v = ,90, Z = 1.2£2)
3 ‘However, in decision problems there are usually several ranges

S of interest instead of just two (i.e., the..intervals of O < A <Qu
and Q,( A <), 1In this example there will be six P(AOJ) = P( xj‘)
divisions,
0< A, €0.003

; 0.003< X\, € 0,C0% -
e 70,005¢ Ay € 6,015

0.015¢ A, € 0,045

0.045< Ay € 0.055 e
1 '0,055< Ag < @
A To determine the P(\ j) it is converient for later comparison to

3 assume that the system failure rate distribution is also Gamma, A

Gamma distribution can be transformed to a Chi-squared, X2, distribu-

tion with d degrees of freedom by lettingy 4 = 2(a + 1) and x>(d) = 2b

(Ref 153:31), In this case the values ag and by for the system failure

. . . A
rate distribution can be determined frem a_ asnd 9

s Z, cince
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8= R/ Qb= b/ . e X Tibles car be used to °ird
P(x%,d) = P(A € ;). The P(A §) can be detersined from the relation-
shiin P( 2 j) = P(x?_l,d)‘ ard. P(ﬁ‘,d) = 0.. Por example, using equatiéne
(5-1) and (5-2) and the deta lieted in Table V, P( A3) can be computed

as follows,

EF S8

= (.022620)2
.. 00020952

2..6
VS
s

8 T'

' = (,022630)
.000209:2

- > 108
3 é = .‘ebs xuz
2(108) (.005)

n

= 1.08 ;

= P(1.08,2(2.46) + 2)
= P(1.08,6.92)

. 4 mame

.0070 3

2(108)(.015) ¢

3.2
P(?'025,6,6092)

o b e

e W aeanws gmen x

n

.1331

39
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P, d)- = P(x5d)
.1381 - ,0070:

\

P(xﬁ

"

1311

The above sequence was repeated for the other P(h»j) and the results

are listed in Tablé VI alorg with assigred point values, Maj, for each.

interval which will be used in subsequent. calculations,

Table VI

V§1ues for P(xj) Based on Pre§}ctions
3G =gy | 02+ [ ROAY Aa,

.65 0014 .00L, | .002
2 1.08 .0070 .0056 .00%,
3 3.24 ‘ .1381 1311 010
4 9.72 7936 .6555 .030
5 11.88 ‘ .8959 .1023 .050
6| = 1.0000 2061 | 060

Comparison of Conseguences

Now that all prior knowledge concerning NEN system reliability
has been quantified, the impact of the various kj on each of the ay
can be determ;ned. In this case, the primary concern is to minimize
anticipated life cycle costs since it has been assumed that the
performance effectivensss of the NEW system is acceptable. There are
many ways to estimate life cycle costs, most of which are rather
elaborate and time corsuming if any reasonable degree of precision
is desired. The essential elements consist of development and

acquisition costs and operation and mainienance, 0&M, expenses. The

AY)

s e
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factors which relate to theé"e ..‘céZ%;t&: tosts. ;‘gr each of th; systems in
question are provided 4n Table VII. Ti'ze' rost significant portiorn of
total life cost is the maintenance experse, Table VIIIcontains the
costs of monthly mainterarde (assuming 35CCC per repair) for each

assigned .f,’ailure rate, )«aj, and various system quantities,
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g Teble VII
b Life Cycle Cost Factors
!—“i " - ~ i
3 System 4 '
4 Factor . oLD ‘NEW XYz
Prototype Cost:.s, P - 4% soM 3 75MA’
Price per System, A - |$ M .M
Delay Costs/Quarter, D ) - $ m - | S
Cancellation Costs, O - $0-75M * ‘

0&M (Cost per Repair), R

el L AER L

Observed/Specified A 1 .05 01

:Number of Systems, N | € 60 60

‘Delivery Rate (Systems Per Month)| - 5 5 z
’Development Time (Months) : - 0 24 ’
Production Lead Time (Months) - 15 12

Sz _’vuﬂij.".}hl».z»"m o d B

. b
¥Cqy = 7M; C, = 50M; C,=2M;C,=C,=C, =0 |
7T P27 R0 037 I 0,705 7 5 |

PR NS =

42
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Table VIII

Monthly Maintenance Expense, RN (In the millions of dollars)

Num
of o System Failure Rate A
\Sﬁf .qéé | ,064 o1 .03 .05 .06
5 | .03 | .72 [ . 54 9 | 1.08
0 | .072 | .44 | .36 | .08 | 1.8 2.16
15 08 | 216 54| 1.62 2.7 3.24
‘zo VA .288 .72 2,16 3.6 4.32
25 | .80 | .30 90 | 2.7 L5 | 5.4
30 | .216 432 1.08 3.24 5. | 6.48
35 252 .50 1.26 3.78 6.3 7.58
40 .288 576 | L4 | 4032 7.2 8.64
45 .32/, .648 1.62 | 4.86 8.1 9.72
50 | .360 720 | 1,80 | 5.40 9.0 | 10.80
55 | .39 | .792 .98 | 5.94 9.9 11.88
€ | .432 864 | 2,16 | 6.48 | 10.8 12,96

i s e e
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* Another important conside;atibn in-this particular case ig.the impact
that additional time has on ffecting reéliability improvements.
Potential enhancement of reliability 1§ dependent on many factoss,
including current technology, available resources, physical space,
ete. The£.e~ is no universal relisbility growth model that applies to
d11 types of equipiment in any stage of development, For iliustrative
purposes, a simple linear relationship of estimated reliability
improvement versus time is considered suffiecient, To account for the
additional time.advantage in subseyuent calculatiéns, an estimated
reliability improvément factor, I (M;A) will be used, Values for
I (MA) for M= 0-30 months and X = ,004, .01, .03, .05 and ,06 can
be obtained from Figure 1. For simplification, I (M, .002) = 1,

Now that all the pertinent information and relationships
- regarding individual cost elements for bo?h existing and planned
systems have been discussed, the expressions for computing the Cij can
be pr;sented; §pecifica11y, the Cij represents total life cycle costs
for a ten-year period commencing with scheduled production release,
The delivery rates are such that a mix of existing and replacement
occurs only during one year starting with the first increment. During -
this year, there is an average of 30 each present and replacement
systems. For the -alternative decisions, the corresponding consequences

are:

by SOV ) N '
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. C)y = Pn+ 60An + 15k(80,.05) + 12R(20,.05) + ~
L, 12R(30, l.J)' + 105?-(60; N .j);‘ (5-=4)

Cyy = P+ 60An + D + 18R(60,.95) + 12R(30,.05) +

.
‘12R(20, ".3) + 102R(60,.\ ‘j)

I3, ;) , (5-5)

i &’
- 1

12R(%0, hyg) + PR(E0, A ) |

: | 1{6, xl_‘i) | (5-6)
L ’ . X
Cuy = Pn+ Px + £OAX + 35R(€0,.05) + 12R(30,.0¢) +

12R(30, 6 ,5) + B4R{52, kaj)j

I(ZL; xy ) x (5-7)

- & j

Thus, from equation (%-5), Cya. (4n m31lions of dollars) can be

determined s follows,

Cy3 = 50 + 120 + 2 + 21(10.8) + 12(5.4) +

[1?. 1,02) + 84(2 133}_]

1.1
= 670

LG
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The remaining Cyy were calculated.in:a similar m#inér.ghdbthé

resulte are listed in Table IX, Siﬁgg the cii are expressed in

quantitative terms, assignment of utility tiéasures is unneéessary,

Table IX
‘Production Release Decision Matrix

(Cyy in millions of dollars).

<

System

' De:isioFa1;§€:~ | A‘ . Az ‘ A?. :L A4 ; As Ab
s, Proceed Cws | s | e | 1le | 1see | 183
&, Wait 3 mos. | 477 521 | 652 1039 | 1363 1498
a3 Wait 6 mos. | 509 551 | 670 | 987 | 1220 1315
e, Cancel %3 | s | 83 | ow | w053 | wmf

Calculation of Expested Value

The solution to this production release decision problem is to

take the actiorn, ay, which is most likely to result in the lowest

life cycle cost. This selection can be made by comparing the expected

value of each alternative, E(ai). The E(ay) can be computed from

data in Table IX by using equation (2-1),

47
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For example, iy - . |
) o perta. . - ?
E(ay) = Z ‘qu P(Xj), -~ e f

jm=A

= (445)(.0014). + (493) (.0056) +
(624) (.1311) + (1116)(.6555) +
(1596) (.1023) + (1836) (.1041)

= $1171M (5-9)

Similarly, the other E(ay) were computed and the following values were
obtained for E(ay), E(aj), E(aL) respectively: $1069M, $1CCOM, $99.M,
Thus, ‘the logical decision based .on predicted reliability data only

Is*aL or cancel the NEW program end initiate procurement of the XYZ

system,

. Second Assessment of Uncertainties

{ ) However, in addition to these analytical predictions, logs of
individual unit/subsystem operating times and failures have been
maintained as portions of the NEW system have progressed through

various phases of testing, The specific information reported is listed

in Table X,
Table X
- -Cumulative Unit/Subsystem Test Data
Unit/Subsystem A B c D E F
Total Failures £5| 5 | 1 | 4 | o | 1 | 1

Total Time t4 1500 | 2000 |} 4750 900 | 2400° | 1500

ikt =, 3, T _ 2
Al AT BT e o e Neate s, ;.u:—u-m‘kitm
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.Thgseidata glss reflect a-measure of;system reliability and may
ybe.ﬁsed.ipdependéﬁt of the‘;£36r Ehfdfmatiéﬁ'tg determine estimates for
P(Aj). Again the %R distribution may ‘e used by letting d = 2(f + 1)
and‘x}(d) = 2tAygs If 1t is assumed that the data in Table X represent

f = 12 failures: in approximately t = 1000 equivalent hours of system

6peratio£, then the 'P( xj)~can be determined using the same procedure
as before, These P( Nj) - based solely on the observed test data -
are listed in Table (I, When these probabiiities are used in the de-
r é( .cision matrix (Table Ii), the values for‘E(aiy aré: $755M, $755M,

: W $755M, and $920M. Therefore the test results are inconclusive.as far

as a definite decision is concerned.

Table XI

Values for P(A.) Based on Test Data
o

: 1] o= 2txy g P(x,2f + 2) P(2 ;) R
1 6 0000 ,0000 ,002
2 10 0020 | .0020 | .o04
3 30 7324, 77304 | .010
A 0 : 1.0000 | .2676 .030
5 110 1.0000 ,0000 . ,050
6 o 10000 ,0000 060

Final Assessment of Uncertainties
The test data may also be combined with the prior information
recorded in Tables IV and V to produce a more accurate revised system

faildie rate distribution. The parameters and statistics of the

49
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using script letters and bold typs. The posterior parameters. for the

unit/subsystem failure rate distributions sre A; = ay + f5 and

A e

o S s

By = by + 5. The posterior system failure rate distribution meen
and variance are pg and ¢§, respectively. In this particular case,

wheén the individual urnit/subsystem "pseudo" ard actual failures and

operating times are combined, the resultant values for A3 and B; are
those listed in Table XII. The values for .ug &ar dg-are determined
by following the same procedure used to obtain sy and c% » Likewise;
the system Gamma parameters, Ag ana Bg, can be computed the -same -way

as before., These quantities may then be used to determine the

individual P( A»j) from expressions assoéiated with Bayesian one sided

? - upper confidence limits given by Nagy (Ref 153:29), )
X3 (d) = 2Bg Ayj, |
a = 2Ag (5-10) |

Again, since the Kuj are stipulated, the values for xg can be

calculated and the X tables can be used to find(P(x§,2As). The
values for P( Aj) which fesult from these computations are listed
in Table XIII. When these revised estimates are used in equation

(5-8) to compute the E(ai) the results (in millions of lollars) are:

[P NP

652, 67, 688, and 898, Thus, the preferred course of action is
clearly a, and production rélease may be granted without delay, Note
that this decision is the reasonable choice although ¥s is greater

than the fuilure rate specified in the contract, In this case, it has ;

been illustrated that the planned deployment of the KEW system with

. an estimated reliability of approximately only £7% the required level .

50 4

— . d
wemse
_ ™~ o 2 a b ek W e ‘Z_J

e il ddmtislis e Sd, i, . et 4 R ek smiand
PECT IS atials ik ik A




‘ GRE/MATH/66-11

' is more 'cost '\ei‘fevctii;fe than

LY

@k_te.f.go.ﬂzigmed« use- of the qm system or

YYZ system.

) the three year delay required for the
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~ i . 7 |
. . Parameters for a System Posterior Distribution
I t1tem| n A | B C'j’:éi zir‘i’ i ‘§ T Py¥y t
E ' B T 1 2ol 10€) By
B bl Wbt |
b a1 | a0 ] s | ua 3484 2248 | ]
"B 2 | 2.2 | 2835 | 776 | 1562 4.7
] ¢ |5 |53 | som | ess m2s | om0
A oD |1 900 | w00 | 30 | 30 1.0
3 B2 |13 | 2533 | s33 © 066 | 2.1 ;
Pl |10 | 120 2y | w9 38.0 [
o | ’ 1,55% | 434.6
Table XIII
% Values for P\ j) Based on Combined Inputs
x? = 2Bg Ay P(x},zAs) P(2y) Na,
15.95 ,0000 co0 | .02
26.59 0000 | .01 | o0
79.77 .9425 J942%, .010
239.31 1,0000 . .0575 .030 ;
292.49 1.£000 .0000 .050-
© 1.0000 .C390 .060 f
!
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E ‘ VI. Assessment Techniqué Analveis srd Refinement

] . assesshen> aRsgras 22 =LASeD

The sample information used in. the exarple presented was obviously
. gelected to illustrate a point. There is absolutely no guarantee that
- the pooling -of reliability predictions and test data will always result

i in such a drastic change in the preferred course of action. However,

a3

the scheme outlined does :produce tetter informed decisions which are

normally less costly because less experimentation is usually required.

i 2

The reason: for this is better appreciated if the contributions .of the: two :

inputs are analyzed..

Examination: of Input Contributions
As mentioned in Section I1II, the quantification of prior informa- {
é ‘tion (in this case reliability predictions) narrows the range of ‘
5‘ exploration for ihe true state of nature (system failure rate), The
outcomes of experimentation (failure and time data) provide a further
reducﬁion to the area of consideration by decreasing the variability ‘

;. of ‘the initial estimates. These contributions are apparent when the. ;

unit/subsystem and system failure rate densities are examined, In the é
example, the greatest amount of uncertainty was contrituted by items ;
A and E., The prior and posterior failure rate density functions for these 1
two i?ems are plotted in Figures 3 and 4 respectively. In each instance, 5

the posterior variance is considerably smaller than the prior variance. {

The magnitudes of difference can be determined by comparing the valués :
for vjz and ¢ 32 (listed in Tables V and XII) for these two and the
. other items. (Also shown in Figures 3 ard 4 are g(\; A,B) for other o

selected test data for comparative purposes.)

53
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The values of ¢83‘and ) '0_3 fay also be found in “Tables V and XII.
" ihe;e quantities dictate the -shapes oflthe prior and posterior system
failure rate densities, Again the posterior variance is less than the

prior, and ‘therefore, the range of the true system failure rate is

T,

smaller which: results in a more .accurate estirate of reliability,

" Cik

Another factor which influences the accuracy of the P{ A j) quantities
» is the .assumed system distribution.

Gamma gg Normal sttem‘Distributions

As previously stated, a Gamma system Zailure rate distribution was
assumed as a matter of convenience, Another statistical distribution
which is widely known and easily applied is the Normal distribution. f

ﬁowever, in order to employ thé Normal distritution two paremeters

L i

must be specified or estimated., To analyze the sensitivity of the

assessment technique used in the example, four additional sets of

sample information were assumed and resultant choices compared with

PR

8 original decisions, Rather than assuming & particular value for the
standard deviation of the hypothetical test data, it was decided to

create sufficient information from which a sample standard deviation

could be computed., The additional sets of information include two ;

A o AN i e ezt N it

unfavorable séts and two favorable sets as compared with the original

e n ety -

example set, The unfavorable data include ¥Yoth the casé in which the

same number of failures are observed in half the time anrd the case in

which twice the failures are observed in the sime amount of time, The
favorable data include both the casé in which half{ the number of

failures are observed in the same amount of time and the case in which

i e s

the same number of failures are observed in twice the time, The

56
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sample failure information Tor these four new cases plus the ‘original

. case 13 presented in Table XIV,

For éach set of data, a set of P( xJ:) was computed twice - onee

assuming a Gamma system distribution and again assuming a Normal

distribution., Then the Normal distributicn was assumed, the sample

¥s and 42 were calculated from the following rélatisnships,

'E =1 “j ™
2
" =j>=-f (l/tJ- ) )2 _
m-<1 (6"1)

For example, using the dats in Tatle XIV in the first and third.

colunns,

l‘s(f,.‘jt) =1l 2+ 5+ L+ ?;
12135 40 5 20

.024253

62/ y = . R )
510y . 5¢) ﬁ[z(.oasm - .034253)2 + 5(,025000 ~ .024253)2

+ 4(,022222 - ,0?4253)2 + (.020000 - .02/,253)2]
3 ,002605 '

A
o

To obtain the 1?( Xj), it is necessary to compute Z; = (M:j - vs)/ 'R
and then use standard statistical tables to obtain P(Zj) =P(\S )‘Uj) . i
The P( )\3) can than be determined from the relationships P( 7\3) = P(Zj) -
P(2;.9) and P(2,) = 0.

c pwe

The results of recomputing the E(ai) for each set of. data are :
. listed in Tables XV and XVI when Gamma and K~rmal distributions,
respectively, are assumed to apply. analyszis of these n»esults

indicates that the assessment technique yields ihe same decision for

~ et o st CamareB nﬁ
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. Table.XIV
Sample Failure Information

>

1 Time

Number of Failures

Between
Failure
(hrs) «

' 'Exsmple
Case (f,t)

M

‘|Unfavorable

Data(f,.5t)

Unfavoratle
Data (27,%}

é&vorabie
Data (.5f,t)

. Favorable

25
30
35

40

45
50
55
&
70
75
80

100
135
150
155
165
170
175
180

205

’-J

. T W S T ~ T N )

1

wn (o I VM N

oW

Data: (f,2t)
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Table XV

E(aijAvaluesLAgsuming Gama :System Distritution

: P( Xj) bata,Source E(aj) \ E(az) ; E(aB) ~E'(aL)
| Prior Information (Predictions) 1171 1069 1000 - '99L*.
Unfavorable Test Data (12/500) 1101 | 1027 | 97é* 932
Unfavorable Test Data (24/1000) | 1111 1039 | o924 . 993
Example Case Test Data (12/1000) | 755*% 755¥: 755% | 920
Favorable Test Data (6/1000) 595% 622 5 €43 1 92
Favorable Test Data (12/2000) 632*"- 662 | 68% 225
Unfavorable Posterior (12/500) 1081 1011 9hL* ‘923
' Unfavorable Posterior (24/1000) | 1116 | 1039 | 937* 9%4
Example Case Posterior (12/1000) 652% | 674 638 £39
" Favordble Posterior (6/1000) 617% | 645 664, 974
Favorable Posterior (12/2000) | 650*% | 680 702 952

*Mihimum:E(ai)

L]
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Table XVI

E(a;) Values Assiming Normal Systeu Distritution

P(A,) ‘Data Source frap | 26y | =) | £t f
Prior Information (Predictions) | 983 %6 | 291 922
: Unfavorable Test Data (12/500) 1116 1039 92~ % o3
Unfavorable Test Data (24/1000° | 1098 1024 | orew 930
Example Case Test Data (12/1000) | 706 | 71k | 718 %=
Favorable Case Test Data (%/1C00) 610% | 68 sz | 222 Z
Favorable Case Test Data (12/2000) 641# 680 692 e
Unfavorable: Posterior (12/500) 1079 1010 943¥ 324
Unfavorable Posterior (24/1000) 1092 | 1020 a7 929
Example Jase Posterior (12/1000) 6,8% | 671 625 232
Favorable Posterior (6/1000) 615% 643 642 ga3
‘Favorable Posterior (12/2000) 619% 647 665 o
*Minimum E(ai)
€0
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either distribution~oxzcﬁi-when:o%ly thé prior information ‘is weed to
sompute th.«P(glJ). Also the extent of discrimination betueer the
i(nl) computed from. the same data base appears to be rerariacly similar
for the two assumed distributions. Comparizon of the E(ay) tazed on
unfavorsble vs favorable test results reveals that. the intuitive de-
creage in calculated value occurs as fewer failures are observei in

greater time. ‘Overall, the assessuont technique seems reallxtic and

practical,
Qther Practicnl Considsritions
In addition to the features of the technique presented with the

example and discusced above, there are two other refinements waich are
considereld worthy of discussion, One pertains to the conzideratlion-of
different opinions when assigning parameters of the unit/sutsysiex
prior failure rate distributions. The other relates to the tresizert
of different types of test data when determining operating times,
Yeighting Prior Assignments, There are many instances in which
different individuals provide inputs for the various pieces of equip-
ment that make up a system, The analyst might also wish to comtine
the inputs from several sourcec in order to formulate a single .overail
sstimate for an item failure rate, Fox advances the idea of assigning
weighting factors to each contributor (Ref 84:3). These weighis can
be based on either the contributors accuracy and consistency of pre-
vious predictions or his extent of participation if a joint assessment
is required (i.e., a prior based on combined government, consultant,
contractor inputs), In either case, if a weighting factor ¢ is

assigned to the kth of r individuals, then the parameters for a

5 . mew
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Gamma prior can be comiutéHJfr¢mhthp follouing\expressions!

ro
as= ¢ A

Weighting Heterogencous Test Data. The other weighting facior

"

considerdd important is a multiplier which accounts for the difterence
in severity of the various types of tests to which an item is ususlly
sudjected, The concept of attaching more significarce t¢ data ot-
tained under more difficult environments has been propésed by Pezner,
He states this may be done "by weighting the time experience in per-
ticular environments by the k factor cérresponding to these envincn-
ments. , These k factors are environmental failure rate acceleratiicn
factors such as those in MIL-STD-756." (Ref 162:139). Test severity
weights need not be of the magnitude generally associsted with
acceleration factors. The important consideration is that the value

computed or-assigned reflect the extent of additional exposure ex-

\ perienced by the equipment beyond that normally expected. A4s witn
the reliability predictions, test severity weights based on considered
-opinion or technical judgment of :competent engineers may te used,

Again, if several subjective inputs are to.be combined, the con-

tributors' weights can be included in deriving an overall set of test
severity weights for the various types of tests to te performed. In

general, a value k for a particular test can be determined from the

fdilowing expression,

P -1 S T T TS
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vhere 13 = ‘contribittors weight
ky = individual test severity weight
r = number of contributors

Note that the. térm used for the contributor's weight is different

than the one used in assigning priors. This was done purposefully

to distinguish between judgements: pertaining to reliability prédictions
and those concerning difficulty .of test envirbnmghts.
With the addition of these two weighting factors a recap of the:

revised assessment technique fér the general case is in order.

Revised General Approach

‘Tae Bayesian reliability -assessment technique may be implemented

in a variety of situations, It is not necessatry for the situations to-

'be based on the need to make a particular: decision as was illustrated.
The procedures outlined and methods presented may also be.used for
periodic determination of the status of reliability achievement, In
summary, the following step-by-step activities are required to obtain
and update reliability estimaéés using subjective evaluation and Bayes
techniques:
(1) Quantification of all prior knowliedge concerning failure
rate predictions., This effort may ve a singular or
combined input, If qombined, contributor weights may

be used to obtain single values for prior parameters

for calculation purposes, Thé assertion of uncertainty

must be carefully considered in light of potential

63
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{ fo jmpqctluhen'cémb;ﬁﬁﬁ“with‘ggasnred data, Parameters

for prior distributions may be determined by a variety
of methods and Tables I and’ IT should be ‘beneficial,

(2) Determination of & system prior distribution. This may

WL

be accomplished by summing the means and variances of
; . constituent element failure rate distributions; If -only

a one-sided upper confidence limit for the system failure

rate is of interest, equation (5-3) may be used, If
discrete intervals are desired, then either a Gamma or
Normal system distribﬁtibn may be assumed and particular
probabilities may be computed as illustrated.

(3) Collection of time and failure data., This is the most
critical activity associated with any estimation task.

Posterior estimates are only meaningful if they are

based on accurate and complete irlormation. In order

to obtain high quality data, special emphasis must be
placed on the proper training and motivation of personnei
responsible for maintaining records., Thére is also the
question of which types of anomalies to consider and which
ones to.censor, The definition of relevance is many times
a subject for negotiation if the products of the .assess-
ment effort are used for acceptance purposes. Also, test
times may be adjusted to reflect severity of equipment !
exposure, This should be done before tests are started

to avoid undue bias based on outcomes, {

6/, '
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* (4)° Determination of & system posterior distribution. This
involves adding tbe»constitﬁent elemént "pseudo" fdilures

k& and- times with-corresponding observed values to modify

: the prior parameters. System reliability indices can.

“; . be gdmputed’from‘the posterior distribution in the same

% manner as fram the prior distribution.

(5) Analysis of sensitivity. This optional task may be

F) performed if there is doubt concerning ‘the impact that
a particular quantity has on the overall résults, If

more precision is desireé than that achievable from

o

assuming either a Gamma or Normal distribution, then

MY

Monte Carlo techniques can be employed to determine

¢ exact confidence bounds,

i o Ve area

. The tasks outlined above are quite general and are considered
to be useful for widespread applications. To facilitate the recording
3 of the inputs necessary for a Bayesian assessment effort, sample

worksheets aré included as Appendix B,
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VII.'gonciésions.ggg Recommerdations

:Qphc}usiqps
It has been shown that Bayesian statistics. used in conjunction
vith decision theory offer a suitable framework for solvirg cost
effectiveness type problems. involving: uncertainty, “hehn the uncer-
tainty is reliability, there is considerable advantage to te realfzed
in combining predictions with test data to obtain greater precision in
the reliability estimate, Therefore, it is concluded that.the-
implementation of Bayesian'techﬁidhesfin the, solution of reliatiilty
decision problems can produce more conclusive results with the rdded
advantages -of being ecoromically practical and intuitively appealirg,
Recammendatiohs
Based on the findings of this study, it iIs recommended that the
reader desiring to further pursue the field of Bayesian statistics
consider the following topics:
(1) Development of simple algorithms and other aids to
establish prior distributions based on predictions,
(2) .Investigation of other closed distribution forms to
fit the .system failure rate,
(3) Development of a simple generalized Monte Carlo model
vhich can te used to determine exact system failure
rate bounds.
Also, it is suggested that this study be used as:
(1) an aid in the study of Bayesian statistics and decision

theory;
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- (2) as-a.source of references and possible thesis topics "
1 for future Air Force Institute of Technology students,
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