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ABSTRACT

In this paper the theory of minimax problems is developed further via the dual approach, that is, by means of the conjugacy correspondence among saddle functions. The saddle functions considered are extended-real-valued, concave in one argument and convex in the other argument. The results obtained extend to minimax problems many of the results already known for convex optimization problems. The proofs, however, are not routine extensions of the ones in the convex case. This is because each minimax problem corresponds in a natural way to a whole equivalence class of saddle functions, and consequently one must always deal with these equivalence classes rather than just with individual functions. In the first half of the paper various operations are described for forming new equivalence classes from given ones. It is shown that these operations fall into dual pairs with respect to the conjugacy correspondence. Included are the important operations of addition and its dual, minimax convolution. Formulas are given describing the effects of the operations on the subdifferential mappings of the equivalence classes. In the second half of the paper, generalized saddle programs are defined and the earlier results are used to develop a perturbational duality theory for such programs. Several characterizations are given for stable optimal solutions and Kuhn-Tucker vectors, including a Lagrangian saddle point characterization. Two special types of programs are then considered. The results for the first type show, somewhat surprisingly, that in general
there does not exist a good Lagrange multiplier principle for minimax problems subject to convex inequality constraints. The results for programs of the second type constitute a minimax version of Fenchel's Duality Theorem. The appendix discusses polyhedral refinements, which are possible for nearly all of the results.
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Introduction

In recent years much work has been done on convex optimization problems, and especially on convex programming problems. The dual approach to these problems, which involves applying the theory of conjugate convex functions, has been very successful. It has led to definitive results for convex optimization problems.

In passing to the theory of minimax problems, one encounters a formidable technical difficulty not found in purely convex problems. It is that each minimax problem corresponds not just to a single saddle function but rather to a whole equivalence class of saddle functions. However, a conjugacy correspondence among such equivalence classes has been developed. By means of it the basic questions concerning the existence and nature of saddle points have been fairly well answered, and in the past several years a number of methods have been presented for actually locating saddle points.

The present paper aims to develop further the theory of minimax problems along the lines of the recent results for convex problems. It is hoped that this will serve to complement current efforts toward methods of finding saddle points and to give further impetus to these efforts. Also, this paper is presented in support of the thesis that nearly everything that can be proved for convex optimization problems via the dual approach can similarly be established for minimax problems.

Our plan in this introduction is first to review some of the literature pertaining to minimax problems, next to sketch the results for convex optimization problems which this paper extends, then to review very briefly a few basic notions concerning saddle functions, and finally to outline the results obtained.

Minimax theory originated in 1928 with von Neumann's minimax theorem for matrix games [38]. Various proofs and generalizations of this theorem have been given by many authors, including Ville [62], Kakutani [29], Wald [63], Shiffman [53], Fan [20, 21], Kneser [30], Glicksberg [26], Nikaidô [39], Berge [4], Sion [54], Ghouila-Houri [25], Moreau [37], and Rockafellar [43, 44]. Much of the early work in minimax theory was done in connection with game theory. However in about 1950 two equivalences were established which made it apparent that minimax theory was intimately related to mathematical programming. One of these two equivalences was that between matrix games and dual pairs of linear programs (see Dantzig [13], Gale-Kuhn-Tucker [24], and Charnes [8]). The other equivalence was that between convex programs and Lagrangian saddle point problems (see Kuhn-Tucker [32], Slater [55], and extensions given by Hurwicz-Uzawa in [2]). Various authors, including Stoer [56, 57], Mangasarian-Ponstein [35], and Dantzig-Eisenberg-Cottle [14], later derived duality results for constrained maximization and minimization problems by means of minimax theorems.

In 1964 Rockafellar [43] defined a conjugacy correspondence among saddle functions parallel to that of Fenchel [22] for convex functions. This...
correspondence was used in [47] to represent (in finitely many different ways) a certain dual pair of convex programs as a dual pair of minimax problems. At a later date Tynjanskii [60] independently defined the conjugacy correspondence for a more restrictive class of saddle functions. He used it to associate with a given concave-convex game another game of the same type, and showed how solving such a pair of "dual games" is equivalent to solving a related pair of convex programs. Also, papers of Moreau [37] and Ioffe-Tikhomirov [28] contain implicit results concerning the conjugacy correspondence among saddle functions.

The relevance of minimax theory to mathematical economics has long been recognized, dating back to the beginnings of game theory. More recently, minimax theory has been useful in the calculus of variations and optimal control theory (e.g. Rockafellar [50, 51]). It also plays a role in differential games (e.g. [31]).

Related to minimax problems are max-min problems, i.e. two-stage problems of the form \( \max_x \min_y f(x, y) \). These have been studied by Pshenichnyi [40], Danskin [11], and Bram [5]. Such problems correspond to "half" a saddle point problem and arise from such practical considerations as two-stage resource allocation.

The preceding references deal primarily with theory. However the task of actually finding saddle points has also been studied. Work in the early 1950's was done by Brown-von Neumann [6], Robinson [41], and Danskin [10]. Charnes [8] showed that a minimax problem corresponding
to a constrained matrix game is equivalent to a dual pair of linear programs, so that such techniques as the simplex method could be applied. Conversely, in order to utilize the Kuhn-Tucker theorem [32] and its generalizations for solving concave programs, Arrow-Hurwicz [2, p. 118] developed a "steepest descent" method for locating the saddle points of the Lagrangian. Further generalizations of the method of "steepest descent" in connection with saddle points are discussed in Rockafellar [52]. Methods have also been given recently by Demyanov [15, 17, 18], Auslander [3], Danskin [12], Cherruault-Loridan [9], Gratchev-Evtushenko [27], and Čaikovskii [7]. See also Trémolières' survey paper [59]. Methods dealing with max-min problems have been given by Pschenichnyi [40], Demyanov [16], and Danskin [12].

The problem of minimizing a convex function subject to constraints has been analyzed by various authors by means of the duality theory arising from Fenchel's conjugacy correspondence. This dual approach, as expounded in [48], rests ultimately on the duality between two operations which combine a convex function with a linear transformation. In this paper we analyze constrained minimax problems in a similar fashion by means of the duality theory arising from the conjugacy correspondence among saddle functions. To accomplish this we develop for saddle functions analogues of these fundamental operations on convex functions. But before actually describing our results, we shall sketch the two operations and the applications of them which this paper extends.
One of the two operations is just to form the composition $fA$ of a convex function $f$ with a linear transformation $A$. The other operation may be called taking the image of $f$ under $A$, and the resulting function $Af$ is defined by $(Af)(x) = \inf\{f(y) \mid Ay = x\}$. The fundamental result connecting these operations is that, under certain mild hypotheses,

$$(fA)^* = A^* f^*,$$

where * of a linear transformation denotes the adjoint linear transformation and * of a convex function denotes the conjugate convex function.

One of the main consequences of the duality formula (1) is the duality between the operations of addition and infimal convolution for convex functions. This can be obtained by taking $f$ to be the separable function

$$f(x_1, \ldots, x_m) = f_1(x_1) + \ldots + f_m(x_m),$$

where each $f_i$ is convex on $\mathbb{R}^n$, and defining $A$ to be the linear transformation which sends each element $x$ of $\mathbb{R}^n$ into the $m$-tuple $(x, \ldots, x)$. In this event $fA$ is $f_1 + \ldots + f_m$ and $A^* f^*$ is the function

$$x^* \rightarrow \inf\{f_1^*(x_1^*) + \ldots + f_m^*(x_m^*) \mid x^* = x_1^* + \ldots + x_m^*\},$$

i.e. the infimal convolution of $f_1^*, \ldots, f_m^*$. Formula (1) then implies that, under mild hypotheses, the conjugate of the sum is the infimal convolute of the conjugates. This gives a framework encompassing problems of the form, "minimize $h(x)$ subject to $x \in C$," where $h$ and $C$ are convex. Simply take $m = 2$, let $f_1 = h$, and let $f_2(x)$ equal 0 when $x \in C$ and $\infty$ otherwise.
The duality represented by formula (1) is also fundamental in the perturbational duality theory developed by Rockafellar for generalized convex programs [48]. Among other things, this theory generalizes the classical results about dual linear programs and generalizes Fenchel's Duality Theorem [22, p. 108] (see also [45, 46] and Stoer-Witzgall [58]). It also sheds light on the Lagrange multiplier principle for convex programming and thereby on the celebrated Dantzig-Wolfe decomposition principle for linear and convex programs [48, pp. 285-290] (see also Falk [19] and Lasdon [33]).

For convenient reference, in the next three paragraphs we review some basic definitions and facts about saddle functions due to Rockafellar [43].

There is an equivalence relation among saddle functions which has the property that equivalent saddle functions have the same (lower and upper) saddle values and also the same saddle points. The relation is the following: two concave-convex functions $K$ and $L$ are said to be equivalent if and only if for each $x$ the closures of the convex functions $K(x, \cdot)$ and $L(x, \cdot)$ coincide and for each $y$ the closures of the concave functions $K(\cdot, y)$ and $L(\cdot, y)$ coincide. The equivalence classes determined by this equivalence relation are what we take to be the natural objects of study in minimax theory.

Recall that in convex function theory, in order for the crucial duality formula

$$ (f^*)^* = f $$

(2)
to hold, one considers convex functions which are closed, i.e. lower semi-
continuous. This is a natural, constructive regularity assumption to make.

Similarly, in saddle function theory an analogue of formula (2) holds for
"regularized" saddle functions. A saddle function $K$ is defined to be closed
if and only if it is equivalent to both its convex closure and its concave
closure, where by convex (resp. concave) closure we mean the saddle
function obtained from $K$ by closing it (in the sense of convex function
theory) in its convex (resp. concave) argument. Trivially, a saddle function
is closed if and only if every member of its equivalence class is closed.

Furthermore, the property of being closed is a constructive regularity con-
dition for saddle functions. Equivalent closed saddle functions must be
very nearly equal in that they can differ essentially only at the "corner
points" of their "domain of finiteness." Moreover, each equivalence class
$[K]$ of closed saddle functions is an interval in the sense that there exist
unique members $\tilde{K}$ and $\bar{K}$ of $[K]$ such that $[K]$ contains all, and only
those, saddle functions $\tilde{K}$ satisfying $\tilde{K} \leq K \leq \bar{K}$.

If $K$ is a concave-convex function from $\mathbb{R}^m \times \mathbb{R}^n$ to $[-\infty, +\infty]$, the
lower conjugate $\tilde{K}^*$ and upper conjugate $\bar{K}^*$ of $K$ are defined by

$$\tilde{K}^*(x^*, y^*) = \sup_y \inf_x \{<x, x^*> + <y, y^*> - K(x, y)\}$$

and

$$\bar{K}^*(x^*, y^*) = \inf_x \sup_y \{<x, x^*> + <y, y^*> - K(x, y)\}.$$  

These functions are concave-convex. When $K$ is closed, $\tilde{K}^*$ and $\bar{K}^*$ are
equivalent and closed and, moreover, they depend only on the equivalence class \([K]\) containing \(K\). Thus, associated with each equivalence class \([K]\) of closed concave-convex functions is another well-defined equivalence class \([K^*]\) of closed concave-convex functions, namely the class containing \(K^*\) and \(\bar{K}^*\). The class \([K^*]\) is said to be the conjugate of \([K]\). This conjugacy correspondence has the crucial property that the conjugate of \([K^*]\) is \([K]\), which is the analogue of formula (2) for saddle functions.

With this review of general facts in mind, we now describe the results obtained in this paper. We begin with the analogues of the two fundamental operations described above. Suppose \(K\) is a closed concave-convex function and that \(A\) is the linear transformation \(A_1 \times A_2\) obtained from two other linear transformations \(A_1\) and \(A_2\) by \(A_1 \times A_2 (x, y) = (A_1 x, A_2 y)\). One of our operations consists of forming an equivalence class \([KA]\) containing all saddle functions of the form

\[(x, y) \to \tilde{K} A(x, y) = \tilde{K}(A_1 x, A_2 y)\]

for \(\tilde{K}\) any member of \([K]\). A mild hypothesis is given which ensures that in fact such a single class exists and, moreover, that all its members are closed.

The other operation is to form a single equivalence class \([AK]\) containing all saddle functions both of the form

\[(u, v) \to \sup_{x | A_1 x = u} \inf_{y | A_2 y = v} \tilde{K}(x, y)\]

and of the form

\[(u, v) \to \inf_{y | A_2 y = v} \sup_{x | A_1 x = u} \tilde{K}(x, y)\]
for $\tilde{K}$ any member of $[K]$. A mild hypothesis is given which ensures that indeed such a class exists and that all of its members are closed. What is surprising is that this hypothesis is precisely the same as is needed to ensure the existence of the class $[K^* A^*]$ formed by the first operation from $[K^*]$ and $A^* = A_1^* \times A_2^*$. Furthermore, it is shown that under this hypothesis $[AK]$ and $[K^* A^*]$ are actually conjugate classes. This is the analogue of formula (1) for saddle functions.

The development of these operations and the proof of the duality between them form the heart of this paper. Two forms of this duality are given. The form given in §1 is the more widely and easily applicable. But the sharper form in §2 gives especially strong conclusions concerning the nature of the equivalence class $[AK]$, including information about the attainment of the minimax extreme appearing in its definition.

In §3 the first application of this duality is made in defining addition and minimax convolution for saddle functions and showing that these are dual operations. The formula

$$\delta(K_1 + K_2)(x, y) = \delta K_1(x, y) + \delta K_2(x, y)$$

is obtained for the subdifferential of the sum of two saddle functions. This parallels the result for convex functions obtained by Rockafellar [42], Moreau [36], and others. The duality between addition and minimax convolution gives a general framework within which to consider problems of the form, “find the saddle points of $H$ with respect to $C \times D$,” where $H$ is a saddle function and $C$ and $D$ are convex sets.

$\#1190$
From the results on addition and minimax convolution we obtain an interesting byproduct. For $i = 1, \ldots, p$ let $K_i$ be a closed concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$ which is not identically $+\infty$ or $-\infty$ and let $T_i$ be the maximal monotone operator on $\mathbb{R}^{m+n}$ arising from the subdifferential of $K_i$ (see [48,49]). If each $R(T_i)$ is bounded, where $R(\cdot)$ denotes the range of an operator, then $\Sigma T_i$ is maximal monotone and

$$\Sigma \text{cl} R(T_i) = \text{cl} R(\Sigma T_i). \tag{3}$$

It is known that this formula holds whenever the $T_i$'s are subdifferentials of closed proper convex functions and each $R(T_i)$ is bounded. On the other hand, formula (3) fails in general for maximal monotone operators. However it is not known whether formula (3) holds for arbitrary maximal monotone operators under the assumption that the sets $R(T_i)$ are bounded. But the fact that it holds for those maximal monotone operators arising from saddle functions leads one to conjecture it holds in general. This is because such operators, unlike the subdifferentials of convex functions, exhibit most of the pathology of arbitrary maximal monotone operators. Indeed, this last fact is one of the main motivations for studying saddle functions.

In §5, as a second principal application of our fundamental dual operations, we develop a perturbational duality theory for generalized saddle programs. We define a generalized saddle program to be an "objective" saddle function $K_0$ (thought of as some given minimax problem) together with a particular class of perturbations. The entire program is given by another
saddle function $K$. To this generalized saddle program $K$ we associate a
dual generalized saddle program $L$. Under mild hypotheses on the perturba-
tions in $K$, the dual program $L$ has a unique (up to equivalence) "objective"
saddle function $L_0$. The minimax problem corresponding to $L_0$ is a dual to
the original minimax problem. One of the main features of this theory is that
choosing different classes of perturbations of the original problem gives rise to
different dual problems. Optimal solutions, stable optimal solutions and Kuhn-
Tucker vectors for these dual saddle programs are studied and various duality
theorems are proved. In §4, as a subsidiary application of the dual operations
of §1, a symmetric one-to-one "partial conjugacy" correspondence is defined
among equivalence classes of closed saddle functions. By means of this new
correspondence we are able to associate with a generalized saddle program
and its dual a well-defined Lagrangian saddle function. We then give a
characterization of the primal and dual stable optimal solutions and Kuhn-
Tucker vectors in terms of the saddle points of the Lagrangian.

In §6 this perturbational duality theory is used to study the problem of
finding a saddle point subject to convex and concave inequality constraints.
Ordinary saddle programs are defined as a framework to treat such problems.
A question of particular concern is whether or not a good Lagrange multiplier
principle holds for these saddle programs. The analogous question for ordi-
mary convex programs (i.e. minimizing a convex function subject to convex
inequality constraints) has a very satisfying affirmative answer which leads
to the important decomposition principle for separable convex programs (see
[48, Theorem 28.1 and pp. 285-290]). However we show that such a good
Lagrange multiplier principle does not hold in general for ordinary saddle
programs. The reason for this is essentially that, unlike the convex program case, the set of saddle points of the Lagrangian does not split up into the product of the primal stable optimal solutions and the primal Kuhn-Tucker vectors (Lagrange multipliers). Put another way, the stable optimal solutions and Kuhn-Tucker vectors are shown to be in a certain sense dependent on each other. We conclude the section with an explicit description of the dual saddle program.

Finally, in §7 the perturbational duality theory is applied to another class of problems to yield a minimax version of Fenchel’s Duality Theorem. We deal with dual pairs of minimax problems of the following form (where for simplicity now we suppress the issue of the domains of the variables):

(I) Find the saddle points of $K(x, y) - LA(x, y),$

(II) Find the saddle points of $L^*(z, w) - KA^*(z, w).$

Here $K$ is closed and concave-convex on $\mathbb{R}^m \times \mathbb{R}^n$, $L$ is closed and convex-concave on $\mathbb{R}^p \times \mathbb{R}^q$, and $A$ is a product linear transformation from $\mathbb{R}^m \times \mathbb{R}^n$ to $\mathbb{R}^p \times \mathbb{R}^q$. The results obtained generalize certain results of Rockafellar [47], Lebedev-Tynjanskii [34], and Tynjanskii [60, 61].

It is known that many results in the theory of convex functions allow refinements when polyhedrality is present. For closed saddle functions there is a property of polyhedrality which is preserved under conjugacy and also the operations we develop in §§1, 3 and 4. Nearly all the results in the paper admit refinements when such polyhedrality is present. This is discussed in the Appendix.
This paper is the outgrowth of an investigation of a problem posed by Professor R. Tyrrell Rockafellar. The problem was to see if one could develop well-defined ways of forming new equivalence classes of saddle functions from given ones. The author wishes to express his deep gratitude to Professor Rockafellar for posing this problem and for his many helpful comments.
A Note to the Reader

In general, we use numbers enclosed in square brackets to indicate bibliographical references. However, a special abbreviation is employed in citing results from Rockafellar [48], due to the frequency with which these are used. Namely, we omit entirely the reference to [48] and merely give in parentheses the number of the result being cited. For example, Theorem 23.8 of [48] is cited simply as (23.8), Corollary 6.3.1 as (6.3.1), and so forth.

Throughout the paper, expressions sometimes appear which involve taking the supremum or infimum of an empty set of numbers. Whenever these occur, they are to be interpreted using the conventions \( \sup \phi = -\infty \) and \( \inf \phi = +\infty \) .
§0. Preliminaries

The definitions and notations used in this paper are mainly those set forth in Rockafellar [48]. In this section we review for convenience some of these and also introduce some of our own. In addition, we present a few background results which will be of use later on.

The topology taken on $\mathbb{R}^n$ is the usual one, and the **interior** and **closure** of a subset $S$ of $\mathbb{R}^n$ are denoted by $\text{int } S$ and $\text{cl } S$, respectively. A set is called **affine** if and only if it is either the empty set, denoted by $\emptyset$, or a translate of a linear subspace. The **affine hull** of a subset is the smallest affine set containing it. If $C$ is a convex subset of $\mathbb{R}^n$, its **relative interior**, written $\text{ri } C$, is the interior of $C$ taken with respect to its affine hull equipped with the relative topology.

If $A$ is a linear transformation from $\mathbb{R}^p$ to $\mathbb{R}^m$, then $A^*$ denotes the **adjoint** linear transformation mapping $\mathbb{R}^m$ to $\mathbb{R}^p$.

The **effective domain** of a convex function $f$ on $\mathbb{R}^n$ is the set

$$\text{dom } f = \{x \mid f(x) < +\infty\},$$

and the **conjugate** of $f$ is the convex function $f^*$ on $\mathbb{R}^n$ given by

$$f^*(x^*) = \sup_{x} \{\langle x, x^* \rangle - f(x)\}$$

(where $\langle \cdot, \cdot \rangle$ denotes the ordinary inner product). Similarly, the effective domain of a concave function $g$ on $\mathbb{R}^n$ is the set.
\[ \text{dom } g = \{ x \mid g(x) > -\infty \} \]
and the conjugate of \( g \) is the concave function \( g^* \) on \( \mathbb{R}^n \) given by
\[ g^*(x^*) = \inf_{x} \{ \langle x, x^* \rangle - g(x) \} \]

Our multiple use of the superscript \( * \) should cause no difficulty, since it is always clear from the context what operation is intended.

For any subset \( C \) of \( \mathbb{R}^n \) the function \( \delta(\cdot \mid C) \) on \( \mathbb{R}^n \), called the indicator function of \( C \), is defined by setting \( \delta(x \mid C) \) equal to 0 if \( x \in C \) and \( +\infty \) otherwise. Clearly \( C \) is convex if and only if \( \delta(\cdot \mid C) \) is convex, and in this case the conjugate of \( \delta(\cdot \mid C) \) is denoted by \( \delta^*(\cdot \mid C) \) and is given by
\[ \delta^*(x^* \mid C) = \sup\{ \langle x, x^* \rangle \mid x \in C \} \]
This function is called the support function of \( C \).

A concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \) is a function \( K \) from \( \mathbb{R}^m \times \mathbb{R}^n \) to \( [-\infty, +\infty] \) such that \( K(x, y) \) is a concave function of \( x \in \mathbb{R}^m \) for each fixed \( y \in \mathbb{R}^n \) and a convex function of \( y \in \mathbb{R}^n \) for each fixed \( x \in \mathbb{R}^m \). A convex-concave function is defined the same except for interchanging "concave" with "convex." A saddle function is either a concave-convex or a convex-concave function.

For the remainder of §0 let \( K \) denote a concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \). For convex-concave functions we make the obvious changes in the definitions which follow.

We say that \( K \) has a saddle value, or that the saddle value exists, if and only if the two quantities
\[ \sup_x \inf_y K(x, y) \]

and

\[ \inf_y \sup_x K(x, y) \]

are equal, in which case this common value is the \textit{saddle value} of \( K \). A pair \((\bar{x}, \bar{y}) \in \mathbb{R}^m \times \mathbb{R}^n\) is a \textit{saddle point} of \( K \) if and only if

\[ K(x, \bar{y}) \leq K(\bar{x}, \bar{y}) \leq K(\bar{x}, y) \]

for each \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\).

Define subsets \( \text{dom}_1 K \) of \( \mathbb{R}^m \) and \( \text{dom}_2 K \) of \( \mathbb{R}^n \) by

\[
\text{dom}_1 K = \{x \mid K(x, \cdot) \text{ is never } -\infty\},
\]

\[
\text{dom}_2 K = \{y \mid K(\cdot, y) \text{ is never } +\infty\}.
\]

The product set

\[
\text{dom}_1 K \times \text{dom}_2 K = \text{dom } K
\]

is the \textit{effective domain} of \( K \). We say that \( K \) is \textit{proper} if and only if its effective domain is nonempty. The \textit{kernel} of \( K \) is the restriction of \( K \) to the relative interior of its effective domain. We say that \( K \) is \textit{simple} if and only if \( \text{dom}_1 K(x, \cdot) \subset \text{cl} (\text{dom}_2 K) \) for every \( x \in \text{ri}(\text{dom}_1 K) \) and \( \text{dom}_2 K(\cdot, y) \subset \text{cl} (\text{dom}_1 K) \) for every \( y \in \text{ri}(\text{dom}_2 K) \). The function \( \text{cl}_1 K \) obtained by closing \( K(x, y) \) as a concave function of \( x \) for each fixed \( y \) is called the \textit{concave closure} of \( K \). Similarly, the function \( \text{cl}_2 K \) obtained by closing \( K(x, y) \) as a convex function of...
y for each fixed $x$ is called the convex closure of $K$. If $L$ is also a concave-convex function on $R^m \times R^n$, we say that $K$ and $L$ are equivalent and write $K \sim L$ if and only if $\text{cl}_1 K = \text{cl}_1 L$ and $\text{cl}_2 K = \text{cl}_2 L$. The collection of all concave-convex functions on $R^m \times R^n$ which are equivalent to $K$ is called the equivalence class containing $K$ and is denoted by $[K]$. We say that $K$ is closed if and only if $\text{cl}_1 K = K$ and $K = \text{cl}_2 K$.

It is an easy exercise to show that $K \sim L$ implies both that $\text{dom} K = \text{dom} L$ and that $K$ is closed if and only if $L$ is closed. Thus, an equivalence class is called closed (resp. proper) if and only if any of its members is closed (resp. proper).

The function $f$ on $R^m \times R^n$ given by $f(x, y) = \sup \{<y, y^* > - K(x, y)\}$ is convex in $(x, y^*)$ jointly, since it is a pointwise supremum of convex functions. Similarly, the function $g$ on $R^m \times R^n$ given by $g(x^*, y) = \inf \{<x, x^* > - K(x, y)\}$ is concave in $(x^*, y)$ jointly. We call $f$ (resp. $g$) the convex (resp. concave) parent of $K$. Notice that this usage of the term “parent” differs by some minus signs from the original usage in Rockafellar [47]. With these definitions, (34.2) implies the following.

**THEOREM 0.1.** Let $f$ (resp. $g$) be the convex (resp. concave) parent of $K$. Then $K$ is closed if and only if $f(x, y^*) = -g(x, -y^*)$ and $g(x^*, y) = -f(-x^*, y)$, in which case (a) and (b) below hold.

(a) The parents of $K$ depend only on $[K]$; that is, for each $\tilde{K} \in [K]$, the convex (resp. concave) parent of $\tilde{K}$ is $f$ (resp. $g$). Moreover, $f$ and $g$ are closed, and
\[ \text{dom}_1 K = \{ x \mid f(x, y^*) < +\infty \text{ for some } y^* \}, \]

\[ \text{dom}_2 K = \{ y \mid g(x^*, y) > -\infty \text{ for some } x^* \}. \]

(b) The equivalence class \([K]\) consists of all and only those concave-convex functions \(K\) on \(R^m \times R^n\) which satisfy \(K \leq \tilde{K} \leq \bar{K}\), where

\[ K(x, y) = \sup_{y^*} \{<y^*, y> - f(x, y^*)\} \]

and

\[ \bar{K}(x, y) = \inf_{x^*} \{<x^*, x> - g(x^*, y)\} . \]

Moreover, \(\text{cl}_2 \tilde{K} = \bar{K}\) and \(\text{cl}_1 \tilde{K} = \bar{K}\) for each \(\tilde{K} \in [K]\), and

\[ K(x, y) = \bar{K}(x, y) \]

whenever \(x \in \text{ri}(\text{dom}_1 K)\) or \(y \in \text{ri}(\text{dom}_2 K)\).

The lower conjugate of \(K\), denoted by \(K^*\), is the function on \(R^m \times R^n\) defined by

\[ K^*(x^*, y^*) = \sup_{x} \inf_{y} \{<x, x^*> + <y, y^*> - K(x, y)\} . \]

Similarly, the upper conjugate of \(K\), denoted by \(\bar{K}^*\), is the function on \(R^m \times R^n\) defined by

\[ \bar{K}^*(x^*, y^*) = \inf_{x} \sup_{y} \{<x, x^*> + <y, y^*> - K(x, y)\} . \]

From (37.1) we have the following result.
THEOREM 0.2. Assume $K$ is closed. Then $K^*$ and $K^*$ are equivalent, closed concave-convex functions which depend only on $[K]$. Moreover, if $L$ is any element of the equivalence class containing $K^*$ and $K^*$, then

$$\text{cl}_2 L = K^*, \quad \text{cl}_1 L = K^*, \quad L^* = K, \quad L^* = K^*,$$

and the convex (resp. concave) parent of $L$ is the negative of the concave (resp. convex) parent of $K$.

When it exists, the equivalence class containing $K^*$ and $K^*$ is called the conjugate of $[K]$ and is denoted by $[K^*]$. Each member of $[K^*]$ is called a conjugate of every member of $[K]$. It is immediate from Theorems 0.2 and 0.1(b) that (at least when $K$ is closed) $K^*$ and $K^*$ are the least and greatest elements of $[K^*]$, respectively. The notation thus conforms to that introduced in Theorem 0.1(b), where a lower (resp. upper) bar indicates the least (resp. greatest) element of the equivalence class.

By (34.2.3) the only equivalence classes which are closed but not proper are the one containing the constant function $+\infty$ and the one containing the constant function $-\infty$. Since each of these two equivalence classes is the conjugate of the other, it follows that $[K^*]$ is closed and proper whenever $[K]$ is.

We define $K$ to be polyhedral if and only if it is closed and either its concave or its convex parent is polyhedral. If $K$ is polyhedral and $L$ is equivalent to $K$, then Theorem 0.1 implies $L$ is polyhedral. Thus,
equivalence class is called polyhedral if and only if any of its members is polyhedral. From Theorem 0.2 follows the important fact that $[K^*]$ is polyhedral whenever $[K]$ is polyhedral. It will be shown that polyhedrality is preserved also by each of the operations developed in §§1, 3 and 4.

The notions of "recession function" and "recession cone" for saddle functions will be quite useful for formulating various growth conditions needed later on. Recall that if $f$ is a proper convex function on $\mathbb{R}^n$, the recession function of $f$, written rec $f$, is the function on $\mathbb{R}^n$ defined by

$$(\text{rec } f)(y) = \sup\{f(x + y) - f(x) | x \in \text{dom } f\} ,$$

and the recession cone of $f$ is the set

$\text{rec cone } f = \{y | (\text{rec } f)(y) \leq 0\} .$

The recession function and recession cone of a proper concave function are defined similarly by replacing "sup" by "inf" and "≤" by "≥". This notation for these objects differs from that in [48]. Now write $C = \text{dom}_1 K$ and $D = \text{dom}_2 K$. The convex recession function of $K$ is the function rec$_2 K$ on $\mathbb{R}^n$ defined by

$$(\text{rec}_2 K)(w) = \sup\{(\text{rec } K(x, \cdot))(w) | x \in \text{ri } C\} .$$

The convex recession cone of $K$ is the set

$\text{rec cone}_2 K = \{w | (\text{rec}_2 K)(w) \leq 0\} .$

Similarly, the concave recession function of $K$ is the function rec$_1 K$ on $\mathbb{R}^m$ defined by

$$(\text{rec}_1 K)(z) = \inf\{(\text{rec } K(\cdot, y))(z) | y \in \text{ri } D\} ,$$
and the \textbf{concave recession cone} of $K$ is the set
\[
\text{rec cone}_1 K = \{ z \mid (\text{rec}_1 K)(z) \geq 0 \}.
\]

Trivially,
\[
\text{rec cone}_2 K = \cap \{ \text{rec cone} K(x, \cdot) \mid x \in \text{ri } C \}
\]
and
\[
\text{rec cone}_3 K = \cap \{ \text{rec cone} K(\cdot, y) \mid y \in \text{ri } D \}.
\]

The main importance of the recession functions of $K$ rests on the following theorem, which is (37.2) reformulated.

\textbf{THEOREM 0.3.} Assume $K$ is closed and proper. Then
\[
\text{rec}_2 K = 5^* (\cdot \mid \text{dom}_2 K^*)
\]
and
\[
\text{rec}_3 K = -5^* (-\cdot \mid \text{dom}_3 K^*)
\]

This says that the recession functions of $K$ are essentially just the support functions of $\text{dom } K^*$. But $K^*$, and hence $\text{dom } K^*$, depends only on $[K]$. Thus, for $K$ closed and proper, the recession functions and recession cones of $K$ depend only on $[K]$.

Suppose now that $K$ is closed and proper. We know by (37.1.3) that the saddle value of $K$ exists if either $0 \in \text{ri}(\text{dom}_1 K^*)$ or $0 \in \text{ri}(\text{dom}_2 K^*)$, and (37.5.3) tells us that a saddle point of $K$ exists if actually $(0,0) \in \text{ri}(\text{dom } K^*)$. In addition, it is not hard to show that the set of saddle points of $K$ is nonempty and bounded if and only if $(0,0) \in \text{int}(\text{dom } K^*)$.

The next three lemmas will help us to utilize these basic facts.
LEMMA 0.4. Assume \( K \) is closed, and let \( f \) (resp. \( g \)) be its convex (resp. concave) parent. Then

\[
\text{ri}(\text{dom}_1 K^*) = \bigcup \{ \text{ri}(\text{dom } g(\cdot, y)) \mid y \in \text{ri } D \}
\]

and

\[
\text{ri}(\text{dom}_2 K^*) = \bigcup \{ \text{ri}(\text{dom } f(x, \cdot)) \mid x \in \text{ri } C \}
\]

where \( C = \text{dom}_1 K \) and \( D = \text{dom}_2 K \). These formulas also hold when "\( \text{ri} \)" is deleted throughout.

PROOF. From Theorems 0.2 and 0.1(a) it follows that

\[\text{dom}_1 K^* = A \text{dom } g\]

and

\[\text{dom } g = \bigcup \{ \text{dom } g(\cdot, y) \times \{ y \} \mid y \in D \},\]

where \( A \) is the projection \((x^*, y) \rightarrow x^*\). Hence (6.6) implies

\[\text{ri}(\text{dom}_1 K^*) = A \text{ri}(\text{dom } g)\]

and (6.8) implies

\[\text{ri}(\text{dom } g) = \bigcup \{ \text{ri}(\text{dom } g(\cdot, y)) \times \{ y \} \mid y \in \text{ri } D \} .\]

The formulas for \( \text{dom}_1 K^* \) and its relative interior follow from these, and the other two formulas are proved similarly.

LEMMA 0.5. Assume \( K \) is closed and proper. Let \( j \) equal 1 or 2 and put \( S_j = \text{rec cone}_j K \). Then

\[0 \in \text{ri}(\text{dom}_j K^*) \text{ if and only if } S_j \subseteq -S_j ,\]

and
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$0 \in \text{int}(\text{dom}_{K^o})$ if and only if $S_j \subset (0)$.

**Proof.** We use the following Sublemma. If $w^o \in \mathbb{R}^n$ and $h$ is a positively homogeneous proper convex function on $\mathbb{R}^n$, then the following two conditions are equivalent:

(a) $\forall w \in \mathbb{R}^n$, $<w, w^o> \leq h(w)$ with strict inequality for each $w$ such that $-h(-w) \neq h(w)$;

(b) $\forall w \in \mathbb{R}^n$, $h(w) \leq <w, w^o>$ implies $h(-w) \leq <-w, w^o>$.

**Proof of Sublemma.** Assume (a) and suppose $h(w) \leq <w, w^o>$. Then actually $h(w) = <w, w^o>$. If we had $-h(-w) = h(w)$, then (a) would imply $<w, w^o> < h(w)$, a contradiction. Thus $-h(-w) = h(w) = <w, w^o>$ and (b) is proved. Conversely, assume (b) and let $w$ be given. If $h(w) \leq <w, w^o>$, then (4.7.2) and (b) imply $-h(-w) \leq h(-w) \leq <-w, w^o>$ and hence $<w, w^o> \leq h(w)$.

Suppose $-h(-w) = h(w)$. By (4.7.2) we have $-h(-w) < h(w)$. If $h(w) \leq <w, w^o>$, this would imply $-h(-w) < <w, w^o>$ while at the same time from (b) we would have $<w, w^o> \leq h(-w)$. Therefore $<w, w^o> < h(w)$ whenever $-h(-w) = h(w)$, and (a) is proved.

Now to prove the lemma we define $h = 6^o(-|\text{dom}_{K}^o|)$. By (13.1) and the Sublemma, $0 \in \text{ri}(\text{dom}_{K^o})$ if and only if for each $w \in \mathbb{R}^n$, $h(w) \leq 0$ implies $h(-w) \leq 0$. By (13.1) we also have that $0 \in \text{int}(\text{dom}_{K^o})$ if and only if for each $w \in \mathbb{R}^n$, $h(w) \leq 0$ implies $w = 0$. The assertions for $j = 2$ follow from these equivalences and Theorem 0.3. The assertions for $j = 1$ are proved similarly.

Concerning the condition $S_j \subset -8_j$ in Lemma 0.5, recall from (13.2) that the support functions of nonempty convex sets are precisely those
functions whose epigraphs are closed convex cones containing the origin.

This fact and Theorem 0.3 imply that the recession cones of closed proper cones are themselves closed convex cones containing the origin. Hence they are actually subspaces if and only if they are closed under scalar multiplication by -1.

The conditions given in the next lemma may well be the easiest to verify in many cases.

LEMMA 0.6. Assume K is closed and proper. Then \((0, 0) \in \text{int}(\text{dom}K^*)\)
whenever \(\text{dom}K\) is bounded. In particular, \(0 \in \text{int}(\text{dom}_2 K^*)\) whenever there exists an \(x \in \text{dom}_1 K\) such that the level sets \(\{y | K(x, y) \leq \alpha\}, \alpha \in \mathbb{R}\), are all bounded, and \(0 \in \text{int}(\text{dom}_1 K^*)\) whenever there exists a \(y \in \text{dom}_2 K\) such that the level sets \(\{x | K(x, y) \geq \alpha\}, \alpha \in \mathbb{R}\), are all bounded.

PROOF. By (M.3), the first assertion is a special case of the second. Now let \(x \in \text{dom}_1 K\) be such that all the level sets of \(K(x, \cdot)\) are bounded. Then by (7.6), the nonempty level sets of \(\text{cl}(K(x, \cdot))\) are all bounded. Also, \(\text{cl}(K(x, \cdot)) = \text{cl}_2 K(x, \cdot) = K(x, \cdot)\). Hence (8.7) and (8.4) imply that rec cone \(K(x, \cdot) = \{0\}\), which by (13.3.4c) is equivalent to \(0 \in \text{int}(\text{dom}K(x, \cdot))^*\).

But \(K(x, \cdot)^* = f(x, \cdot)\), where \(f\) is the convex parent of \(K\). Since Lemma 0.4 yields \(\text{int}(\text{dom}f(x, \cdot)) \subset \text{int}(\text{dom}_2 K^*)\), it follows that \(0 \in \text{int}(\text{dom}_2 K^*)\).

The statement about \(0 \in \text{int}(\text{dom}_1 K^*)\) is proved similarly.

As explained above, Lemmas 0.4 through 0.6 furnish various criteria for the existence of saddle values and saddle points. To facilitate the use of these criteria, in §§1 and 3 we derive formulas for the parents and
recession functions of the saddle functions which result from various
operations. By combining those formulas with the preceding criteria, the
reader can derive existence theorems as needed. Consequently, through-
out this paper existence results will not be stressed.

We conclude this section with a lemma which will be useful later on
in dualizing various conditions with respect to the conjugacy correspondence.

**Lemma 0.7.** Assume $K$ is closed and proper, and let $L_1$ and $L_2$ be
subspaces of $R^m$ and $R^n$. Then for $j = 1$ and $2$ the following conditions
are equivalent:

1. $L_j \cap \text{ri}(\text{dom}_j K^*) = \emptyset$ ;
2. $L_j \cap (\text{rec cone}_j K)$ is a subspace ;
3. $L_j \cap (\text{rec cone}_j K) \subseteq -(\text{rec cone}_j K)$ .

**Proof.** We prove only that $(a_j)$, $(b_j)$ and $(c_j)$ are equivalent, as the
proof for $j = 1$ is similar. By the remark following Lemma 0.5 and the fact
that $L_2$ is a subspace, $(b_2)$ is equivalent to $(c_2)$. Write $D^* = \text{dom}_2 K^*$ and
$L = L_2$. By (II.3), $(a_2)$ fails if and only if there exists a hyperplane separating
$L$ and $D^*$ properly. By (II.1) this occurs if and only if there exists a $w \in R^n$
such that

$$\inf\{<y^*, w>|y^* \in L\} \geq \sup\{<y^*, w>|y^* \in D^*\}$$

and

$$\sup\{<y^*, w>|y^* \in L\} \geq \inf\{<y^*, w>|y^* \in D^*\} .$$
But since

$$\sup(\langle y^*, w \rangle \mid y^* \in D^*) = (\text{rec}_2 K)(w)$$

and

$$\inf(\langle y^*, w \rangle \mid y^* \in L^1) = \begin{cases} 0 & \text{if } w \in L^1 \\ -\infty & \text{if } w \notin L^1 \end{cases}$$

this means that \((a_2)\) fails if and only if there exists a \(w \in L^1\) such that 

\((\text{rec}_2 K)(w) \leq 0\) and \((\text{rec}_2 K)(-w) > 0\). Therefore \((a_2)\) holds if and only if for each \(w \in L^1\), \((\text{rec}_2 K)(w) \leq 0\) implies \((\text{rec}_2 K)(-w) \leq 0\) . But this last condition is the same as \((c_2)\) .
II. Two Dual Operations

In this section we develop two quite general ways of forming new equivalence classes of saddle functions from given ones. When viewed as operations on equivalence classes, they are seen to be dual to each other with respect to the basic conjugacy correspondence. Various results are proved concerning the equivalence classes resulting from these operations. The section concludes with examples showing that the conditions under which the operations can be performed cannot in general be weakened.

The first operation we develop is analogous to that of composing a convex function with a linear transformation. Let $K$ be a closed proper concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$ and let $A = A_1 \times A_2$ be a linear transformation from $\mathbb{R}^p \times \mathbb{R}^q$ to $\mathbb{R}^m \times \mathbb{R}^n$. We seek a condition on $K$ and $A$ ensuring the existence of an equivalence class of closed proper saddle functions which contains every function of the form $KA$ for $K \in [K]$. Such a condition is given in Theorem 1.2. When this equivalence class exists, it will usually be denoted by $[KA]$.

**Lemma 1.1.** Let $K$ be a concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$ and let $A = A_1 \times A_2$ be a linear transformation from $\mathbb{R}^p \times \mathbb{R}^q$ to $\mathbb{R}^m \times \mathbb{R}^n$. Then $KA$ is a concave-convex function on $\mathbb{R}^p \times \mathbb{R}^q$, and $A^{-1}(\text{dom } K) \subset \text{dom } KA$. The inclusion can be strengthened to equality if $K$ is closed and proper and range $A \cap \text{ran}(\text{dom } K) \neq \emptyset$.

**Proof.** Write $\text{dom } K = C \times D$. By (5.7), $KA$ is concave-convex. If $u \in A_1^{-1}C$, then $K(A_1u, \cdot)$ is never $-\infty$ and hence $KA(u, \cdot) = K(A_1u, \cdot)A_2$ is
never $\infty$. This shows $A^{-1}_{1}C \subset \text{dom}_{1}KA$. Similarly $A^{-1}_{2}D \subset \text{dom}_{2}KA$. Now assume $K$ is closed and proper and range $A \cap \text{ri}(\text{dom } K) \neq \emptyset$. If $u \notin A^{-1}_{1}C$, then (34.3) implies $K(A_{1}u, \cdot)A_{2}$ equals $-\infty$ everywhere on $\text{ri } D$ and hence $K(A_{1}u, \cdot)A_{2}$ equals $-\infty$ everywhere on $A^{-1}_{2}(\text{ri } D)$. Since $A^{-1}_{2}(\text{ri } D) \neq \emptyset$ by hypothesis, this shows $\text{dom}_{1}KA \subset A^{-1}_{1}C$. Similarly $\text{dom}_{2}KA \subset A^{-1}_{2}D$.

**THEOREM 1.2.** Let $K$ be a closed proper concave-convex function on $R^{m} \times R^{n}$, and let $A = A_{1} \times A_{2}$ be a linear transformation from $R^{p} \times R^{q}$ to $R^{m} \times R^{n}$ such that range $A \cap \text{ri}(\text{dom } K) \neq \emptyset$. Then the collection $(\tilde{K}A|\tilde{K} \in [K])$ of saddle functions is contained in an equivalence class $[H]$ of closed proper concave-convex functions on $R^{p} \times R^{q}$ having domain $A^{-1}_{1}(\text{dom } K)$. Moreover,

$H = KA$, \quad $H = \tilde{K}A$,

$\text{ri}(\text{dom } H) = A^{-1}_{1}\text{ri}(\text{dom } K)$,

$\text{cl}(\text{dom } H) = A^{-1}_{1}\text{cl}(\text{dom } K)$.

**PROOF.** Lemma 1.1 implies $KA$ and $\tilde{K}A$ are proper concave-convex functions on $R^{p} \times R^{q}$ with domain $A^{-1}_{1}(\text{dom } K)$. From Theorem 0.1(b) it is clear that a closed proper saddle-function is the least member of its equivalence class if and only if it is convex-closed. Now it follows routinely, using (6.7), (34.3) and (9.5), that $KA$ satisfies the six conditions of (34.3) and moreover is convex-closed. Hence $KA$ is closed and is the least member of its equivalence class. Similarly, $\tilde{K}A$ is closed and is the greatest member of its equivalence class. According to (34.4), two closed proper saddle-functions are equivalent if and only if they have the same kernel. Suppose $(u, v) \in \text{ri}(A^{-1}(\text{dom } K))$. By (6.7) this means $A(u, v) \in \text{ri}(\text{dom } K)$. Since $K$ and $\tilde{K}$ are
equivalent closed proper, $\overline{K}A(u,v) = \overline{K}A(u,v)$. This shows $\overline{K}A = \overline{K}A$ and hence $(\overline{K}A) = [\overline{K}A] = [H]$. If $K \subseteq [K]$, then $K \subseteq K \subseteq \overline{K}$ implies $\overline{K}A \subseteq \overline{K}A$ and hence $\overline{K}A \subseteq [H]$ (Theorem 0.1(b)). The formulas for $\text{ri}(\text{dom} H)$ and $\text{ci}(\text{dom} H)$ are immediate from (6.7).

The next result concerns the subdifferential mapping of $K\overline{A}$, denoted by $\partial(K\overline{A})$. The subdifferential mapping is a generalization of the gradient mapping to saddle functions which are not necessarily differentiable. For background on the subdifferential of a saddle function, we refer the reader to [48] or [43].

**THEOREM 1.3.** Let $K$ and $A$ be as in Theorem 1.2. Then

$$
\partial(K\overline{A})(u, v) = A^* \partial(K(A(u, v)))
$$

for each $(u, v) \in \mathbb{R}^P \times \mathbb{R}^Q$, and

$$
\text{ri}(A^{-1}(\text{dom } K)) \subseteq \text{dom } \partial(K\overline{A}) \subseteq A^{-1}(\text{dom } K).
$$

**PROOF.** The inclusions are immediate from (37.4) and Theorem 1.2. It follows that the identity holds trivially when $(u, v) \notin A^{-1}(\text{dom } K)$. Suppose $(u, v) \in A^{-1}(\text{dom } K)$. By the definitions, $(u^*, v^*) \in \partial(K\overline{A})(u, v)$ if and only if $u^* \in \partial(K(\cdot, A_2v)A_1)(u)$ and $v^* \in \partial(K(A_1u, \cdot)A_2)(v)$. Now by (34.3), $A_1u \in \text{dom}_1K$ implies that $K(A_1u, \cdot)$ is a proper convex function with $\text{ri}(\text{dom } K(A_1u, \cdot)) = \text{ri}(\text{dom}_2K)$. Hence range $A_2 \cap \text{ri}(\text{dom}_2K) \neq \emptyset$ and (23.9) imply that $v^* \in \partial(K(A_1u, \cdot)A_2)(v)$ if and only if $v^* \in A_2^* \partial(K(A_1u, \cdot))(A_2v)$, i.e. if and only if $v^* \in A_2^* \partial_2K(A(u, v))$. Similarly, $u^* \in \partial(K(\cdot, A_2v)A_1)(u)$ if and only if $u^* \in A_1^* \partial_1K(A(u, v))$. The identity follows.

**THEOREM 1.4.** Let $K$ and $A$ be as in Theorem 1.2. Let $f$ (resp. $g$) denote the convex (resp. concave) parent of $K$, and let $h$ (resp. $k$) denote
the convex (resp. concave) parent of $KA$. Then

$$h(u, v^*) = (A_2^* f(A_1^* u, \cdot))(v^*)$$

and

$$k(u^*, v) = (A_1^* g(\cdot, A_2^* v))(u^*) .$$

PROOF. Suppose $u \not\in \text{dom}_1 KA$. Then $h(u, \cdot)$ is constantly $+\infty$. Also, $A_1 u \not\in \text{dom}_1 K$ implies $f(A_1^* u, \cdot)$ is constantly $+\infty$ and hence

$$(A_2^* f(A_1^* u, \cdot))(v^*) = \inf \{ f(A_1^* u, y^*) | A_2^* y^* = v^* \} = +\infty$$

for every $v^*$. Now suppose $u \in \text{dom}_1 KA$. By (34.3), $A_1 u \in \text{dom}_1 K$ implies $K(A_1^* u, \cdot)$ is a proper convex function with $\text{ri}(\text{dom} K(A_1^* u, \cdot)) = \text{ri}(\text{dom} A_2 K)$. Thus from (16.3), Theorem 0.1(a) and range $A_2 \cap \text{ri}(\text{dom} A_2)^c \neq \emptyset$ it follows that

$$h(u, v^*) = (K(A_1^* u, \cdot) A_2^*) (v^*) = (A_2^* K(A_1^* u, \cdot))(v^*) = (A_2^* f(A_1^* u, \cdot))(v^*)$$

for every $v^*$. This proves the first identity. The second is proved similarly.

COROLLARY 1.4.1. Let $K$ and $A$ be as in Theorem 1.2. If $K$ is polyhedral, then $KA$ is polyhedral.

PROOF. Let $I_p$ and $I_n$ denote the identity transformations on $\mathbb{R}^p$ and $\mathbb{R}^n$, respectively, and let $f$ and $h$ be as in Theorem 1.4. Then

$$h = (I_p \times A_2^*) (f(A_1^* u, I_n)) .$$

Hence (19.3.1) implies that $h$ is polyhedral if $f$ is polyhedral. Since $KA$ is closed by Theorem 1.2, this concludes the proof.

The next three results concern $\text{dom}(KA)^c$. By the remark preceding Lemma 0.4, such information is of interest since it pertains to the existence of a saddle value or saddle point of $KA$.
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COROLLARY 1.4.3. Let \( K \) and \( A \) be as in Theorem 1.2. Then
\[
\text{dom}(KA)^* \subset A^* \text{dom} K^*.
\]
In particular, if \( f \) (resp. \( g \)) denotes the convex (resp. concave) parent of \( K \), then
\[
\text{ri(dom}_1(KA)^*) = A_1^* \cup (\text{ri(dom}_g(\cdot, y)) | y \in \text{range} A_2 \cap \text{ri(dom}_2K))
\]
and
\[
\text{ri(dom}_2(KA)^*) = A_2^* \cup (\text{ri(dom}_f(x, \cdot)) | x \in \text{range} A_1 \cap \text{ri(dom}_1K))
\]
where these formulas also hold when "ri" is deleted throughout.

PROOF. By Lemma 0.4.

It would be very nice for stating duality results if in addition to the inclusion of Corollary 1.4.2 we also had the inclusion
\[
\text{ri}(A^* \text{dom} K^*) \subset \text{dom}(KA)^*.
\]
However, this inclusion is not true in general. More discussion of this point (phrased in terms of the addition operation rather than \( KA \)) follows Corollary 3.6.3. By using recession functions, though, we are able to characterize when the above inclusion is valid. This is done in the next lemma (cf. (6.3.1)).

LEMMA 1.5. Let \( K \) and \( A \) be as in Theorem 1.2. Then for \( j = 1 \) and \( 2 \),
\[
\text{cl(dom}_j(KA)^*) = \text{cl}(A_j^* \text{dom}_jK^*)
\]
if and only if
\[
\text{rec}_j(KA) = (\text{rec}_jK)A_j.
\]

PROOF. By Theorem 0.3, \( \text{rec}_2(KA) = \delta^*(\cdot | \text{dom}_2(KA)^*) \) and \( (\text{rec}_2K)A_2 = \delta^*(A_2 \cdot | \text{dom}_2K^*) \). Now apply (16.3.1) and (13.1.1). The assertion for \( j = 1 \) is proved similarly.
LEMMA 1.6. Let $K$ and $A$ be as in Theorem 1.2. Then

$$
(rec_1 KA)(u) = \inf \{(rec K(x, y))(A_1 u) \mid y \in \text{range } A_2 \cap \text{ri(dom}_2 K)\}
$$

and

$$
(rec_2 KA)(v) = \sup \{(rec K(x, y))(A_2 v) \mid x \in \text{range } A_1 \cap \text{ri(dom}_1 K)\}.
$$

PROOF. By definition and Theorem 1.2,

$$
(rec_2 KA)(v) = \sup \{(rec KA)(u, y)(v) \mid u \in A_1^{-1} \text{ri(dom}_1 K)\}.
$$

If $x \in \text{ri(dom}_1 K)$, then (34.3) and (9.5) imply $(rec K(x, y)A_2)(v) = (rec K(x, y))(A_2 v)$. This proves one formula, and the other is proved similarly.

Now we develop another operation promised, an operation which is analogous to that of taking the image $Af$ of a convex function $f$ under a linear transformation $A$. Suppose $K$ is a concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$ and $A = A_1 \times A_2$ is a linear transformation from $\mathbb{R}^m \times \mathbb{R}^n$ to $\mathbb{R}^p \times \mathbb{R}^q$. We seek a condition on $K$ and $A$ ensuring that all the functions on $\mathbb{R}^p \times \mathbb{R}^q$ either of the form

$$(u, v) \rightarrow \sup_{\{x \mid A_1 x = u\}} \inf_{\{y \mid A_2 y = v\}} \tilde{K}(x, y)$$

or of the form

$$(u, v) \rightarrow \inf_{\{y \mid A_2 y = v\}} \sup_{\{x \mid A_1 x = u\}} \tilde{K}(x, y),$$

for $\tilde{K} \in [K]$, belong to a single equivalence class of concave-convex functions on $\mathbb{R}^p \times \mathbb{R}^q$. (By (5.5) and (5.7), these functions are indeed concave-convex.)
By analogy with the operation in the convex function case, this equivalence class (when it exists) will usually be denoted by \([AK]\). Theorem 1.8 gives a condition which guarantees that \([AK]\) exists and, moreover, that all of its members are closed and proper, and that its conjugate is \([K^*A^*]\).

The proof of Theorem 1.8 relies on the following technical result. For simplicity we "dualize" the notation used up until this point in §1, i.e., we write \(K^*\) in place of \(K\) and \(A^*\) in place of \(A^*\).

**Lemma 1.7.** Let \(K\) be a closed proper concave-convex function on \(R^m \times R^n\), and let \(A = A_1 \times A_2\) be a linear transformation from \(R^m \times R^n\) to \(R^p \times R^q\). Assume \(\text{range } A^* \cap \text{ri}(\text{dom} K^*) \neq \emptyset\). Then

\[
(K^*A^*)^*(u, v) = \sup \{\text{cl}(A_2K(x, \cdot))(v) \mid A_1x = u\},
\]

where the supremum can be taken over just those \(x\) in \(\text{dom}_1 K\) such that \(A_1x = u\), and

\[
(K^*A^*)^*(u, v) = \inf \{\text{cl}(A_2\overline{K}(\cdot, y))(u) \mid A_2y = v\},
\]

where the infimum can be taken over just those \(y\) in \(\text{dom}_2 K\) such that \(A_2y = v\).

**Proof.** Only the first formula will be proved, as the second can be proved similarly. Let \(J\) denote the lower conjugate of \(K^*A^*\). The definitions yield

\[
J(u, v) = \sup \{<v^*, v> + \inf \{<u^*, u> - (K^*(\cdot, A_2v^*)A_1^*)(u^*)\} \}.
\]

Since \(\overline{K^*}\) is concave-closed, it follows from (34.3) and (6.3.1) that

\[
\text{ri}(\text{dom} \overline{K^*}(\cdot, y^*)) \text{ equals } \text{ri}(\text{dom}_1 K^*) \text{ when } y^* \in \text{dom}_2 K^* \text{ and equals } R^m \text{ when } y^* \notin \text{dom}_2 K^*. \]

Hence (16.3) and the hypothesis \(\text{range } A_1^* \cap \text{ri}(\text{dom}_1 K^*) \neq \emptyset\) imply
\[(K^*(\cdot, A_2^*v^*)A_1^*)(u) = (A_1^*K^*(\cdot, A_2^*v^*)^*)(u) = \sup\{k(x, A_2^*v^*) | A_1x = u\} \text{ for every } v^*, \text{ where } k \text{ denotes the concave parent of } K^*. \text{ Thus,}\]

\[J(u, v) = \sup\{\langle v^*, v \rangle + \sup_{x \in A_1} k(x, A_2^*v^*) \}
= \sup_{x \in A_1} \sup\{\langle v^*, v \rangle - (-k)(x, A_2^*v^*) \}.
\]

But Theorem 0.2 implies \(-k\) is the convex parent of \(K\), and hence (16.3) implies \(\sup\{\langle v^*, v \rangle - (-k)(x, A_2^*v^*) \} = (f(x, \cdot)A_2^*)^*(v) = \cl(A_2f(x, \cdot))(v) =\]

\[\cl(A_2K(x, \cdot))(v). \text{ This establishes the asserted formula for } J. \text{ Finally, for each } x \notin \text{dom}_1K, \text{ the fact that } K \text{ is convex-closed implies } K(x, \cdot) \text{ and hence } \cl(A_2K(x, \cdot)) \text{ is constantly } -\infty.\]

**THEOREM 1.8.** Let \(K\) and \(A\) be as in Lemma 1.7 and assume range \(A^* \cap \text{rl}(\text{dom } K^*) \neq \emptyset\). Define functions \(J_1\) and \(J_2\) on \(\mathbb{R}^p \times \mathbb{R}^q\) by

\[J_1(u, v) = \sup_{\{x | A_1x = u\}} \inf_{\{y | A_2y = v\}} K(x, y)\]
and

\[J_2(u, v) = \inf_{\{y | A_2y = v\}} \sup_{\{x | A_1x = u\}} K(x, y).\]

Then there exists an equivalence class \([AK]\) which contains every concave-convex function \(J\) on \(\mathbb{R}^p \times \mathbb{R}^q\) satisfying \(J_1 \leq J \leq J_2\). Moreover, \([AK]\) is closed and proper and its conjugate is \([K^*A^*]\). If \([K]\) is polyhedral, then \([AK]\) is polyhedral.
PROOF. Theorem 1.2 implies that $K^*A^*$ and $\overline{K}^*A^*$ belong to a closed proper equivalence class $[K^*A^*]$. Let $[AK]$ denote the conjugate equivalence class. From Lemma 1.7 and the fact that $\text{cl } f \leq f$ for any convex function $f$ and $\text{cl } g \geq g$ for any concave function $g$, it follows that

$$\left(\frac{K^*}{A^*}\right) < J_1 \text{ and } J_2 \leq (K^*A^*)^*.$$ 

Hence Theorem 0.1(b) implies that each concave-convex function $J$ on $R^p \times R^q$ satisfying $I_1 \leq J \leq I_2$ belongs to $[AK]$. The polyhedral assertion follows from Corollary 1.4.1 and the fact that $K^*$ is polyhedral whenever $K$ is.

Recall from (37.5) that $\partial K^*$ is just the inverse of $\partial K$, considered as a multivalued mapping. By combining this fact with Theorem 1.3 and the fact that $[AK]$ is the conjugate of $[K^*A^*]$ (Theorem 1.8), we immediately have a characterization of the subdifferential $\partial (AK)$ of $AK$.

The basic hypothesis used throughout this section is dualized in the following lemma.

LEMMA 1.9. Let $K$ and $A$ be as in Lemma 1.7. Then for $j = 1$ and $2$ the following conditions are equivalent:

1. $\text{range } A_j^* \cap \text{ri(dom,}K^*) \neq \emptyset$;
2. $A_j^{-1}(0) \cap \text{rec cone,}K$ is a subspace;
3. $A_j^{-1}(0) \cap \text{rec cone,}K \subset -(\text{rec cone,}K)$.

PROOF. Apply Lemma 0.7 with $L_j = \text{range } A_j^*$.

We conclude this section with two examples showing that Theorems 1.2 and 1.8 can fail if their hypotheses are weakened. These examples are presented in the notational scheme of Theorem 1.2.
EXAMPLE 1.10. Take \( m = n = p = q = 1 \), and let \( A_1 \) and \( A_2 \) each be the zero transformation on \( R \). Let \( K \) be a member of the equivalence class of closed proper concave-convex functions on \( R \times R \) having as kernel the function

\[
(u, v) \mapsto u^v, \quad \forall (u, v) \in (0, 1) \times (0, 1).
\]

(This equivalence class is discussed in [48, p. 360].) Then \( \text{dom} \, K = [0, 1] \times [0, 1], \, K(0, 0) = 0, \, \overline{K}(0, 0) = 1 \), and \( K(u, v) = u^v = \overline{K}(u, v) \) whenever \( (u, v) \in \text{dom} \, K \setminus \{(0, 0)\} \). Moreover, for each \( \alpha \in [0, 1] \) the function \( K_\alpha \) belongs to \([K]\), where \( K_\alpha(0, 0) = \alpha \) and \( K_\alpha(u, v) = K(u, v) \) whenever \( (u, v) \neq (0, 0) \).

Observe that, for \( j = 1 \) and \( 2 \), range \( A_j \cap \text{dom} \, K \neq \emptyset \) while range \( A_j \cap \text{ri}(\text{dom} \, K) = \emptyset \). Also, for any \( \tilde{K} \in [K] \), the function \( \tilde{K}A \) is constantly equal to \( \tilde{K}(0, 0) \).

Since \( 0 \leq \tilde{K}(0, 0) \leq 1 \), this implies that \( \tilde{K}A \) is closed and proper. However, it also implies that, for any two elements \( K_1 \) and \( K_2 \) of \([K]\), \( K_1A \) is equivalent to \( K_2A \) if and only if \( K_1(0, 0) = K_2(0, 0) \). Thus, as \( \tilde{K} \) ranges over \([K]\) the functions \( \tilde{K}A \) determine \( 2^{K_0} \) distinct equivalence classes of closed proper saddle-functions (cf. Theorem 1.2). Now let \( J_1 \) and \( J_2 \) be defined as in Theorem 1.8 (except for dualizing the notation). Since \( A_j^* \) is the zero transformation on \( R \),

\[
J_1(u^*, v^*) = \begin{cases} 
\sup R \inf \overline{K}^* & \text{if } u^* = 0 \text{ and } v^* = 0 \\
\infty & \text{if } u^* = 0 \text{ and } v^* \neq 0 \\
-\infty & \text{if } u^* \neq 0
\end{cases}
\]

and
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In the text, the notation and concepts seem to be related to functional analysis or a similar field, but the specific details or context are not clear without further information. The text appears to be discussing properties of functions and their ranges or domains. Without more context, it's difficult to provide a more precise translation or explanation.
§2. Sharper Results

In this section the results of §1 concerning (AK) are sharpened. In particular, conditions are given under which (i) the effective domain of AK cannot "collapse" significantly from A dom K; (ii) the extrema appearing in the definitions of the elements $J_1$ and $J_2$ of (AK) are actually attained by saddle points; and (iii) the saddle functions $J_1$ and $J_2$ actually coincide with the least and greatest elements of (AK). This is done in Theorems 2.4 and 2.5. Lemma 2.6 states some simple conditions sufficient for the more general hypotheses of Theorems 2.4 and 2.5 to hold.

Throughout §2 we adopt the notational setting of Theorem 1.8. That is, K is a closed proper concave-convex function on $R^m \times R^n$, $A = A_1 \times A_2$ is a linear transformation from $R^m \times R^n$ to $R^p \times R^q$, and $J_1$ and $J_2$ are functions defined on $R^p \times R^q$ by

$$J_1(u, v) = \sup_{(x | A_1 x = u)} \inf_{(y | A_2 y = v)} K(x, y)$$

and

$$J_2(u, v) = \inf_{(y | A_2 y = v)} \sup_{(x | A_1 x = u)} \bar{K}(x, y)$$

Theorem 2.4 rests on Theorem 2.2, which in turn relies on the following technical lemma.

**Lemma 2.1.** Let $f$ be a proper convex function on $R^n$, let $D$ be a convex set such that $D \subset \text{dom } f \subset \text{cl } D$, and let $E$ be a convex set such that $E \cap \text{ri } D = \emptyset$. Then

$$\emptyset$$
\[
\text{inf } f = \text{inf } f.
\]
\[
\text{END } E
\]

**PROOF.** By (6.3.1), \( D \subset \text{dom } f \subset \text{cl } D \) implies \( r_D = r(\text{dom } f) \). Hence
\[
S = E \cap r(\text{dom } f) \subset E \cap D \subset E
\]
implies trivially that
\[
\text{inf } f > \text{inf } f \geq \text{inf } f.
\]

Let \( y \in E \) be given. If \( y \notin \text{dom } f \), then \( f(y) = +\infty > \text{inf } f \). Suppose \( y \in \text{dom } f \).

Since \( E \cap r_1 D = \emptyset \), we can pick an \( x \in S \). Then (6.1) implies that
\[
y_x = (1 - \lambda)x + \lambda y \in S \text{ for each } 0 \leq \lambda < 1.
\]
Hence (7.1) implies that
\[
\text{inf } f(y_x) = \text{inf } (f(y_x) : 0 \leq \lambda < 1) = \text{inf } f.
\]
This shows that \( f(y) \geq \text{inf } f \) for every \( y \in E \). Thus \( \text{inf } f \geq \text{inf } f \), and the proof is complete.

\[
\text{THEOREM 2.2. Let } (u, v) \in A(\text{dom } K) \text{ and assume that}
\]
\[
A_2^{-1}(0) \cap (\text{rec cone } K(x, -) : x \in r(\text{dom } K), A_2 x = u)
\]
and
\[
A_1^{-1}(0) \cap (\text{rec cone } K(-, y) : y \in r(\text{dom } K), A_2 y = v)
\]
are subspaces. Then there exists a nonempty closed convex product set \( X \times Y \)
in \( \text{dom } K \cap A^{-1}((u, v)) \) such that \((x, y) \in X \times Y \) if and only if \((x, y)\) is a saddle point of \( K \) with respect to \( A^{-1}(u, v) \) for each \( K \in K \). If the two sets in the hypothesis are actually nullspaces, then \( X \times Y \) is bounded.

**PROOF.** Define a concave-convex function \( L \) on \( R^m \times R^n \) by
\[
L(x, y) = \begin{cases} 
0 & \text{if } A_1 x = u \text{ and } A_2 y = v \\
+\infty & \text{if } A_1 x = u \text{ and } A_2 y \neq v \\
-\infty & \text{if } A_1 x \neq u 
\end{cases}
\]
Clearly, \( L \) is closed and its effective domain is \( A^{-1}(u, v) \). Since \((u, v) \in A(\mathop{\text{dom}} K) \cap \mathop{\text{ri}}(\mathop{\text{dom}} L) \neq \emptyset \). Therefore Theorem 3.2 (which doesn't depend on the results of [2]) implies that the equivalence class \([K] + [L]\) is defined and has domain \( S \times T \), where \( S = A^{-1}(u) \cap \mathop{\text{dom}} K \) and \( T = A^{-1}(v) \cap \mathop{\text{dom}} K \). Moreover, Theorem 3.2 also implies that for any \( K \in [K] \), \([K] + [L]\) contains the closed proper saddle function \( M \) given by

\[
M(x, y) = \begin{cases} 
K(x, y) & \text{if } x \in S \text{ and } y \in T \\
+\infty & \text{if } x \in S \text{ and } y \not\in T \\
-\infty & \text{if } x \notin S 
\end{cases}
\]

Suppose \( x \in \mathop{\text{ri}} S = A^{-1}(u) \cap \mathop{\text{ri}}(\mathop{\text{dom}} K) \) (use (6.5)). Then (34.3) implies

\( \overline{K}(x, \cdot) = K(x, \cdot) \) is a closed proper convex function with effective domain \( \mathop{\text{dom}} K \).

Hence (9.3) and the definition of \( M \) imply

\[
\mathop{\text{rec}} M(x, \cdot) = \mathop{\text{rec}} K(x, \cdot) + \mathop{\text{rec}} \delta(\cdot | A^{-1}(v))
\]

But \( \mathop{\text{rec}} \delta(\cdot | A^{-1}(v)) = \delta(\cdot | A^{-1}(0)) \). Therefore

\[
\mathop{\text{rec}} M(x, \cdot) = A^{-1}(0) \cap \mathop{\text{cone}} K(x, \cdot)
\]

Since \( M(x, \cdot) = M(x, \cdot) \) whenever \( x \in \mathop{\text{ri}} S \) (Theorem 0.1(b)), this implies that

\[
\mathop{\text{rec cone}}_2 M = A^{-1}(0) \cap \mathop{\text{cone}} K(x, \cdot)|_{x \in \mathop{\text{ri}} S}
\]

By hypothesis this is a subspace. Similarly, \( \mathop{\text{rec cone}}_1 M \) is a subspace. It follows from Lemma 0.5 that \((0, 0) \in \mathop{\text{ri}}(\mathop{\text{dom}} M^\circ)\), and hence (37.5.3) implies that \( \delta M^\circ(0, 0) \) is a nonempty closed convex product set \( X \times Y \). By (37.5),

\[
\delta M^\circ(0, 0) \subseteq \mathop{\text{dom}} \delta M
\]

But Theorem 3.9 (which doesn't depend on the results of
[2] implies that \( \text{dom } \mathcal{M} = \text{dom } \mathcal{M} \cap \text{dom } \mathcal{L} \) and (27.4) implies \( \text{dom } \mathcal{L} \subseteq \text{dom } \mathcal{L} \). Therefore \( X \times Y \subseteq \text{dom } \mathcal{M} \cap \mathcal{A}^{-1} \{ (u, v) \} \). Now \( (x, y) \in X \times Y \) if and only if \( (x, y) \) is a saddle point of \( \mathcal{M} \), which (by (36.3)) occurs if and only if \( (x, y) \) is a saddle point of \( \mathcal{K} \) with respect to \( S \times T \). Using \( (x, y) \in \text{dom } \mathcal{K} \) together with (34.3) and Lemma 2.1, it follows that this occurs if and only if \( (x, y) \) is a saddle point of \( \mathcal{K} \) with respect to \( \mathcal{A}^{-1} \{ (u, v) \} \). Since any member of \( \{ K \} \) could be taken in the definition of \( \mathcal{M} \), (36.4) implies that \( (x, y) \in X \times Y \) if and only if \( (x, y) \) is a saddle point of \( \mathcal{K} \) with respect to \( \mathcal{A}^{-1} \{ (u, v) \} \) for each \( \mathcal{K} \in \{ K \} \). Finally, suppose the sets in the hypothesis are actually nullspaces. Then \( \text{rec cone } \mathcal{M} = \{ 0 \} \) for \( j = 1 \) and 2, so that Lemma 0.5 implies \( (0, 0) \in \text{int}(\text{dom } \mathcal{M}^0) \). From this, (34.3) and (23.4) it follows that the sets \( \mathcal{M}^0(\cdot, 0)(0) = X \) and \( \mathcal{M}^0(0, \cdot)(0) = Y \) are bounded.

The conditions used in Theorems 2.4 and 2.5 are given in the next lemma. In contrast to the "global" conditions used in Theorem 1.8, these are pointwise in character.

**LEMMA 2.3.** For \( x \in \text{dom }_1 \mathcal{K} \) the following three conditions are equivalent, and they imply \( A_1 x \in \text{dom }_1 \mathcal{L}_1^1 \):

1. \( \text{range } A_2^0 \cap \text{ri}(\text{dom } \mathcal{K}(x, \cdot)^0) \neq \emptyset \);
2. \( A_2^{-1}(0) \cap \text{rec cone } \mathcal{K}(x, \cdot) \) is a subspace;
3. \( A_2^{-1}(0) \cap \text{rec cone } \mathcal{K}(x, \cdot) \subseteq -\text{rec cone } \mathcal{K}(x, \cdot) \).

Similarly, for \( y \in \text{dom }_2 \mathcal{K} \) the following three conditions are equivalent and they imply \( A_2 y \in \text{dom }_2 \mathcal{L}_2^1 \):
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(b₁)  range \( A_{1}^{\circ} \cap \text{ri}(\text{dom } K(x, \cdot)y^{\circ}) \neq \emptyset; \)

(b₂)  \( A_{1}^{-1}(0) \cap \text{rec cone } \tilde{K}(\cdot, y) \) is a subspace;

(b₃)  \( A_{1}^{-1}(0) \cap \text{rec cone } \tilde{K}(\cdot, y) \subseteq -\text{rec cone } \tilde{K}(\cdot, y). \)

PROOF. Only the first assertion is proved, as the second can be proved similarly. Since \( \text{rec cone } \tilde{K}(x, \cdot) \) is a convex cone, clearly (a₂) holds if and only if (a₃) holds. By Theorem 0.1, \( K(x, \cdot)^{\circ} \) is proper convex and its conjugate is \( \tilde{K}(x, \cdot) \). Hence (16.2.1) implies that (a₁) fails if and only if (a₃) fails. Thus, the three conditions (a₁) - (a₃) are equivalent. Suppose now that \( x \) satisfies (a₃). Since \( K(x, \cdot) \) is closed proper convex, (9.2) implies that \( A_{2}K(x, \cdot) \) is too. Hence \( A_{2}K(x, \cdot) \) is never \( -\infty \). But \( A_{2}K(x, \cdot) \leq J_{1}(A_{1}x, \cdot) \).

Therefore \( A_{1}x \in \text{dom } J_{1} \).

THEOREM 2.4. Assume that each \( x \in \text{ri}(\text{dom } K) \) (resp. \( y \in \text{ri}(\text{dom } K) \)) satisfies one of the equivalent conditions (a₁) (resp. (b₁)) of Lemma 2.3. Then the conclusions of Theorem 1.8 hold, and

\[ \text{ri}(\text{Adom } K) \subseteq \text{dom } AK \subseteq \text{Adom } K. \]

Furthermore, for each \( (u, v) \in \text{ri}(\text{Adom } K) \) there exists a nonempty closed convex product set \( X \times Y \) in \( \text{dom } \delta K \cap A^{-1}\{(u, v)\} \) such that

1. \( (x, y) \in X \times Y \) if and only if \( (x, y) \) is a saddle point of \( \tilde{K} \) with respect to \( A^{-1}\{(u, v)\} \) for each \( \tilde{K} \in [K] \), and

2. \( (x, y) \in X \times Y \) implies \( \tilde{J}(u, v) = \tilde{K}(x, y) \) for every \( \tilde{J} \in [AK] \) and \( \tilde{K} \in [K]. \)

PROOF. The hypothesis implies that \( A_{1}^{-1}(0) \cap \text{rec cone } K \) is a subspace...
for \( j = 1 \) and \( 2 \). Hence by Lemma 1.9 the conclusions of Theorem 1.8 hold, and in particular \( I_1 \) and \( I_2 \) belong to \([AK]\), where \([(AK)^\circ] = [K_A^\circ] \). Thus \( \text{dom} AK = \text{dom}_1 I_1 \times \text{dom}_2 I_2 \). Therefore the hypothesis and Lemma 2.3 imply that \( \text{ri}(A \text{ dom} K) \subseteq \text{dom} AK \). On the other hand, Lemma 1.9 and Corollary 1.4.2 imply that \( \text{dom} AK \subseteq A \text{ dom} K \). Let \((u, v) \in \text{ri}(A \text{ dom} K) \). By Theorem 2.2 there exists a nonempty closed convex product set \( X \times Y \in \text{dom} \theta K \cap A^{-1}\{(u, v)\} \) such that (1) holds. Suppose \((x, y) \in X \times Y \). Since (1) implies \((x, y)\) is a saddle point of \( K \) with respect to \( A^{-1}\{(u, v)\} \), certainly \( I_1(u, v) = K(x, y) \).

Since \( \text{ri}(A \text{ dom} K) = \text{ri}(A \text{ dom} AK) \) by (6.3.1), Theorem 0.1(b) implies that \( I_1(u, v) = \tilde{I}(u, v) \) for each \( \tilde{I} \in [AK] \). Also, \((x, y) \in \text{dom} \theta K \) and (37.4.1) imply that \( K(x, y) = \tilde{K}(x, y) \) for each \( \tilde{K} \in [K] \). This establishes (2).

**Theorem 2.5.** Assume that each \( x \in \text{dom}_1 K \) (resp. \( y \in \text{dom}_2 K \)) satisfies one of the equivalent conditions (a_1) (resp. (b_1)) of Lemma 2.3. Then \( \text{dom} AK \) actually equals \( A \text{ dom} K \). Moreover, writing \( \text{cl}_2(AK) = \overline{I} \) and \( \text{cl}_1(AK) = \overline{I} \),

\[
I_1 = \overline{I} \text{ and } I_2 = \overline{I} \text{ on range } A.
\]

In particular, \( I_1(u, v) = I(u, v) \) except when \( u \in \text{range } A_1 \setminus A_1 \text{ dom}_1 K \) and \( v \not\in \text{range } A_2 \), and \( I_2(u, v) = \overline{I}(u, v) \) except when \( u \not\in \text{range } A_1 \) and \( v \in \text{range } A_2 \setminus A_2 \text{ dom}_2 K \).

**Proof.** By Lemma 2.3, \( A \text{ dom} K \subseteq \text{dom}_1 I_1 \times \text{dom}_2 I_2 \). From this it follows as in the proof of Theorem 2.4 that \( A \text{ dom} K = \text{dom} AK \). We only prove the assertion about \( I_1 \), as the other is similar. From the proof of Lemma 2.3, \( A_2 K(x, \cdot) \) is closed for each \( x \in \text{dom}_1 K \). Hence Lemma 1.7 implies

\[
I(u, v) = \sup \{A_2 K(x, \cdot)(v) | x \in \text{dom}_1 K, A_1 x = u\}. \tag{1}
\]
If \( x \notin \text{dom}_1 K \) then \( K(x, \cdot) \) is constantly \(-\infty\), so that

\[
A_2 K(x, \cdot)(v) = \begin{cases} 
-\infty & \text{if } v \in \text{range } A_2 \\
-\infty & \text{if } v \notin \text{range } A_2 
\end{cases}
\]  

which by equation (2) equals \( I(u, v) \) whenever \( v \in \text{range } A_2 \). Henceforth assume \( v \notin \text{range } A_2 \). Suppose \( u \in A_1 \text{dom}_1 K \). Pick an \( x \in \text{dom}_1 K \) such that \( A_1 x = u \). Since \( A_2^{-1}(v) = \emptyset \), \( \implies A_2 K(x, \cdot)(v) \leq I(u, v) \leq I_1(u, v) \). Hence

\[
I(u, v) = I_1(u, v) = -\infty \quad \text{whenever } u \in A_1 \text{dom}_1 K.
\]

Observe also that the convention

\[
\sup \emptyset = -\infty \implies I(u, v) \leq I_1(u, v) = -\infty \quad \text{whenever } u \notin \text{range } A_1.
\]

In the only remaining case, i.e. when \( u \in \text{range } A_1 \setminus A_1 \text{dom}_1 K \), equation (1) implies

\[
I(u, v) = \sup \emptyset = -\infty \quad \text{while } I_1(u, v) = \sup(\inf \emptyset | A_1 x = u) = -\infty.
\]

While the hypotheses of Theorems 2.4 and 2.5 are general, they may appear somewhat cumbersome to check. The next lemma gives simpler, "global" conditions on \( K \) and \( A \) which imply the hypotheses of both Theorems 2.4 and 2.5. Note that these conditions are met, for example, when \( \text{dom}_K \) is bounded.

For a nonempty convex set \( C \) in \( R^n \), define the recession cone of \( C \) to be the set

\[
0^+ C = \{ y | x + \lambda y \in C, \forall x \in C \forall \lambda \geq 0 \}.
\]

**Lemma 2.6.** The three following conditions are equivalent, and they imply that conditions \((a_1) - (a_3)\) of Lemma 2.3 hold for each \( x \in \text{dom}_1 K \):
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(c_1) \ A^{-1}_2(0) \cap 0^+ \cl(\text{dom}_2 K) = \{0\};

(c_2) \ A^{-1}_2(v) \cap \text{dom}_2 K \text{ is bounded for each } v \in \mathbb{R}^q;

(c_3) \ A^{-1}_2(v) \cap \ri(\text{dom}_2 K) \text{ is nonempty and bounded}

\text{for some } v \in \mathbb{R}^q.

Similarly, the three following conditions are equivalent, and they imply

that conditions (b_1) - (b_3) of Lemma 2.1 hold for each \ y \in \text{dom}_2 K:

(d_1) \ A^{-1}_1(0) \cap 0^+ \cl(\text{dom}_1 K) = \{0\};

(d_2) \ A^{-1}_1(u) \cap \text{dom}_1 K \text{ is bounded for each } u \in \mathbb{R}^p;

(d_3) \ A^{-1}_1(u) \cap \ri(\text{dom}_1 K) \text{ is nonempty and bounded}

\text{for some } u \in \mathbb{R}^p.

PROOF. Only the first assertion is proved, since the second is similar.

For each \ v \in A_2 \text{dom}_2 K, (8.3.3) and (8.4) imply that

\ A^{-1}_2(v) \cap \cl(\text{dom}_2 K) \text{ is bounded } \iff \ A^{-1}_2(0) \cap 0^+ \cl(\text{dom}_2 K) = \{0\}. \quad (1)

It follows from this that (c_1) implies (c_2). By picking any \ v \in A_2 \ri(\text{dom}_2 K)

it follows that (c_2) implies (c_3). Now assume (c_3). Then (6.5.1) and

(6.5.1) imply that

\ A^{-1}_2(v) \cap \cl(\text{dom}_2 K) = A^{-1}_2(v) \cap \cl(\ri(\text{dom}_2 K)) = \cl(A^{-1}_2(v) \cap \ri(\text{dom}_2 K))

That this set is bounded follows from the fact that \ A^{-1}_2(v) \cap \ri(\text{dom}_2 K) \text{ is}

bounded. Hence (c_1) follows by the equivalence (1) above. Finally, let

x \in \text{dom}_1 K \text{ be given. Write } f = K(x, \cdot) \text{ and } C = \text{dom} f. \text{ Then by (34.3) and}

(6.3.1), \ f \text{ is a proper convex function with } \cl C = \cl(\text{dom}_2 K). \text{ But by (8.5)
and (8.1) it follows easily that \( \text{dom}(\text{rec} \ f) \subset 0^+ C \subset 0^+(\text{cl} \ C) \). Hence 
\[ \text{rec \ cone} \ K(x, \cdot) \subset 0^+(\text{cl} \ \text{dom}_2 K), \]
and therefore (c.1) implies that \( x \) satisfies (c.2) of Lemma 3.3.

Finally, we remark that when conditions (c.1) and (d.1) of Lemma 2.6 are met, the sets \( X \) and \( Y \) given by Theorem 2.4 for each \( (u, v) \in \text{Ar}(\text{dom} K) \) are actually bounded and hence compact. This is because the two sets in the hypothesis of Theorem 2.2 are then nullspaces.
§3. Addition and Minimax Convolution

In this section the operation of addition for equivalence classes of saddle functions is developed, and along with it a new operation called minimax convolution. It is shown that these two operations are dual to each other with respect to the basic conjugacy correspondence. The results obtained closely parallel known theorems about the dual operations of addition and infimal convolution of convex functions.

Both these operations and the duality relationship between them can be developed in a manner exactly parallel to §§1 and 2. However, to avoid such essentially repetitive proofs we instead develop only the addition operation separately and then obtain the rest of the results as special cases of those of §§1 and 2. This entails defining separable saddle functions and proving some technical facts concerning them. Finally, the section concludes with an example which leads to a conjecture about maximal monotone operators.

There are two technical difficulties involved in defining the operation of addition. The first stems from the fact that we are working with extended-real-valued functions; we must deal somehow with the expression $\infty \cdot \infty$. The second and more fundamental difficulty is that, from the point of view of minimax theory, we want to define addition of whole equivalence classes and not just individual functions. The following definition is designed to handle both these difficulties.

For $i = 1, \ldots, s$ let $K_i$ be a concave-convex function on $R^m \times R^n$ with effective domain $C_i \times D_i$. We say that $[K_1] + \ldots + [K_s]$ is defined if and only if the sets $C = C_1 \cap \ldots \cap C_s$ and $D = D_1 \cap \ldots \cap D_s$ are nonempty and
\[ \tilde{K}_1(x, y) + \ldots + \tilde{K}_s(x, y) = K_1(x, y) + \ldots + K_s(x, y) \]

whenever \((x, y) \in \text{ri} \ C \times \text{ri} \ D\) and \(\tilde{K}_1 \in [K_1], \ldots, \tilde{K}_s \in [K_s]\). In this event 
\([K_1] + \ldots + [K_s]\), which will usually be written as \([K_1 + \ldots + K_s]\), is defined to be the unique equivalence class of closed proper concave-convex functions on \(\mathbb{R}^m \times \mathbb{R}^n\) having as kernel the function on \(\text{ri} \ C \times \text{ri} \ D\) given by

\[(x, y) \mapsto K_1(x, y) + \ldots + K_s(x, y).\]

Such a unique equivalence class exists by \((34.5.1)\). The operation which sends 

\([K_1], \ldots, [K_s]\) into \([K_1 + \ldots + K_s]\) is, quite naturally, called addition.

**Lemma 3.1.** For \(i = 1, \ldots, s\) let \(K_i\) be a closed proper concave-convex function on \(\mathbb{R}^m \times \mathbb{R}^n\) with effective domain \(C_i \times D_i\). Then \([K_1] + \ldots + [K_s]\) is defined if either 
\(C_1 \cap \ldots \cap C_s \neq \emptyset\) and \(\text{ri} \ D_1 \cap \ldots \cap \text{ri} \ D_s \neq \emptyset\) or 
\(\text{ri} \ C_1 \cap \ldots \cap \text{ri} \ C_s \neq \emptyset\) and \(D_1 \cap \ldots \cap D_s \neq \emptyset\).

**Proof.** This follows easily from \((6.5)\) and Theorem 0.1(b).

It is actually not hard to establish a weaker condition sufficient for \([K_1] + \ldots + [K_s]\) to be defined. Loosely speaking, the condition is just that the \(K_i\) be closed and that (possibly after renumbering the \(K_i\)'s) there exist an integer \(r, 0 \leq r \leq s\), such that 

\[\text{ri} \ C_1 \cap \ldots \cap \text{ri} \ C_r \cap C_{r+1} \cap \ldots \cap C_s \neq \emptyset\]

and 

\[D_1 \cap \ldots \cap D_r \cap \text{ri} \ D_{r+1} \cap \ldots \cap \text{ri} \ D_s \neq \emptyset.\]

(The conditions in Lemma 3.1 correspond to the values \(r = 0\) and \(r = s\).)
Instead of appealing to (6.5), the proof uses the generalization of (6.5) given as Lemma A.6 in the Appendix.

**THEOREM 3.2.** Let $K_1, \ldots, K_s$ be closed proper concave-convex functions on $R^m \times R^n$ such that $\text{ri}(\text{dom} K_1) \cap \ldots \cap \text{ri}(\text{dom} K_s) \neq \emptyset$. Then $[K_1] + \ldots + [K_s]$ is defined, has effective domain $\text{dom} K_1 \cap \ldots \cap \text{dom} K_s$, and contains the closed proper saddle function $K$ given by

$$K(x, y) = \begin{cases} 
\sum K_i(x, y) & \text{if } x \in C \text{ and } y \in D \\
+\infty & \text{if } x \in C \text{ and } y \notin D \\
-\infty & \text{if } x \notin C 
\end{cases}$$

**PROOF.** Lemma 3.1 implies $[K_1] + \ldots + [K_s]$ is defined. Hence it is the unique equivalence class of closed proper concave-convex functions on $R^m \times R^n$ having the same kernel as $K$. Therefore by (34.4) the proof will be complete once we show $K$ is closed. This we do by checking that $K$ satisfies the six conditions of (34.3). This follows routinely by applying (34.3) to the $K_i$'s with the aid of (6.5).

In order to apply the results of §§1 and 2 to an equivalence class $[K_1 + \ldots + K_s]$ and its conjugate, we need to define and establish some properties of "separable" saddle functions. For $i = 1, \ldots, s$ let $K_i$ be a proper concave-convex function on $R^{m_i} \times R^{n_i}$ with effective domain $C_i \times D_i$. Write $m = \sum m_i$, $n = \sum n_i$ and define a function $(K_1, \ldots, K_s)$ on $R^m \times R^n$ by

$$(K_1, \ldots, K_s)(x, y) = \begin{cases} 
\sum K_i(x_i, y_i) & \text{if } x \in C \text{ and } y \in D \\
+\infty & \text{if } x \in C \text{ and } y \notin D \\
-\infty & \text{if } x \notin C 
\end{cases}$$
where \( x = (x_1, \ldots, x_s), \ y = (y_1, \ldots, y_s), \ C = C_1 \times \ldots \times C_s, \ D = D_1 \times \ldots \times D_s. \)

With the aid of (34.3) and the following Lemma 3.3, it can easily be verified that the function \((K_1, \ldots, K_s)\) is concave-convex with effective domain \( C \times D. \)

Such a saddle function is called separable. In Theorem 3.4 we establish some useful technical facts about separable saddle functions. The proofs of these facts rely on the following similar facts about separable convex functions.

**Lemma 3.3.** For \( i = 1, \ldots, s \) let \( f_i \) be a proper convex function on \( \mathbb{R}^n \) with effective domain \( C_i. \) Define \( C = C_1 \times \ldots \times C_s \) and \( f(x_1, \ldots, x_s) = f_1(x_1) + \ldots + f_s(x_s). \) Then the following statements hold:

(a) \( f \) is proper convex with effective domain \( C; \)
(b) \((\text{cl } f)(x_1, \ldots, x_s) \) = \((\text{cl } f_1)(x_1) + \ldots + (\text{cl } f_s)(x_s); \)
(c) \( f \) is polyhedral if each \( f_i \) is;
(d) \( f^o(x_1^*, \ldots, x_s^*) = f_1^o(x_1^*) + \ldots + f_s^o(x_s^*); \)
(e) \( \partial f(x_1, \ldots, x_s) = \partial f_1(x_1) \times \ldots \times \partial f_s(x_s); \)
(f) \( \text{rec } f(y_1, \ldots, y_s) = \text{rec } f_1(y_1) + \ldots + \text{rec } f_s(y_s). \)

**Proof.** Assertions (a) and (d) are trivial. Assertion (f) follows immediately from (a) and (8.5). To see (b), let \( x = (x_1, \ldots, x_s) \in \text{cl } C = \text{cl } C_1 \times \ldots \times \text{cl } C_s \) be given and fix any \( x_0^* = (x_1^0, \ldots, x_s^0) \in \text{ri } C = \text{ri } C_1 \times \ldots \times \text{ri } C_s. \) Define \( x_\lambda^* = (x_1^\lambda, \ldots, x_s^\lambda) \) by \( x_\lambda^* = (1 - \lambda)x_0^* + \lambda x \) for \( 0 \leq \lambda \leq 1. \) Then (a) and (7.5) imply that

\[
(\text{cl } f)(x) = \lim_{\lambda \uparrow 1} f(x_\lambda^*) = \sum_{\lambda \uparrow 1} f_i^o(x_\lambda^*) = (\text{cl } f)(x).
\]

On the other hand, if \( x \notin \text{cl } C \) then \( x_j \notin \text{cl } C_j \) for some \( 1 \leq j \leq s \) and hence (a) and (7.4) imply that \( (\text{cl } f)(x) = +\infty = (\text{cl } f_j^o)(x_j) \leq \sum (\text{cl } f_i)(x_i). \) This proves
(b). To see (e), define \( h_1(x_1, \ldots, x_n) = f_1(x_1) \) for each \( i \). Then
\[
\text{epi } h_1 = \{(x_1, \ldots, x_n, \mu) \mid (x_1, \mu) \in \text{epi } f_1 \}
\]
and \( \text{epi } f_1 \) polyhedral imply that \( \text{epi } h_1 \) is polyhedral for each \( i \). Hence (19.4) implies that \( f = h_1 + \cdots + h_n \) is polyhedral. Finally, we prove (e).

Suppose first that \( x = (x_1, \ldots, x_n) \in C \). Then (e) and (19.4) imply that
\[
\emptyset \neq \partial f(x) \quad \text{and also} \quad \emptyset \neq \partial f_j(x_j) \quad \text{for some } 1 \leq j \leq n.
\]
Thus \( \emptyset \neq \partial f_j(x_j) \) for each \( j \). Hence \( \emptyset \neq \partial f_j(x_j) \) for some \( 1 \leq j \leq n \). Thus \( \emptyset \neq \partial f_j(x_j) \) for each \( j \).

Now suppose that \( x \in C \). Using (6.1) and (7.5), one can easily verify that,
for a convex function \( h \) on \( \mathbb{R}^n \) and a subset \( C \) of \( \mathbb{R}^n \),
\( x^* \in \partial h(x) \) if and only if
\[
h(y) > h(x) + \langle x^*, y - x \rangle, \quad \forall y \in C.
\]

Applied to the situation at hand, this implies that \( x^* = (x^*_1, \ldots, x^*_n) \in \partial f(x) \) if and only if
\[
\sum f_j(y_j) \geq \sum (f_j(x_j) + \langle x^*_j, y_j - x_j \rangle)
\]
for every \( (y_1, \ldots, y_n) \in C \). Let \( j \) be any fixed index. By letting \( y_j \) vary over \( C_j \) and requiring \( y_j = x_j \) for \( i \neq j \), (1) implies
\[
f_j(y_j) \geq f_j(x_j) + \langle x^*_j, y_j - x_j \rangle = \sum (f_j(x_j) + \langle x^*_j, x_j - x_j \rangle).
\]

Since all the numbers \( f_j(x_j) \) are finite, this reduces to
\[
f_j(y_j) \geq f_j(x_j) + \langle x^*_j, y_j - x_j \rangle, \quad \forall y_j \in C_j. \quad (2)
\]

But this is equivalent to \( x^*_j \in \partial f_j(x_j) \). Thus we have shown that (1) implies \( x^*_j \in \partial f_j(x_j) \) for \( j = 1, \ldots, n \). The converse follows easily by summing the \( n \) inequalities of the form (2). This completes the proof of (e).
THEOREM 3.4. For $i = 1, \ldots, n$ let $K_i$ be a closed proper concave-convex function on $R^{n_i} \times R^{n_i}$ with effective domain $C_i \times D_i$. Put

$$K = (K_1, \ldots, K_n)$$

and write $C = C_1 \times \ldots \times C_n$, $D = D_1 \times \ldots \times D_n$, $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$. Then the following statements hold:

(a) $K$ is closed proper concave-convex with effective domain $C \times D$.

(b) If $K_i(\mathbf{K})$ for $i = 1, \ldots, n$, then $(K_1, \ldots, K_n) \in [K]$ (That is, $K$ depends only on $(K_1, \ldots, K_n)$).

(c) The least and greatest members of $[K]$ are given by

$$K(x, y) = \begin{cases} \sum K_i(x_i, y_i) & \text{if } x \in C \text{ and } y \in \text{cl } D \\ \infty & \text{if } x \in C \text{ and } y \notin \text{cl } D \\ -\infty & \text{if } x \notin C \end{cases}$$

and

$$\tilde{K}(x, y) = \begin{cases} \sum \tilde{K}_i(x_i, y_i) & \text{if } x \in \text{cl } C \text{ and } y \in D \\ \infty & \text{if } x \notin \text{cl } C \text{ and } y \in D \\ -\infty & \text{if } y \notin D \end{cases}$$

(d) For $i = 1$ and 2 and $(x, y) \in C \times D$,

$$\partial_i K(x, y) = \partial_i \tilde{K}_1(x_1, y_1) \times \ldots \times \partial_i K_n(x_n, y_n)$$

(and $\partial K(x, y) = \emptyset$ whenever $(x, y) \notin C \times D$).

(e) $(K_1^*, \ldots, K_n^*) \in [K^*]$.

(f) $(\text{rec}_1 K)(x) = \Sigma (\text{rec}_1 K_i)(x_i)$ and $(\text{rec}_2 K)(y) = \Sigma (\text{rec}_2 K_i)(y_i)$.

(g) If $f$ (resp. $f_1$) denotes the convex parent of $K$ (resp. $K_1$), then $f(x, y^*) = \Sigma f_1(x_i, y_i^*)$. Similarly for concave parents.
(h) If each \( K_i \) is polyhedral, then \( K \) is polyhedral.

PROOF. (a) It suffices to check that \( K \) satisfies the six conditions of (34.3). Let \( x \in C \). Then \( x \in C_i \) together with (34.3) applied to \( K_i \) imply that \( \bar{K}_i(x, \cdot) \) is a proper convex function with effective domain containing \( D_i \).

Since \( \bar{K}(x, y) = \Sigma \bar{K}_i(x, y) \cdot \delta(y \mid D) \), it follows from Lemma 3.3(a) and (5.2) that \( \bar{K}(x, \cdot) \) is proper convex with effective domain \( D \). Now suppose \( x \in \text{ri } C \).

Then \( x \in \text{ri } C_i \), so that (34.3) implies \( \bar{K}(x, \cdot) \) is closed and its effective domain actually equals \( D_i \). Thus \( \bar{K}(x, y) = \Sigma \bar{K}_i(x, y) \), and Lemma 3.3(b) implies \( \bar{K}(x, \cdot) \) is closed. This establishes the first two conditions of (34.3) for \( K \). Of the remaining four conditions, two have parallel proofs and the other two are satisfied trivially.

(b) Let \( \bar{K}_i \in [K_i] \) for \( i = 1, \ldots, s \) and write \( K = (\bar{K}_1, \ldots, \bar{K}_s) \). Since by (34.4) two closed proper saddle functions are equivalent if and only if they have the same kernel, \( \bar{K}_i(x, y) = K_i(x, y) \) whenever \( (x, y) \in \text{ri } C_i \times \text{ri } D_i \). Hence \( \bar{K} \) and \( K \) agree on \( \text{ri } C \times \text{ri } D \). Since equivalent saddle functions have the same effective domain, \( \text{dom} \bar{K}_i = C_i \times D_i \). This implies \( \text{dom} \bar{K} = C \times D \). Therefore \( \bar{K} \) and \( K \) have the same kernel.

(c) Since \( K \) is closed, Theorem 0.1(b) implies \( K = \text{cl}_2 K \) and \( \bar{K} = \text{cl}_1 K \).

If \( y \in D \), then \( K(\cdot, y) \) equals \( = \) on \( \text{ri } C \) and hence \( \bar{K}(\cdot, y) = \text{cl}(K(\cdot, y)) = \text{cl}_1 \).

Now suppose \( y \not\in D \). As in the proof of part (a), \( \bar{K}(x, y) = \Sigma \bar{K}_i(x, y) \cdot \delta(x \mid C) \) is proper concave with effective domain \( C \). Since \( g(x) = \Sigma \bar{K}_i(x, y) \) is proper concave with \( C \subset \text{dom } g \subset \text{cl } C \) by (34.3) and Lemma 3.3(a), it follows from (6.3.1) and (7.3.4) that \( (\text{cl}_1 K)(x, y) = (\text{cl } g)(x) \). But \( (\text{cl } g)(x) = \Sigma (\text{cl}_1 K_i)(x, y_i) \).
by Lemma 3.3(b). Since \( c_1 K_i = \bar{K}_i \), this establishes the formula for \( \bar{K} \). The other formula is proved similarly.

(d) By part (a) and (17.4), \( \text{dom } \partial K \subseteq C \times D \). Suppose \( (x, y) \in C \times D \).

By (17.4.1), \( \partial K(x, y) = \delta \bar{K}(\cdot, y)(x) \times \delta \bar{K}(x, \cdot)(y) \). But from part (c) and Lemma 3.3(e), \( \delta \bar{K}(\cdot, y)(x) = \delta \bar{K}_1(\cdot, y_1)(x_1) \times \ldots \times \delta \bar{K}_s(\cdot, y_s)(x_s) \) where by (17.4.1) the \( \bar{K}_i \) can be replaced by \( K_i \). This establishes the assertion for \( i = 1 \), and the case \( i = 2 \) is exactly the same.

(e) The proof is by induction. First observe that separable saddle functions can be given an equivalent, inductive definition. Namely, for \( s = 2 \) let the definition by as given above, and for \( s = 2 \) let the definition be as given above, and for \( s > 2 \) define \((K_1, \ldots, K_s) = ((K_1, \ldots, K_{s-1}), K_s)\) where a space of the form \((R^m_1 \times \ldots \times R^m_{s-1}) \times R^m_s\) is identified with \( R^m_1 \times \ldots \times R^m_s\). For the purpose of this proof we adopt this inductive definition. Suppose the assertion has already been proved for the case \( s = 2 \), and let \( s > 2 \) be fixed.

Since \((K_1^o, \ldots, K_s^o) = ((K_1^o, \ldots, K_{s-1}^o), K_s^o)\) by definition, the inductive hypothesis

\[
(K_1^o, \ldots, K_s^o) \subseteq ([K_1, \ldots, K_{s-1}]^o)
\]

together with parts (a) and (b) imply that \((K_1^o, \ldots, K_s^o)\) is equivalent to \((([K_1, \ldots, K_{s-1}]^o, K_s^o)\). But by the case \( s = 2 \) this is contained in \(([K_1, \ldots, K_{s-1}^o], K_s^o)\), which by definition is the same as \([K_1^o, \ldots, K_s^o]\). Thus, part (e) will be proved once the case \( s = 2 \) is established. So let \( s = 2 \) and write \( \text{dom } K_i^o = C_i^o \times D_i^o \).

By (36.3) and (36.1),
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\[ K^*(x^*, y^*) = \sup_{y \in D} \inf_{x \in C} \langle x, x_1^* \rangle + \langle y, y_1^* \rangle \cdot K_1(x_1, y_1) \]

\[ \leq \sup_{x_2 \in D_2} \inf_{y_2 \in C_2} \langle x_2, x_2^* \rangle + \langle y_2, y_2^* \rangle \cdot K_2(x_2, y_2) + K_1(x_1, y_1) \]

\[ \begin{cases} \Sigma K_1(x_1, y_1) & \text{if } x_1^* \in C_1^* \text{ and } y_1^* \in \text{dom} K_1(x_1, y_1) \\ -\infty & \text{if } x_1^* \not\in C_1^* \text{ and } y_1^* \in \text{dom} K_1(x_1, y_1) \\ -\infty & \text{if } x_1^* \not\in C_1^* \end{cases} \]

Moreover, in the event that \( x_1^* \in C_1^* \) and \( y_1^* \in \text{dom} K_1(x_1, y_1) \) we have

\[ \Sigma K_1(x_1, y_1) = \begin{cases} \Sigma K_1(x_1, y_1) & \text{if } x_2^* \in C_2^* \text{ and } y_2^* \in \text{dom} K_2(x_2, y_2) \\ -\infty & \text{if } x_2^* \not\in C_2^* \text{ and } y_2^* \in \text{dom} K_2(x_2, y_2) \\ -\infty & \text{if } x_2^* \not\in C_2^* \end{cases} \]

Also, \( x_1^* \in C_1^* \) implies \( D_1^* \subseteq \text{dom} K_1(x_1, y_1) \) by (34.3). If \( C^* = C_1^* \times C_2^* \) and \( D^* = D_1^* \times D_2^* \), then the above facts imply

\[ \text{dom}_1 K^* \subseteq C^*, \quad \text{dom}_2 K^* \subseteq D^* \]

and

\[ K^*(x^*, y^*) \leq \Sigma K_1(x_1, y_1) \text{ whenever } x^* \in C^* \text{ or } y^* \in D^*. \]

Parallel reasoning starting from \( \Sigma K_1(x_1, y_1) \) yields that

\[ C^* \subseteq \text{dom}_1 \bar{K}^*, \quad \text{dom}_2 \bar{K}^* \subseteq D^* \]

and

\[ \Sigma \bar{K}_1(x_1, y_1) \leq \bar{K}^*(x^*, y^*) \text{ whenever } x^* \in C^* \text{ or } y^* \in D^*. \]

Therefore \( \text{dom} K^* = C^* \times D^* \) and
\[ K^*(x^*, y^*) \leq \Sigma K^*_1(x^*_1, y^*_1) \leq K^*(x^*, y^*) \]

whenever \( x^* \in C^* \) or \( y^* \in D^* \). By applying Theorem 0.1(b) to \( K^* \), it follows that \((K^*_1, K^*_2)\) and \( K^* \) have the same kernel. Since they are both closed and proper, (34.4) implies they are equivalent.

(f) From the definitions, Theorem 3.4(a), (34.3) and Lemma 3.3(f) it follows that

\[
(\text{rec}_2 K)(y) = \sup(\text{rec} K(x, \cdot))(y) | x \in \text{ri } C) = \sup(\Sigma(\text{rec} K_1(x_1, \cdot))(y_1) | x_1 \in \text{ri } C_1, \ldots, x_s \in \text{ri } C_s) = \Sigma(\sup(\text{rec} K_1(x_1, \cdot))(y_1) | x_1 \in \text{ri } C_1) = \Sigma(\text{rec}_2 K_1)(y_1).
\]

The other formula is proved similarly.

(g) By part (c), \( K(x, y) = \Sigma K_1(x_1, y_1) \) whenever \( x \in C \). Hence Theorem 0.1(a) implies that \( f(x, y^*) = \sup(\langle y, y^* \rangle - \Sigma K_1(x_1, y_1) \rangle = \Sigma \sup(\langle y_1, y_1^* \rangle - K_1(x_1, y_1^*) = \Sigma f_1(x_1, y_1^*) \) whenever \( x \in C \). On the other hand, if \( x \notin C \) then Theorem 0.1(a) implies that \( f(x, \cdot) \) and \( f_1(x_i, \cdot) \) for some \( i \leq j \leq s \) are constantly \( \infty \). Since each \( K_1 \) is proper, each \( f_1 \) is proper and hence never \( \infty \). Therefore \( (x, y^*) - \Sigma f_1(x_1, y_1^*) \) is constantly \( \infty \) whenever \( x \notin C \). This establishes the formula.

(h) By part (g) and Lemma 3.3(c).

For the remainder of §3 let certain notation remain fixed as follows. For \( i = 1, \ldots, s \) let \( K_i \) be a closed proper concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \) with effective domain \( C_i \times D_i \). Write \( C = C_1 \cap \ldots \cap C_s \) and \( D = D_1 \cap \ldots \cap D_s \), and define \( K = (K_1, \ldots, K_s) \). Let \( A_i \) map each \( x \in \mathbb{R}^m \) into the s-tuple...
(x, ..., x), let $A_2$ map each $y \in \mathbb{R}^n$ into the $n$-tuple $(y, ..., y)$, and put $\mathbf{A} = A_1 \times A_2$.

In what follows we shall frequently use the condition

$$\text{ri}(\text{dom} K_1) \cap \ldots \cap \text{ri}(\text{dom} K_n) = \emptyset \quad (*)$$

The next lemma dualizes it.

**Lemma 3.5.** The condition $\text{ri}(\text{dom} K_1) \cap \ldots \cap \text{ri}(\text{dom} K_n) = \emptyset$ is equivalent to

$$\sum x_i^* = 0 \quad \text{and} \quad \sum (\text{rec}_i K_i^*)(x_i^*) \geq 0 \implies \sum (\text{rec}_i K_i^*)(-x_i^*) \geq 0 \quad .$$

Similarly, the condition $\text{ri}(\text{dom} K_1) \cap \ldots \cap \text{ri}(\text{dom} K_n) = \emptyset$ is equivalent to

$$\sum y_i^* = 0 \quad \text{and} \quad \sum (\text{rec}_i K_i^*)(y_i^*) \leq 0 \implies \sum (\text{rec}_i K_i^*)(-y_i^*) \leq 0 \quad .$$

**Proof.** Apply Lemma 0.7 to the saddle function $(K_1^*, \ldots, K_n^*)$ and the subspace $(x_1^*, \ldots, x_n^*)$ and simplify using Theorem 3.4. The second assertion is proved similarly.

The next theorem (together with Theorem 3.4) enables us to apply the results of §§1 and 2 to the equivalence class $[K_1 + \ldots + K_n]$.

**Theorem 3.6.** Assume $(\ast)$. Then $[K_1 + \ldots + K_n]$ is defined and equals $[KA]$.

**Proof.** Theorem 3.2 implies $[K_1 + \ldots + K_n]$ is defined and has as its kernel the function $(x, y) \mapsto K_1(x, y) + \ldots + K_n(x, y)$ on $\text{ri} C \times \text{ri} D$. Theorems 3.4(a) and 1.2 imply that $[KA]$ exists, and it is easy to check that its kernel is the function just given. The theorem now follows from (34.4).

**Corollary 3.6.1.** Assume $(\ast)$. If each $[K_j]$ is polyhedral, then $[K_1 + \ldots + K_n]$ is polyhedral.
PROOF. By Theorem 3.4(h) and Corollary 1.4.1.

COROLLARY 3.6.2. Assume (*) . If \( h \) (resp. \( k \)) denotes the convex (resp. concave) parent of \( [K_1 \ldots K_g] \) and \( f_i \) (resp. \( g_i \)) denotes the convex (resp. concave) parent of \( [K_i] \), then

\[
h(x, y^*) = \inf \{ \Sigma f_i(x, y_i^*) | \Sigma y_i^* = y^* \}
\]

and

\[
k(x^*, y) = \sup \{ \Sigma g_i(x_i^*, y) | \Sigma x_i^* = x^* \}
\]

PROOF. By Theorems 1.4 and 3.4(g).

COROLLARY 3.6.3. Assume (*). Then

\[
\text{dom}(K_1 \ldots K_g)^o \subset \text{dom} K_1^o \ldots \text{dom} K_g^o
\]

In particular, if \( f_i \) and \( g_i \) are as in Corollary 3.6.2, then

\[
\text{ri}(\text{dom}_1(K_1 \ldots K_g)^o) = \bigcup \{ \text{ri}(\text{dom} g_i(\cdot, y)) | y \in \text{ri} D \}
\]

and

\[
\text{ri}(\text{dom}_2(K_1 \ldots K_g)^o) = \bigcup \{ \text{ri}(\text{dom} f_i(x, \cdot)) | x \in \text{ri} C \}
\]

where these formulas also hold with "\( \text{ri} \)" deleted throughout.

PROOF. Apply Corollary 1.4.2, using Theorem 3.4(g) and Lemma 3.3(a) to simplify.

Convex function theory has a result corresponding to the inclusion in

Corollary 3.6.3. It is that

\[
\text{dom} (f_1 \ldots f_g)^o \subset \text{dom} f_1^o \ldots \text{dom} f_g^o
\]

whenever \( f_1, \ldots, f_g \) are proper convex functions satisfying \( \text{ri}(\text{dom} f_i) \cap \ldots \cap \text{ri}(\text{dom} f_g) \neq \emptyset \). One might hope in the saddle function case to have at least the inclusions
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\( \text{ri}(\text{dom} K_1 \cap \ldots \cap \text{dom} K_n) \subseteq \text{dom}(K_1 \cap \ldots \cap K_n) \subseteq \text{dom} K_1 \cap \ldots \cap \text{dom} K_n \)

satisfied whenever \( K_1, \ldots, K_n \) are closed proper concave-convex functions satisfying \( \text{ri}(\text{dom} K_1) \cap \ldots \cap \text{ri}(\text{dom} K_n) = \emptyset \). However this can fail drastically, as can be seen by taking \( n = 2 \) and putting \( K_1(x, y) = \langle x, y \rangle \) and \( K_2(x, y) = -\langle x, y \rangle \) on \( \mathbb{R}^n \times \mathbb{R}^m \). In this case \( \text{dom}(K_1 + K_2) = (0) \times (0) \) whereas \( \text{dom} K_1 = \mathbb{R}^n \times \mathbb{R}^m \) and \( \text{dom} K_2 = \mathbb{R}^m \times \mathbb{R}^n \). Lemma 3.7 and Theorem 3.11 give conditions which guarantee that such "collapsing" \( \text{dom}(K_1 + \ldots + K_n) \)

cannot occur.

**LEMMA 3.7.** Assume \((x)\). Then for \( j = 1 \) and 2,

\[
\text{cl}(\text{dom} (K_1 + \ldots + K_n^*)) = \text{cl}(\text{dom} K_1^* + \ldots + \text{dom} K_n^*)
\]

if and only if

\[
\text{rec}_j (K_1 + \ldots + K_n) = \text{rec}_j K_1 + \ldots + \text{rec}_j K_n
\]

**PROOF.** By Theorems 3.6 and Lemma 1.9.

**LEMMA 3.8.** Assume \((x)\). Then

\[
(\text{rec}_1(K_1 + \ldots + K_n))(x) = \inf \left\{ \text{conv}(\text{rec} K_1(x, \cdot))(x) \mid y \in \text{ri} D \right\}
\]

and

\[
(\text{rec}_2(K_1 + \ldots + K_n))(x) = \sup \left\{ \text{conv}(\text{rec} K_1(x, \cdot))(y) \mid x \in \text{ri} C \right\}
\]

**PROOF.** By Theorem 3.6 the formulas in Lemma 1.6 can be applied. Simplicity using (34.3) and Lemma 3.3(1).

The next theorem parallels the result obtained by Rockafellar [42], Moreau [36], and others for the subdifferential of a sum of convex functions.
THEOREM 3.9. Assume (\(\ast\)). Then

\[ \delta(K_1 + \ldots + K_s)(x, y) = \delta K_1(x, y) + \ldots + \delta K_s(x, y) \]

for each \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\).

PROOF. Since \(\text{dom}(K_1 + \ldots + K_s) = C \times D = \text{dom} K_1 \cap \ldots \cap \text{dom} K_s\), (37.4) implies that \(\delta(K_1 + \ldots + K_s)(x, y)\) and \(\delta K_j(x, y)\) are empty (for some \(j\)) whenever \((x, y) \notin C \times D\). So suppose that \((x, y) \in C \times D\). Then Theorems 3.6 and 1.3 imply that

\[ \delta(K_1 + \ldots + K_s)(x, y) = A^* \delta K(A(x, y)) \]

The formula follows from this together with Theorem 3.4(d) and the definitions, after observing that \(A_1^*\) and \(A_2^*\) are just the appropriate addition linear transformations.

The next theorem identifies certain members of the equivalence class conjugate to \([K_1 + \ldots + K_s]\).

THEOREM 3.10. Assume \((\ast)\). Let \(\text{dom} K^*_i = C_i^* \times D_i^*\), and define functions \(\phi\) and \(\psi\) on \(\mathbb{R}^m \times \mathbb{R}^n\) by

\[ \phi(z, w) = \sup \inf \Sigma K_1^*(z_1, w_1) \]

\[ \Sigma z_1 = z \quad \Sigma w_1 = w \]

\[ z_1 \in C_i^* \]

and

\[ \psi(z, w) = \inf \sup \Sigma K_1^*(z_1, w_1) \]

\[ \Sigma w_1 = w \quad \Sigma z_1 = z \]

\[ w_1 \in D_i^* \]

Then \([K_1 + \ldots + K_s]^*\) contains each concave-convex function \(f\) on \(\mathbb{R}^m \times \mathbb{R}^n\)
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satisfying $\phi \leq I \leq \psi$. If each $K_i$ is polyhedral, then $[(K_1 + \ldots + K_s)^*]$ is polyhedral.

**Proof.** By Theorems 3.6 and 1.8, $[(K_1 + \ldots + K_s)^*]$ contains each saddle function lying between two certain functions $I_1$ and $I_2$. By parts (e) and (c) of Theorem 3.4, one can easily show that $I_1 = \phi$ and $I_2 = \psi$. The polyhedral assertion is immediate from Corollary 3.6.1 and the fact that $[K^*]$ is polyhedral whenever $[K]$ is.

The fact that $[(K_1 + \ldots + K_s)^*]$ contains $\phi$ and $\psi$ suggests writing

$$[(K_1 + \ldots + K_s)^*] = [K_1^*] \sqcup \ldots \sqcup [K_s^*]$$

and calling this class the minimax convolution of $[K_1^*], \ldots, [K_s^*]$. This is the saddle function analogue of the operation of infimal convolution on convex functions. The identity above expresses the fact that the operations of addition and minimax convolution of equivalence classes are dual with respect to conjugacy, or in other words, that the conjugate of the sum of equivalence classes is the minimax convolute of the conjugates.

The next theorem gives information concerning attainment of the extrema appearing in the definitions of $\phi$ and $\psi$.

**Theorem 3.11.** Let $\phi$ and $\psi$ be defined as in Theorem 3.10, and assume that whenever $(z_i, w_i) \in \text{ri}(\text{dom } K_i^*)$ for $i = 1, \ldots, s$ the following conditions are satisfied:

(a) $\Sigma \overline{w_i} = 0$ and $\Sigma (\text{rec } K_i^*(z_i, \cdot)) (\overline{w_i}) \leq 0 \implies \Sigma (\text{rec } K_i^*(z_i, \cdot)) (-\overline{w_i}) \leq 0$

(b) $\Sigma \overline{z_i} = 0$ and $\Sigma (\text{rec } K_i^*(\cdot, w_i))(\overline{z_i}) \geq 0 \implies \Sigma (\text{rec } K_i^*(\cdot, w_i))(-\overline{z_i}) \geq 0$.

Then the conclusions of Theorem 3.10 hold and
Moreover, for each \((z, w) \in \text{ri}(\text{dom} K_1^* + \ldots + \text{dom} K_s^*)\) there exist nonempty closed convex sets \(Z \subseteq \mathbb{R}^{s \cdot m}\) and \(W \subseteq \mathbb{R}^{s \cdot n}\) such that for each \((\overline{z}_1, \ldots, \overline{z}_s) \in Z\) and \((\overline{w}_1, \ldots, \overline{w}_s) \in W\) the following statements hold:

1. \(\Sigma(\overline{z}_i, \overline{w}_i) = (z, w)\) and \((\overline{z}_i, \overline{w}_i) \in \partial K_i^*\) for each \(i\);

2. \(\phi(z, w) = \Sigma K_i^*(\overline{z}_i, \overline{w}_i) = \psi(z, w)\);

3. \(\Sigma K_i^*(\overline{z}_i, \overline{w}_i) \leq \Sigma K_i^*(\overline{z}_i', \overline{w}_i') \leq \Sigma K_i^*(\overline{z}_i', \overline{w}_i)\) whenever \(\Sigma(\overline{z}_i, \overline{w}_i) = (z, w)\)

and \((\overline{z}_i, \overline{w}_i) \in \text{dom} K_i^*\) for each \(i\).

**Proof.** By parts (e) and (c) of Theorem 3.4 together with Lemma 3.3(f), \(A^*\) and \(K^* = (K_1^*, \ldots, K_s^*)\) satisfy the hypotheses of Theorem 2.4. The assertions are immediate from this and Theorem 3.4(d).

If conditions (a) and (b) above are actually satisfied whenever \((z_i, w_i) \in \text{dom} K_i^*\) for \(i = 1, \ldots, s\), then Theorem 2.5 implies that \(\text{dom}(K_1 + \ldots + K_s)^* = \text{dom} K_1^* + \ldots + \text{dom} K_s^*\) and moreover that \(\phi\) and \(\psi\) are respectively the least and greatest members of \([((K_1 + \ldots + K_s)^*)^*]\).

The following lemma may be useful in applying Theorem 3.11 and the above remark. Notice, for example, that the conditions given are satisfied when each of the sets \(\text{dom} K_i^*\) is bounded.

**Lemma 3.12.** The following condition implies that condition (a) of Theorem 3.11 is satisfied for each choice of \(z_1 \in \text{dom}_1 K_1^*, \ldots, z_s \in \text{dom}_s K_s^*\):

1. \(\Sigma w_i = 0\) and \(w_i \in 0^+ \text{cl}(\text{dom}_i K_i^*)\) for each \(i\) imply that \(w_i = 0\) for each \(i\).
Similarly, the following condition implies that condition (b) of Theorem 3.11 is satisfied for each choice of \( w_1 \in \text{dom}_2 K_1^*, \ldots, w_s \in \text{dom}_2 K_s^* \):

(d) \( \sum z_1 = 0 \) and \( z_1 \in 0^+ \text{cl(\text{dom}_1 K_1^*)} \) for each \( i \) imply that

\[ z_1 = 0 \quad \text{for each } i. \]

**Proof.** Apply Lemma 2.6 to \( A^* \) and \( K = (K_1^*, \ldots, K_s^*) \). Condition (c) (resp. (d)) corresponds to condition (c_1) (resp. (d_1)) of Lemma 2.6, and condition (a) (resp. (b)) of Theorem 3.11 corresponds to condition (a) (resp. (b)) of Lemma 2.3.

Conditions (c) and (d) of Lemma 3.12 may be given alternate characterizations with the aid of the next lemma.

**Lemma 3.13.** Let \( P_1, \ldots, P_s \) be convex cones in \( \mathbb{R}^n \) which contain the origin. Then the following conditions are equivalent:

1. \( \Sigma p_i = 0 \) and \( p_i \in P_i \) for each \( i \) imply \( p_i = 0 \) for each \( i \);
2. \( (-P_j) \cap (\text{conv} \cup P_i) = \{0\} \) for each \( j = 1, \ldots, s \).

**Proof.** First, observe that for each \( J \), (3.3) implies

\[ \text{conv} \cup P_i = \bigcup_{i \in J} \{ \Sigma \lambda_i P_i \mid 0 \leq \lambda_i \text{ and } \Sigma \lambda_i = 1 \}. \]

From this it follows that \( \text{conv} \cup P_i = \Sigma P_i \). Thus, condition (ii) fails if and only if

\[ \exists j \text{ and } \exists p_j \in P_j \text{ such that } 0 \neq -p_j \in \Sigma P_i \text{ for } i \neq j. \]

This occurs if and only if

\[ \exists p_1 \in P_1, \ldots, \exists p_s \in P_s \text{ and } \exists j \text{ such that } 0 \neq -p_j = \Sigma p_i \text{ for } i \neq j. \]
which occurs if and only if condition (1) fails.

We conclude this section with an example concerning maximal monotone operators arising from saddle functions. This will suggest a conjecture about arbitrary maximal monotone operators.

By (37.5.2) (see also [49]), each closed proper concave-convex function \( K \) on \( \mathbb{R}^m \times \mathbb{R}^n \) induces a maximal monotone operator \( T \) (generally multivalued) from \( \mathbb{R}^m \times \mathbb{R}^n \) to \( \mathbb{R}^m \times \mathbb{R}^n \) by means of the formula

\[
T(x,y) = \{(-x^*,y^*) | (x^*,y^*) \in \partial K(x,y) \}.
\]

By (37.4.1), \( T \) depends only on the equivalence class containing \( K \). If \( B(\cdot) \) denotes the range of an operator and \( B \) is the linear transformation which sends \((x^*,y^*)\) to \((-x^*,y^*)\), then (37.5) implies that

\[
B(T) = B \operatorname{dom} \partial K^*;
\]

whenever \( T \) arises from \( K \) as above.

**EXAMPLE 3.14.** Assume that conditions (c) and (d) of Lemma 3.12 are satisfied. Then the hypotheses of Theorem 3.11 are met, and these in turn imply that condition (*) is satisfied. Let \( B \) be the linear transformation defined above, let \( T_1 \) be the maximal monotone operator induced by \( K_1 \) as described above, and similarly (using Theorem 3.6) let \( T \) be the maximal monotone operator induced by \( \Sigma K_1 \). By (37.4), (6.3.1) and (9.1) it follows that \( \overline{\text{cl} R(T_1)} = B \overline{\text{cl} \operatorname{dom} K_1^*} \), and similarly \( \overline{\text{cl} R(T)} = B \overline{\text{cl} \operatorname{dom}(\Sigma K_1)}^* \). Theorem 3.11 and (6.3.1) imply \( \overline{\text{cl} \operatorname{dom}(\Sigma K_1)}^* = \overline{\Sigma \operatorname{dom} K_1^*} \). Combining these facts with (6.6.2) yields

\[
\Sigma \overline{\text{cl} R(T_1)} \subset \overline{\text{cl} R(T)}.
\]

Since Theorem 3.9 implies \( \Sigma T_1 = T \), this shows that \( \Sigma T_1 \) is a maximal monotone operator satisfying

\[
\Sigma \overline{\text{cl} R(T_1)} \subset \overline{\text{cl} R(\Sigma T_1)}.
\]
Furthermore, it can be deduced from (1), $\bigcap T^*_i \subset \Sigma \mathbb{R}(T^*_i)$ and (8.1) that
\[ \Sigma 0^+ \text{cl} \mathbb{R}(T^*_i) \subset 0^+ \text{cl} \mathbb{R}(\Sigma T^*_i). \]

It is easy to show that conditions (c) and (d) of Lemma 3.12 can be reformulated equivalently as follows:
\[ \Sigma z^*_i = 0 \text{ and } z^*_i \in 0^+ \text{cl} \mathbb{R}(T^*_i) \]
for each $i$ implies $z^*_i = 0$ for each $i$.

Now (††) and (9.1.1) imply $\Sigma \text{cl} \mathbb{R}(T^*_i) = \text{cl} \Sigma \mathbb{R}(T^*_i)$, and $\mathbb{R}(\Sigma T^*_i) \subset \Sigma \mathbb{R}(T^*_i) \subset \Sigma \text{cl} \mathbb{R}(T^*_i)$ holds trivially. Combining these facts with (1) yields
\[ \Sigma \text{cl} \mathbb{R}(T^*_i) = \text{cl} \mathbb{R}(\Sigma T^*_i). \]

Furthermore, from (2), (††) and (9.1.1) it follows immediately that
\[ \Sigma 0^+ \text{cl} \mathbb{R}(T^*_i) = 0^+ \text{cl} \mathbb{R}(\Sigma T^*_i). \]

It is known that $\Sigma T^*_i$ is a maximal monotone operator satisfying (1) whenever each $T^*_i$ is the subdifferential of a closed proper convex function on $\mathbb{R}^n$ and the condition
\[ \text{ri} \mathbb{R}(T^*_i) \cap \ldots \cap \text{ri} \mathbb{R}(T^*_n) \neq \emptyset \]
is satisfied, where $\mathbb{R}(T) = \{z \mid T(z) \neq \emptyset\}$. Moreover, in this situation (2) actually holds if (††) is satisfied.

On the other hand, (1) fails in general for maximal monotone operators satisfying (††). (For example, take $s = 2$ and consider the $T^*_i$'s induced by the saddle functions $K_1$ and $K_2$ defined following Corollary 3.6.3.) It is not known, though, whether (2) holds for arbitrary maximal monotone operators satisfying (††). But the fact that this formula does hold for those operators...
arising from saddle functions leads one to conjecture that it holds in general. This is because such operators, unlike the subdifferentials of convex functions, exhibit most of the pathology of arbitrary maximal monotone operators. Indeed, this last fact is one of the main motivations for studying saddle functions.
§4. The Partial Conjugacy Operation

In this short section the results of §1 are used to develop another operation on equivalence classes of closed proper saddle functions. By virtue of its similarity to the basic conjugacy operation, this is called the partial conjugacy operation. It follows from Theorems 4.1 and 4.2 that the partial conjugacy operation induces another symmetric one-to-one correspondence among closed proper equivalence classes. In §5 this correspondence will be used to assign a well-defined Lagrangian to each dual pair of generalized saddle programs. The symmetric one-to-one character of this assignment will be used in §6 to establish the negative result that there exists no good

Lagrange multiplier principle for ordinary saddle programs in general.

Throughout §4 let \( K \) be a closed proper concave-convex function on \((R^p \times R^m) \times (R^q \times R^n)\), and let \( W_1 \) and \( W_2 \) be functions on \((R^p \times R^n) \times (R^q \times R^m)\) defined by

\[
W_1(u^*, y, v^*, x) = \sup_v \inf_u \{ <u^*, u> + <v^*, v> - K(u, x, v, y) \}
\]

and

\[
W_2(u^*, y, v^*, x) = \inf_u \sup_v \{ <u^*, u> + <v^*, v> - K(u, x, v, y) \}.
\]

**THEOREM 4.1.** The functions \( W_1 \) and \( W_2 \) belong to an equivalence class \([W]\) of closed proper concave-convex functions. Furthermore, \([W]\) depends only on \([K]\), and \([W]\) is polyhedral if \([K]\) is.

**PROOF.** Define a linear transformation \( A = A_1 \times A_2 \) and a function \( H \) by

\[
A_1(v, u^*, y) = (u^*, y),
\]

\[
A_2(u, v^*, x) = (v^*, x),
\]
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and
\[ H(v, u^*, y, u, v^*, x) = \langle u, u^* \rangle + \langle v, v^* \rangle - K(u, x, v, y). \]

Clearly \( H \) is closed proper cone-convex on \((R^q \times R^p \times R^n) \times (R^p \times R^q \times R^m)\).

If \((v, y) \in ri(dom_2 K)\), (34.3) implies that the function
\[
(u, v^*, x) \mapsto -K(u, x, v, y)
\]
is closed proper convex, and by (8.5) its recession function can be shown to be
\[
(u, v^*, x) \mapsto -(rec K(-, -, v, y))(u, x).
\]

Also, the function
\[
(u, v^*, x) \mapsto <u, u^* > + <v, v^*>
\]
is closed proper convex and coincides with its recession function. Hence (9.3) implies that
\[
(rec H(v, u^*, y, -,-,-))(u, v^*, x) = <u, u^* > + <v, v^*> - (rec K(-, -, v, y))(u, x)
\]
whenever \((v, y) \in ri(dom_2 K)\). Therefore \( A_2^{-1}(0) \cap (rec cone_2 H) \) equals
\[
\{(u, 0, 0)|<u, u^*> - (rec K(-, -, v, y))(u, 0) \leq 0, \forall u^* \in R^p, \forall (v, y) \in ri(dom_2 K)\}.
\]

Now by (34.3) and (8.5), \((v, y) \in ri(dom_2 K)\) implies that \( rec K(-, -, v, y) \) is
never \( +\infty \). It follows that \( A_2^{-1}(0) \cap (rec cone_2 H) \) is the nullspace of \( R^p \times R^q \times R^m \). Similarly, \( A_1^{-1}(0) \cap (rec cone_1 H) \) is the nullspace of \( R^q \times R^p \times R^n \). Therefore by Lemma 1.9, range \( A^* \cap ri(dom H^*) \neq \emptyset \). The first two assertions of the theorem now follow from Theorem 1.8 and the fact that \( K < \tilde{K} < \bar{K} \) whenever \( \tilde{K} \in [K] \). If \( K \) is polyhedral, then Corollary 3.6.1 implies \( H \) is polyhedral and hence Theorem 1.8 implies \( [AH] = [W] \) is polyhedral.
The equivalence class \([W]\) containing \(W_1\) and \(W_2\) is called the partial conjugate of \([K]\) in \(u\) and \(v\), and the operation which sends \([K]\) to \([W]\) is called partial conjugacy. This terminology is suggested by the fact that forming \([W]\) involves only parts of the arguments of \(K\), whereas forming the (ordinary) conjugate \([K^*]\) involves all of the arguments of \(K\).

**Theorem 4.2.** The partial conjugate of \([W]\) in \(u^*\) and \(v^*\) is \([K]\).

**Proof.** By Theorem 4.1, \([W]\) contains the function \(\tilde{W}\), where
\[
\tilde{W}(u^*, y, v^*, x) = \inf \sup \langle \tilde{u}, u^* \rangle + \langle \tilde{v}, v^* \rangle \cdot K(\tilde{u}, x, \tilde{v}, y) .
\]
Hence the partial conjugate of \([W]\) in \(u^*\) and \(v^*\) contains the function \(M\) given by
\[
M(u, x, v, y) = \sup \inf \{ \langle u, u^* \rangle + \langle v, v^* \rangle - \tilde{W}(u^*, y, v^*, x) \}
= \sup \inf \sup \inf \{ \langle u, u^* \rangle + \langle v, v^* \rangle + K(\tilde{u}, x, \tilde{v}, y) \} .
\]
By the same technique used in the proof of Theorem 4.1 it can be verified that range \(B^* \cap \text{ri(dom} J^*) = \emptyset\) where \(B = B_1 \times B_2\) and \(J\) are given by
\[
B_1(v^*, u^*, u, x) = (u, x) ,
B_2(u^*, v^*, v, y) = (v, y) ,
\]
and
\[
J(v^*, u^*, u, x, u^*, v, y) = \langle u^*, u - \tilde{u} \rangle + \langle v^*, v - \tilde{v} \rangle + K(\tilde{u}, x, \tilde{v}, y) .
\]
Therefore Theorem 1.8 implies that \([BJ]\) is well-defined. Now by (36.1) and Theorem 0.1(b) it follows easily that \(M\) and \(N\) belong to \([BJ]\), where \(N\) is given by
\[
N(u, x, v, y) = \sup \inf \sup \inf \{ \langle u^*, u - \tilde{u} \rangle + \langle v^*, v - \tilde{v} \rangle + K(\tilde{u}, x, \tilde{v}, y) \} .
\]
Thus, to complete the proof it suffices to show that $N \in [K]$.

Let $u, x, v, y$ be arbitrary but fixed. For each $\tilde{u}$ define

$$p(\tilde{u}) = \inf \sup \inf \{\langle u^*, u - \tilde{u} \rangle + \langle v^*, v - \tilde{v} \rangle + K(\tilde{u}, x, \tilde{v}, y)\}.$$  

Observe that

$$N(u, x, v, y) = \sup \{p(\tilde{u}) | \tilde{u} \in U\},$$  

where $U = \{\tilde{u} | (\tilde{u}, x) \in \text{dom}_1 K\}$. Indeed, if $(\tilde{u}, x) \notin \text{dom}_1 K$ then $K(\tilde{u}, x, \cdot, \cdot) = -\infty$ so that $p(\tilde{u}) = -\infty$. Thus,

$$N(u, x, v, y) = -\infty = K(u, x, v, y)$$  

whenever $U = \emptyset$. Now assume $U \neq \emptyset$. For each $\tilde{u} \in U$, $K(\tilde{u}, x, \cdot, \cdot)$ is never $-\infty$ and hence

$$p(\tilde{u}) = \inf \sup \inf \{\langle u^*, u - \tilde{u} \rangle + \langle v^*, v - \tilde{v} \rangle + \inf \{K(\tilde{u}, x, \tilde{v}, y)\}$$

where $V(\tilde{u}) = \{\tilde{v} | K(\tilde{u}, x, \tilde{v}, y) < -\infty\}$. This implies $p(\tilde{u}) = -\infty$ whenever $V(\tilde{u}) = \emptyset$.

Hence (1) implies $N(u, x, v, y) = -\infty$ if there exists a $\tilde{u} \in U$ such that $V(\tilde{u}) = \emptyset$.

But for such a $\tilde{u}$, $K(\tilde{u}, x, v, y) = -\infty$. Therefore

$$N(u, x, v, y) = -\infty = \tilde{K}(u, x, v, y)$$  

whenever there exists a $\tilde{u} \in U$ such that $V(\tilde{u}) = \emptyset$. Finally, assume $U \neq \emptyset$ and $V(\tilde{u}) \neq \emptyset$ for every $\tilde{u} \in U$. Then for each $\tilde{u} \in U$,

$$p(\tilde{u}) = \inf \sup \inf \{K(\tilde{u}, x, \tilde{v}, y) + \inf \sup \{\langle v^*, v - \tilde{v} \rangle + \inf \{\langle u^*, u - \tilde{u} \rangle\}\}.$$  

Hence $p(\tilde{u}) = -\infty$ whenever $u \neq \tilde{u} \in U$, while for $u = \tilde{u} \in U$ we have that

$$p(u) = \inf \sup \{K(u, x, \tilde{v}, y) + \inf \sup \{\langle v^*, v - \tilde{v} \rangle\}.$$
\[ N(u, x, v, y) = \sup \{ p(u) \mid u \in U, \, \hat{u} = u \} \]

\[ = \begin{cases} 
\infty & \text{if } u \notin U \\
= & \text{if } u \in U \text{ and } v \notin V(u) \\
K(u, x, v, y) & \text{if } u \in U \text{ and } v \in V(u) \\
= & K(u, x, v, y) 
\end{cases} \]

Hence (1) implies that in this case

\[ K(u, x, v, y) \leq N \leq \tilde{K} \text{ everywhere.} \]

We conclude this section by characterizing the subdifferential of the partial conjugate.

**Theorem 4.3.** The following conditions are equivalent:

(a) \((u^*, x^*, v^*, y^*) \in \partial K(u, x, v, y)\)

(b) \((u, -y^*, v, -x^*) \in \partial W(u^*, y, v^*, x)\)

**Proof.** By (37.5), condition (b) is equivalent to

\[(u^*, y, v^*, x) \in \partial W(u, -y^*, v, -x^*) \).

But from the proof of Theorem 4.1 we know that \([W^*] = [H^* A^*]\) and \(\text{range } A^* \cap \text{ri(dom } H^*) \neq \emptyset\). Hence by Theorem 1.3,

\[ \partial W^*(u, -y^*, v, -x^*) = A^* H^* (A^*(u, -y^*, v, -x^*)) \]

It follows that condition (b) is equivalent to the existence of points \(u^0\) and \(v^0\) such that
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\[(v^0, u^0, y, u^0, v^0, x) \in \partial H^\circ(0, u, -y^0, 0, v, -x^0)\].

But by (37.5) and (37.4) this containment occurs if and only if \((v^0, u^0, y, u^0, y^0, u)\) is a saddle point of

\[H = \cdot (0, u, -y) \cdot (0, v, -x)\]

and \(H(v^0, u^0, y, u^0, v^0, x) \in \mathbb{R}\). Therefore by the definition of \(H\), condition (b) is equivalent to the existence of points \(u^0\) and \(v^0\) such that

\(k(u^0, x, v^0, y) \in \mathbb{R}\) and

\[K(\hat{u}, \hat{x}, v^0, y) - <\hat{u} - u, u^0> - <v^0 - v, v^0> - <\hat{x} - x, x^0>\]

\[\leq K(u^0, x, v^0, y) - <u^0 - u, u^0> - <v^0 - v, v^0>\]

\[\leq K(u^0, x, \hat{v}, \hat{y}) - <u^0 - u, \hat{u}^0> - <\hat{v} - v, v^0> - <\hat{y} - y, y^0>\]

for all \((\hat{v}, \hat{u}^0, \hat{y})\) and \((\hat{u}, \hat{v}^0, \hat{x})\). Now pick any \((v', y') \in \text{dom}_2 K\). Choosing \(\hat{v} = v'\) and \(\hat{y} = y'\) in the above condition implies

\[K(u^0, x, v', y') \geq a + <u^0 - u, \hat{u}^0> \text{ for all } \hat{u}^0,\]

where \(a\) is a certain real constant. Thus if \(u^0\) were different from \(u\), we would have \(K(u^0, x, v', y') = +\infty\), contradicting \((v', y') \in \text{dom}_2 K\). Hence in the above condition we must have \(u^0 = u\), and similarly \(v^0 = v\). Therefore condition (b) is equivalent to \((K(u, x, v, y) \in \mathbb{R}\) and)
\[ E(\hat{u}, u, v, y) \cdot <\hat{u}, u, u^* > \cdot <\hat{u}, u, u^* > \leq E(u, u, v, y), \forall (\hat{u}, u) \]

and

\[ E(u, u, v, y) \leq E(u, u, v, y) \cdot <\hat{u}, v, v^* > \cdot <\hat{u}, v, v^* >, \forall (u, v) \]

But these conditions are clearly equivalent to (a).
§5. Generalized Saddle Programs

In this section we apply the results of §§1, 2 and 4 to the study of general concave-convex minimax problems. First we define the notions of a "generalized saddle program" and its "dual," and then we develop a whole perturbational duality theory for such programs. It may happen that the saddle functions defining these saddle programs are degenerate in the sense of being essentially purely convex or purely concave functions. In this event it can be shown (Example 5.1) that the present theory reduces essentially to Rockafellar's perturbational duality theory for generalized convex programs [48]. Recall, however, the general approach we are taking to minimax problems, namely that of dealing always with the whole equivalence class of saddle functions which give rise to a given minimax problem. Because of this, the proper definitions concerning generalized saddle programs involve many subtleties absent in the convex case, and the proofs in the accompanying perturbational duality theory are necessarily somewhat different and more complicated.

Ignoring technical details, we can outline the general approach as follows. Suppose we are given a minimax problem in the form of an equivalence class \([K_0]\) of saddle functions on \(\mathbb{R}^m \times \mathbb{R}^n\). This minimax problem is first extended to a saddle program in the form of another equivalence class \([K]\) of saddle functions on \((\mathbb{R}^p \times \mathbb{R}^m) \times (\mathbb{R}^q \times \mathbb{R}^n)\), where the additional variables ranging over \(\mathbb{R}^p\) and \(\mathbb{R}^q\) correspond to "perturbations" of the original problem. The extension is such that \([K_0]\) is suitably "embedded" in \([K]\), i.e., the
saddle functions \((x, y) \mapsto \tilde{K}(0, x, 0, y)\) for \(\tilde{K} \in [K]\) are all required to belong to \([K_0]\). By a modification of the conjugacy correspondence, an equivalence class \([L]\) of saddle functions on \((R^m \times R^p) \times (R^n \times R^q)\) is then obtained from \([K]\). The saddle program given by \([L]\) is called the dual of the program given by \([K]\).

Under a mild hypothesis on \([K]\), the saddle functions \((z, w) \mapsto \tilde{L}(0, z, 0, w)\) for \(\tilde{L} \in [L]\) all belong to a single equivalence class \([L_0]\). In this event the minimax problem given by \([L_0]\) is the dual of the minimax problem given by \([K_0]\).

In this sense \([K_0]\) may have many such duals, since \([L]\) and hence \([L_0]\) depends not only on \([K_0]\) but also on the particular "perturbations" of \([K_0]\) introduced via \([K]\). This fact is one of the main features of the theory, since it allows one the flexibility of choosing perturbations which are appropriate for the purpose at hand (e.g. those for which the dual problem is manageable).

We proceed now with the formal development. A generalized saddle program \(S(K)\) on \(R^m \times R^n\) with perturbations in \(R^p \times R^q\) is an equivalence class \([K]\) of closed proper saddle functions on \((R^p \times R^m) \times (R^q \times R^n)\). Each saddle function \(\tilde{K}(0, \cdot, 0, \cdot)\) on \(R^m \times R^n\), for \(\tilde{K}\) in \([K]\), is called an objective function of \(S(\cdot)\). The particular functions \(K(0, \cdot, 0, \cdot)\) and \(\bar{K}(0, \cdot, 0, \cdot)\) are called the lower and upper objective functions, respectively. (Here, as usual, \(K\) and \(\bar{K}\) denote the least and greatest elements of \([K]\), respectively.) A pair \((x, y)\) is a feasible solution of \(S(K)\) if and only if it is in the effective domain of every objective function of \(S(K)\). It is not hard to show that this is equivalent to the condition that \((0, x, 0, y) \in \text{dom } K\). The optimal value in \(S(K)\) exists.
(and equals \(a\)) if and only if the saddle values of all the objective functions of \(S(K)\) exist finitely and are equal (to \(a\)). A pair \((x, y)\) is an optimal solution of \(S(K)\) if and only if \((x, y)\) is a saddle point of every objective function of \(S(K)\) and \(K(0, x, 0, y) = \tilde{K}(0, x, 0, y) \in \mathbb{R}\). It is not hard to show that if \((x, y)\) is an optimal solution, then it is a feasible solution and the optimal value exists and equals \(\tilde{K}(0, x, 0, y)\) for any \(\tilde{K}\) in \([K]\).

The program \(S(K)\) is consistent (respectively strongly consistent) if and only if there exist points \(x\) and \(y\) such that \((0, x, 0, y) \in \text{dom } K\) (respectively \((0, x, 0, y) \in \text{ri(dom } K)\)). Thus, \(S(K)\) is consistent if and only if it has a feasible solution. Also, \(S(K)\) is consistent whenever the optimal value in \(S(K)\) exists.

We say that \(S(K)\) has a well-defined primal problem if and only if all the objective functions belong to the same equivalence class, which we denote by \([K_0]\). In this event the primal problem of \(S(K)\) is the minimax problem given by \([K_0]\) and hence the definitions of feasible solution, optimal value and optimal solution of \(S(K)\) can be simplified, since equivalent saddle functions have the same effective domain, saddle value and saddle points. By Theorem 5.2 below, if \(S(K)\) is strongly consistent then it has a well-defined primal problem which is in fact given by a closed proper equivalence class. More generally, for any \((u, v)\) we say that the perturbation \((u, v)\) in \(S(K)\) is well-defined if and only if the saddle functions \(\tilde{K}(u, \cdot, v, \cdot)\) on \(\mathbb{R}^m \times \mathbb{R}^n\), for \(\tilde{K}\) in \([K]\), all belong to a single equivalence class, which we denote by \([K_0, v]\). Thus, \(S(K)\) has a well-defined primal problem if and only if the perturbation \((0, 0)\) in \(S(K)\) is well-defined (in which case \([K_0, 0]\) is denoted simply by \([K_0]\)).
Suppose $S(K)$ is a generalized saddle program on $\mathbb{R}^m \times \mathbb{R}^n$ with perturbations in $\mathbb{R}^p \times \mathbb{R}^q$, and let $[L]$ be the equivalence class of closed proper saddle functions obtained from $[K]$ via the relation

$$L(s, z, t, w) = -K(-z, s, -w, t).$$

The generalized saddle program $S(L)$ on $\mathbb{R}^p \times \mathbb{R}^q$ with perturbations in $\mathbb{R}^m \times \mathbb{R}^n$ (strictly speaking, the equivalence class $[L]$) is the dual of $S(K)$. It is easy to show that the dual of $S(L)$ is $S(K)$. The program $S(K)$ has a well-defined dual problem if and only if the dual program $S(L)$ has a well-defined primal problem $[L_0]$, and in this event the dual problem of $S(K)$ is the primal problem of $S(L)$, i.e. the minimax problem given by $[L_0]$. Example 5.3 shows that a generalized saddle program can even be strongly consistent without having a well-defined dual problem. However, Lemma 5.4 furnishes conditions on $S(K)$ which ensure that the dual problem is well-defined.

For the remainder of §5 let $S(K)$ and $S(L)$ be a dual pair of generalized saddle programs, and for definiteness assume that $K$ is concave-convex on $(\mathbb{R}^p \times \mathbb{R}^m) \times (\mathbb{R}^q \times \mathbb{R}^n)$. Thus, $L$ is convex-concave on $(\mathbb{R}^m \times \mathbb{R}^p) \times (\mathbb{R}^n \times \mathbb{R}^q)$.

Also, let concave-convex functions $P_1$ and $P_2$ be defined on $\mathbb{R}^p \times \mathbb{R}^q$ by

$$P_1(u, v) = \sup_x \inf_y K(u, x, v, y)$$

and

$$P_2(u, v) = \inf_y \sup_x \overline{K}(u, x, v, y),$$

and let convex-concave functions $Q_1$ and $Q_2$ be defined on $\mathbb{R}^m \times \mathbb{R}^n$ by

$$Q_1(s, t) = \sup_w \inf_z L(s, z, t, w)$$

and

$$Q_2(s, t) = \inf_z \sup_w \underline{L}(s, z, t, w).$$
and

\[ Q_2(s, t) = \inf \sup_{z, w} \tilde{L}(s, z, t, w) \]

Finally, let linear transformations \( A_1: \mathbb{R}^p \times \mathbb{R}^m \rightarrow \mathbb{R}^p \), \( A_2: \mathbb{R}^q \times \mathbb{R}^n \rightarrow \mathbb{R}^q \), 
\( B_1: \mathbb{R}^m \times \mathbb{R}^p \rightarrow \mathbb{R}^m \) and \( B_2: \mathbb{R}^n \times \mathbb{R}^q \rightarrow \mathbb{R}^n \) be defined by

\[
A_1(u, x) = u, \quad B_1(s, z) = s, \\
A_2(v, y) = v, \quad B_2(t, w) = t
\]

and put \( A = A_1 \times A_2 \) and \( B = B_1 \times B_2 \). Observe that \( A^* = A_1^* \times A_2^* \) and \( B^* = B_1^* \times B_2^* \), where

\[
A_1^*(z) = (z, 0), \quad B_1^*(x) = (x, 0) \\
A_2^*(w) = (w, 0), \quad B_2^*(y) = (y, 0)
\]

The saddle functions \( P_1 \) and \( P_2 \) are called the lower and upper perturbation functions of \( S(K) \), respectively. A pair \((z, w)\) is a Kuhn-Tucker vector for \( S(K) \) if and only if

\[
P_1(0, 0) = P_2(0, 0) = \alpha \in \mathbb{R}
\]

and

\[
<u, z> + P_2(u, 0) \leq \alpha \leq P_1(0, v) + <v, w>
\]

for each \((u, v)\). Observe that \( P_1(0, 0) = P_2(0, 0) = \alpha \in \mathbb{R} \) if and only if the optimal value in \( S(K) \) exists and equals \( \alpha \). It is not hard to show using (37.4.1) that if \( P_1 \) and \( P_2 \) belong to a proper equivalence class \([P]\), then \((z, w)\) is a Kuhn-Tucker vector for \( S(K) \) if and only if \(-(z, w) \in \partial P(0, 0)\). Kuhn-Tucker vectors for \( S(L) \) are defined similarly by using the lower and upper perturbation functions of \( S(L) \), i.e., \( Q_1 \) and \( Q_2 \). These Kuhn-Tucker vectors can be interpreted as generalized "equilibrium price vectors" for a certain type of two-stage, two-person zero-sum game in much the same way as in [48, pp. 295-296].
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The following example shows that the foregoing framework of dual pairs of generalized saddle programs includes as a special case Rockafellar's dual pairs of generalized convex programs.

EXAMPLE 5.1. Let \( F: \mathbb{R}^q \to \mathbb{R}^n \) be a closed proper convex bifunction, and let \((P)\) and \((P^*)\) denote the generalized convex program and its dual which correspond to \( F \) and its adjoint bifunction \( F^*: \mathbb{R}^n \to \mathbb{R}^q \). Define \( K(u,x,v,y) = (Fv)(y) \) for every \((u,x) \in \mathbb{R}^p \times \mathbb{R}^m\) and \((v,y) \in \mathbb{R}^q \times \mathbb{R}^n\) (here \( p \) and \( m \) can be any positive integers). Then \( K \) is a closed proper concave-convex function. It can be verified as an instructive exercise that the concepts defined above for the program \( S(K) \) and its dual \( S(L) \) exactly "mirror" the like-named concepts from Rockafellar [48] for \((P)\) and \((P^*)\). For example, \( S(K) \) (resp. \( S(L) \)) is consistent or strongly consistent according as \((P)\) (resp. \((P^*)\)) is consistent or strongly consistent; and so on. Furthermore, it can be seen that the Lagrangian associated with \( S(K) \) and \( S(L) \), which will be introduced following Theorem 5.6, exactly mirrors the Lagrangian associated with \((P)\) and \((P^*)\). The fact that all the various concepts associated with \((P)\) and \((P^*)\) are reflected in this program \( S(K) \) and its dual furnishes a general means of converting examples from convex programming into examples in saddle programming which exhibit the corresponding pathological behavior.

The following theorem gives a simple condition under which the perturbation \((u,v)\) in \( S(K) \) is well-defined, and Corollary 5.2.1 is the main existence result concerning optimal solutions of \( S(K) \).
THEOREM 5.2. Assume there exist points $x$ and $y$ such that $(u, x, v, y) \in \text{ri}(\text{dom } K)$. Then the perturbation $(u, v)$ in $S(K)$ is well-defined. In fact, the equivalence class $[K_{u, v}]$ is closed and proper with least and greatest members $K(u, \cdot, v, \cdot)$ and $\bar{K}(u, \cdot, v, \cdot)$ respectively, and
\[
\text{ri}(\text{dom } K_{u, v}) = \{(x, y) | (u, x, v, y) \in \text{ri}(\text{dom } K)\}
\]
where "ri" can be deleted or replaced by "cl" throughout the identity.

PROOF. Define linear transformations $T_1: \mathbb{R}^m \rightarrow \mathbb{R}^p \times \mathbb{R}^m$ and $T_2: \mathbb{R}^n \rightarrow \mathbb{R}^q \times \mathbb{R}^n$ by $T_1(x) = (0, x)$ and $T_2(y) = (0, y)$, and put $T = T_1 \times T_2$. Define a function $H$ by
\[
H(u', x', v', y') = K(u' + u, x', v' + v, y').
\]
Clearly, $H$ is closed proper concave-convex and $\text{dom } H = \text{dom } K - \{(u, 0, v, 0)\}$. Thus the hypothesis on $(u, v)$ is equivalent to $\text{range } T \cap \text{ri}(\text{dom } H) \neq \emptyset$, and hence Theorem 1.2 implies various facts about the equivalence class $[HT]$. Since $HT = K(u, \cdot, v, \cdot)$, these facts convert easily into the assertions about $[K_{u, v}]$. The formulas for $\text{ri}(\text{dom } K_{u, v})$ and $\text{cl}(\text{dom } K_{u, v})$ follow by (6.7).

COROLLARY 5.2.1. Assume $S(K)$ is strongly consistent. Then any of the following three conditions implies that the set of optimal solutions of $S(K)$ is a product of nonempty closed convex sets:

(a) rec cone $K_j$ is a subspace for $j = 1$ and $2$;

(b) $\text{dom } K_0$ is bounded;

(c) There is a pair $(\bar{x}, \bar{y}) \in \text{dom } K_0$ such that for each $\alpha \in \mathbb{R}$ the level sets $\{x | K_0(x, \bar{y}) \geq \alpha\}$ and $\{y | K_0(\bar{x}, y) \leq \alpha\}$ are bounded.
PROOF. By Theorem 5.2, \( S(K) \) has a well-defined primal problem and \([K_0]\) is closed and proper. By Lemmas 0.5 and 0.6, \( (0,0) \in \text{ri}(\text{dom}(K_0)^*) \) whenever (a), (b) or (c) holds. The conclusion now follows from (37.5.3).

Before proceeding any further, it might be well to illustrate some of the pathology which is possible in a dual pair of generalized saddle programs. The next example exhibits a program \( S(K) \) having the following properties:

(i) every perturbation in \( S(K) \) is well-defined (so \textit{a fortiori} \( S(K) \) has a well-defined primal problem); (ii) the lower and upper perturbation functions of \( S(K) \) fail to be equivalent; (iii) the dual program is consistent; and (iv) \( S(K) \) fails to have a well-defined dual problem.

EXAMPLE 5.3. Suppose \( J \) is a closed proper concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \). Put \( p = m \) and \( q = n \) and define \( K(u, x, v, y) = J(x - u, y - v) \). Let \( T_1 \) and \( T_2 \) be linear transformations given by \( T_1(u, x) = x - u \) and \( T_2(v, y) = y - v \), and put \( T = T_1 \times T_2 \). Since \( \text{range } T \cap \text{ri}(\text{dom} J) = \emptyset \) trivially, Theorem 1.2 implies that \( K = JT \) is closed and proper with \( \text{ri}(\text{dom} K) = T^{-1} \text{ri}(\text{dom} J) \). By Theorem 5.2 it follows that for each \( (u, v) \in \mathbb{R}^p \times \mathbb{R}^q \) the perturbation \( (u, v) \) in the program \( S(K) \) is well-defined. It is easy to compute that \( P_1(u, v) = \sup \inf J = -J^*(0,0) \) and \( P_2(u, v) = \inf \sup J = -J^*(0,0) \). Hence \( P_1 \sim P_2 \) if and only if \( J^*(0,0) = J^*(0,0) \). Now suppose \( J \) is such that \( \text{dom} J^* \) is bounded. Then Lemma 2.6 and Theorem 2.5 imply that \([K^*] = [T^*J^*] \), \( \text{dom} K^* = T^* \text{dom} J^* \), and (since \( T_1^*(s) = (-s, s), \quad T_2^*(t) = (-t, t) \)) the least and greatest members of \([K^*]\) are

\[
K^*(z, s, w, t) = \sup_{\{s\mid -s = z\}} \inf_{\{t\mid t = w\}} J^*(s, t)
\]
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and

\[ k^*(z, s, w, t) = \inf_{\{t \mid t = w\}} \sup_{\{s \mid s = z\}} j^*(s, t) \]

Since \( L(s, z, t, w) = -k^*(-z, s, -w, t) \) and \( \overline{L}(s, z, t, w) = -k^*(-z, s, -w, t) \), this implies that

\[
L(s, z, t, w) = \begin{cases} 
-\overline{j}^*(s, t) & \text{if } s = z \text{ and } t = w \\
\infty & \text{if } s \neq z \text{ and } t = w \\
-\infty & \text{if } t \neq w
\end{cases}
\]

and

\[
\overline{L}(s, z, t, w) = \begin{cases} 
-\overline{j}^*(s, t) & \text{if } s = z \text{ and } t = w \\
-\infty & \text{if } s = z \text{ and } t \neq w \\
\infty & \text{if } s \neq z
\end{cases}
\]

From these formulas it follows that, for each \((s, t) \in \text{dom} j^*\), the perturbation \((s, t)\) in \( S(L) \) is well-defined if and only if \( j^*(s, t) = \overline{j}^*(s, t) \). In view of all these facts, in order to obtain properties (i) through (iv) we need only specify a \( J \) such that \( \text{dom} j^* \) is bounded, \((0, 0) \in \text{dom} j^*\), and \( j^*(0, 0) = \overline{j}^*(0, 0) \). But for this it suffices to take \([J]\) to be the conjugate of the equivalence class used in Examples 1.10 and 1.11.

By Theorem 5.2, \( S(K) \) has a well-defined dual problem \([L_0]\) whenever \( S(L) \) is strongly consistent. The next lemma dualizes this useful condition.

**Lemma 5.4.** The program \( S(L) \) is strongly consistent if and only if

\[
(rec_{\bar{K}}(0, x) > 0 \text{ implies } (rec_{\bar{K}}(0, -x) > 0)
\]

and
\[(\text{rec}_2 K)(0, y) \leq 0 \implies (\text{rec}_2 K)(0, -y) \leq 0.\]

**PROOF.** Observe that \(L(0, z, 0, w) = -K^* A^* (-z, -w).\) Hence \(S(L)\) is strongly consistent if and only if \(\text{range } A^* \cap \text{ri}(\text{dom } K^*) \neq \emptyset.\) Now apply the equivalence between (a) and (c) of Lemma 1.9.

The following theorem and its corollaries show that, when the dual program to strongly consistent, much information about the dual program may be converted into information about the primal program.

**THEOREM 5.5.** Assume \(S(L)\) is strongly consistent. Then \(P_1\) and \(P_2\) belong to the closed proper equivalence class \([P] = [-(L_0)^*]\) and \(\text{dom } P \subseteq \text{dom } K.\)

**PROOF.** By Theorem 5.2, \(L(0, 0, 0, 0)\) is the least member of \([L_0],\) which is closed and proper. Hence \(-L(0, -z, 0, -w) = -L_0(-z, -w) = \left(-(L_0)^*\right)(z, w).\)

But as noted in the proof of Lemma 5.4, \(S(L)\) is strongly consistent if and only if \(\text{range } A^* \cap \text{ri}(\text{dom } K^*) \neq \emptyset\) and \(K^* A^*(z, w) = -L(0, -z, 0, -w).\) Hence Theorem 1.8 implies that the equivalence class \([AK]\) is well-defined and equals \([-(L_0)^*],\) and \(\text{dom } AK \subseteq \text{dom } K.\) Now observe that

\[
P_1(u, v) = \sup_{A_1^{-1}(u)} \inf_{A_2^{-1}(v)} K, \quad P_2(u, v) = \inf_{A_1^{-1}(u)} \sup_{A_2^{-1}(v)} K.
\]

Thus \(P_1\) and \(P_2\) belong to \([AK].\) Taking \([P] = [AK],\) the theorem follows.

**COROLLARY 5.5.1.** Assume \(S(L)\) is strongly consistent, and let \([P]\) be the equivalence class containing \(P_1\) and \(P_2.\) Then the following conditions on \((z, w) \in \mathbb{R}^P \times \mathbb{R}^Q\) are equivalent:

(i) \((z, w)\) is an optimal solution of \(S(L);\)

(ii) \((z, w)\) is a Kuhn-Tucker vector for \(S(K);\)
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(iii) \((-z, w) \in \delta P(0, 0)\);

(iv) \((-z, 0, -w, 0) \in \delta K(0, x, 0, y)\) for some \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\).

PROOF. By (37.5) and Theorem 5.5, (i) is equivalent to \((z, w) \in \delta (-P)(0, 0)\), which is equivalent to (iii). Since \(P_1\) and \(P_2\) belong to \([P]\), (37.4.1) implies that \(\delta P(0, 0) = \delta_1 P_2(0, 0) \times \delta_2 P_1(0, 0)\) and \(P_1(0, 0) = P_2(0, 0)\). Also, (37.4) implies \(\text{dom } \delta P \subset \text{dom } P\), so that \(\alpha\) is finite. From these facts it follows that (iii) is equivalent to (ii). Finally, observe that (37.5) implies (iii) is equivalent to \((0, 0) \in \delta P^*(-z, -w)\). Since \([P^*] = [K^* A^*]\) by the proof of Theorem 5.5, Theorem 1.3 implies that \(\delta P^*(-z, -w) = A \delta K^*(A^*(-z, -w))\). Hence \((0, 0) \in \delta P^*(-z, -w)\) is equivalent to the existence of \((u, x, v, y) \in \delta K^*(-z, 0, -w, 0)\) such that \(A_1(u, x) = 0\) and \(A_2(v, y) = 0\). By the definitions of \(A_1\) and \(A_2\) and (37.5), this last condition is equivalent to (iv).

COROLLARY 5.5.2. Assume \(S(L)\) is strongly consistent, and let \([P]\) be the equivalence class containing \(P_1\) and \(P_2\). Then

\[
\sup \inf L_0 = P(0, 0) \leq \bar{P}(0, 0) = \inf \sup L_0
\]

Furthermore, for any \(\tilde{P} \in [P]\),

\[
\sup \inf L_0 = \lim \inf \tilde{P}(0, v)
\]

except when the left hand side is \(-\infty\) and the right hand side is \(+\infty\), and similarly

\[
\lim \sup \tilde{P}(u, 0) = \inf \sup L_0
\]

except when the left hand side is \(-\infty\) and the right hand side is \(+\infty\).
PROOF. Clearly \( \supinf_0 L \equiv -(L_0)^*(0,0) \) which equals \( P(0,0) \) by Theorem 5.5. Now let \( \tilde{P} \in [P] \) be given. By Theorem 5.1, \( P(0,0) = (\text{cl} \tilde{P})(0,0) \), which by definition equals \( (\text{cl} \tilde{P}(0, \cdot))(0) \). Observe that in general, for a convex function \( f \) one has \( (\text{cl} f)(x) = \liminf_{y \to x} f(y) \) except when the left hand side is \( -\infty \) and the right hand side is \( +\infty \). Now apply this to the case at hand. A concave analogue of this argument yields the other assertion.

COROLLARY 5.5.3. Assume \( S(L) \) is strongly consistent. If the optimal value in \( S(L) \) exists and equals \( \alpha \), then the optimal value in \( S(K) \) exists and equals \( \alpha \).

PROOF. Since the saddle functions \( \tilde{L}(0,0,0) \) for \( \tilde{L} \) in \([L]\) are all equivalent to \( L_0 \), \( \supinf_0 L = Q_1(0,0) \) and \( \inf \sup L = Q_2(0,0) \). Also, the optimal value in \( S(L) \) exists and equals \( \alpha \) if and only if \( Q_1(0,0) = Q_2(0,0) = \alpha \in \mathbb{R} \). Since \( P \leq P_1 \leq P_2 \leq \tilde{P} \), the assertion now follows from Corollary 5.5.2.

For stating duality results it would be very nice if the domain inclusion in Theorem 5.5 could be strengthened to \( \text{Ar}(\text{dom} K) \subset \text{dom} P \subset \text{Adom} K \). However, Example 5.14 shows that this does not hold without some stronger hypothesis. The next corollary characterizes when the additional inclusion holds.

COROLLARY 5.5.4. Assume \( S(L) \) is strongly consistent, and let \([P]\) be the equivalence class containing \( P_1 \) and \( P_2 \). In order that

\[
\text{Ar}(\text{dom} K) \subset \text{dom} P \subset \text{Adom} K,
\]

it is necessary and sufficient that

\[
(\text{rec}_L(0,z)) = (\text{rec}_{L_0}(z)) \quad \forall z \in \mathbb{R}^P
\]

and
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\[(\text{rec}_2 L)(0, w) = (\text{rec}_2 L_0)(w), \quad \forall w \in R^q.\]

**Proof.** As in the proof of Theorem 5.5, \(S(L)\) strongly consistent is equivalent to range \(A^* \cap \text{ri}(\text{dom} K^*) \neq \emptyset\) and hence from Theorem 1.8 we have \([P] = [AK]\). By Lemma 1.5 (with the help of (6.3.1)) it follows that for \(j = 1\) and \(2, \text{ri}(A_j \text{dom}_j K) \subset \text{dom}_j P \subset A_j \text{dom}_j K\) if and only if \(\text{rec}_j (K^* A^*) = (\text{rec}_j K^*) A_j^*\).

But the identities \(- (\text{rec}_1 L)(0, -z) = (\text{rec}_1 K^*) (A_1^* z)\) and \(- (\text{rec}_1 L_0)(-z) = (\text{rec}_1 K^* A^*) (z)\) can be verified, along with similar identities for \(j = 2\). The corollary then follows.

The next theorem brings the results of §2 to bear on the perturbations in \(S(K)\). It gives conditions under which any "perturbed primal problem" (represented by \([K_{u,v}]\)) has a "solution," provided only that the perturbation \((u, v)\) lies in \(\text{Ari}(\text{dom} K)\). The boundedness assumption on \(\text{dom} K_0\) can be relaxed; we have used this hypothesis for simplicity.

**Theorem 5.6.** Assume \(S(K)\) is strongly consistent and \(\text{dom} K_0\) is bounded. Then \(S(L)\) is strongly consistent, \(P_1\) and \(P_2\) are respectively the least and greatest members of a closed proper equivalence class \([P]\), and \(\text{dom} P = \text{Adom} K\). Moreover, for each \((u, v) \in \text{Ari}(\text{dom} K)\) the "perturbed objective function" \(K_{u,v}\) has a nonempty bounded set of saddle points, and each such saddle point \((x, y)\) yields attainment of the minimax extrema in \(P_1(u, v)\) and \(P_2(u, v)\) and satisfies \(\bar{P}(u, v) = K(u, x, v, y), \quad \forall \bar{P} \in [P], \forall K \in [K]\).

**Proof.** By strong consistency there exist \(\bar{x}\) and \(\bar{y}\) such that \((0, \bar{x}, 0, \bar{y}) \in \text{ri}(\text{dom} K)\). Observe that \(\text{rec}_{K_0} (\bar{x}, \cdot)(y) \leq (\text{rec}_2 K_0)(y) \leq (\text{rec}_2 K)(0, y)\)
for any $y$. Since $\text{dom} K_0(x, \cdot) = \text{dom} K_0$ is bounded by hypothesis, it follows that $y = 0$ is the only solution of $(\text{rec}_2 K)(0, y) \leq 0$. Similarly, $x = 0$ is the only solution of $(\text{rec}_1 K)(0, x) \geq 0$. Therefore Lemma 5.4 implies $S(L)$ is strongly consistent. Now observe that our hypotheses allow us to refine the proof of Theorem 5.5. Specifically, Lemma 2.6 and Theorem 5.2 can be used to verify that the hypotheses of Theorem 2.5 (and hence Theorem 2.4) are satisfied. The fact that $A_1$ and $A_2$ are onto implies by Theorem 2.5 that the least and greatest members of $[AK]$ are actually $P_1$ and $P_2$. The second assertion follows from Theorem 2.4.

Some duality theorems for the programs $S(K)$ and $S(L)$ can be deduced from the results already given. However, much more can be derived by introducing a "Lagrangian" saddle function and studying its relationships with $S(K)$ and $S(L)$. Consequently we shall now proceed with this.

Define the function $M$ on $(R^m \times R^q) \times (R^n \times R^p)$ by

$$M(x, w, y, z) = \sup_u \inf_v \{ <u, z> + <v, w> + K(u, x, v, y) \}.$$  

Then $M(x, w, y, z) = -W(-z, y, -w, x)$, where $W$ belongs to the partial conjugate of $[K]$ in $u$ and $v$. Hence it follows from Theorem 4.1 that $M$ is closed proper concave-convex and depends only on $[K]$, and that $M$ is polyhedral whenever $K$ is polyhedral. The equivalence class containing $M$ is called the Lagrangian of $S(K)$. Similarly, the Lagrangian of $S(L)$ is the equivalence class containing the function $N$ on $(R^p \times R^n) \times (R^q \times R^m)$ given by

$$N(z, y, w, x) = \sup_t \inf_s \{ <s, x> + <t, y> + L(s, z, t, w) \}.$$  
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Note that \( N(z, y, w, x) = -Q(-x, w, -y, z) \), where \( Q \) belongs to the partial conjugate of \( [L] \) in \( s \) and \( t \). The following theorem reveals the connection between \( M \) and \( N \).

**Theorem 5.7.** The saddle functions \( (x, w, y, z) \to M(x, w, y, z) \) and \( (x, w, y, z) \to N(z, y, w, x) \) are equivalent.

**Proof.** Let \( P(x, w, y, z) = N(z, y, w, x) \). We must show \( P \sim M \), or what is the same thing, \([P] = [M]\). Since \([L]\) is obtained from \([K^*]\) via the relation \( L(s, z, t, w) = -K^*(-z, s, -w, t) \), it follows by (36.1) and Theorem 0.1(b) that \([L]\) contains the function \( \tilde{L} \) given by

\[
\tilde{L}(s, z, t, w) = \inf_{x, u, v} \sup_{y, u, v} \{<u, -z> + <x, s> + <v, -w> + <y, t> - M(x, w, y, z)\}.
\]

Letting \([H]\) denote the partial conjugate of \([M]\) in \( x \) and \( y \), this means \([L] = [-H]\). Now by Theorem 4.1 the equivalence class \([N]\) depends only on \([L]\). Hence \([L] = [-H]\) implies that \([N]\) contains the function \( \tilde{N} \) given by

\[
\tilde{N}(z, y, w, x) = \inf_{t, s} \sup_{x, y} \{<s, x> + <t, y> - \tilde{H}(s, z, t, w)\},
\]

where \( \tilde{H} \) is any element of \([H]\). Therefore \([P]\) contains the function \( \tilde{P} \) given by \( \tilde{P}(x, w, y, z) = \tilde{N}(z, y, w, x) \). But \( \tilde{P} \) belongs to the partial conjugate of \([H]\) in \( s \) and \( t \), which by Theorem 4.2 is the same as \([M]\). This shows that \([P] = [M]\).

The content of this theorem is that the Lagrangian of \( S(L) \) is just the Lagrangian of \( S(K) \) with the variables reversed. So henceforth we shall deal
only with $[M]$ and refer to it as the **Lagrangian** of the dual pair or simply the **Lagrangian**. By the results of §4, the partial conjugacy correspondence is one-to-one and symmetric among closed proper equivalence classes. From this it follows that a dual pair of generalized saddle programs completely determines its Lagrangian and vice versa.

**THEOREM 5.8.** Let $[M]$ denote the Lagrangian. Then $[-K]$ is the partial conjugate of $[M]$ in $w$ and $z$, and $[-L]$ is the partial conjugate of $[M]$ in $x$ and $y$.

**PROOF.** The second assertion follows from the fact (indicated at the beginning of the proof of Theorem 5.7) that $[L]$ contains the function $\tilde{L}$ given by

$$\tilde{L}(s, z, t, w) = \sup_y \inf_x \{<x, s> + <y, t> - M(x, w, y, z)\}.$$  

To see the first assertion, notice that $M(x, w, y, z) = -W(-z, y, -w, x)$ together with Theorem 4.2 imply that $[K]$ contains the function $\tilde{K}$ given by

$$\tilde{K}(u, x, v, y) = \sup_w \inf_z \{<z, u> + <w, v> - W(z, y, w, x)\}$$

$$= -\inf_w \sup_z \{<z, u> + <w, v> - M(x, w, y, z)\}.$$  

This theorem yields representations of the primal and dual objective functions in terms of the Lagrangian. Recall from Theorem 5.2 that in the presence of strong consistency all the objective functions are closed, proper and equivalent.
COROLLARY 5.8.1. Let $\tilde{M}$ be any member of the Lagrangian. Then

both of the functions

$$(x, y) \to \sup_w \inf_z \tilde{M}(x, w, y, z)$$

and

$$(x, y) \to \inf_z \sup_w \tilde{M}(x, w, y, z)$$

are objective functions of $S(K)$, and both of the functions

$$(z, w) \to \sup_x \inf_y \tilde{M}(x, w, y, z)$$

and

$$(z, w) \to \inf_y \sup_x \tilde{M}(x, w, y, z)$$

are objective functions of $S(L)$.

PROOF. Since $[-K]$ is the partial conjugate of $[M]$ in $w$ and $z$, it follows that $[K]$ contains the functions $K_1$ and $K_2$ given by

$$K_1(u, x, v, y) = -\inf_w \sup_z \{< z, u > + < w, v > - \tilde{M}(x, w, y, z)\},$$

$$K_2(u, x, v, y) = -\sup_z \inf_w \{< z, u > + < w, v > - \tilde{M}(x, w, y, z)\}.$$

Fixing $(u, v) = (0, 0)$ in these functions yields the indicated objective functions of $S(K)$. The other assertion is proved similarly.

The next theorem reveals more of the close relationship between $[K]$, $[L]$ and $[M]$.

THEOREM 5.9. The equivalence class $[M^\star]$ conjugate to the Lagrangian coincides with both the partial conjugate of $[K]$ in $x$ and $y$ and also, except for reversing the orders of the variables, the partial conjugate of $[L]$ in $z$ and $w$.

PROOF. The partial conjugate of $[K]$ in $x$ and $y$ contains the function $H$ given by
\[ H(s, v, t, u) = \sup_y \inf_x \{ <x, s> + <y, t> - K(u, x, v, y) \} . \]

Here \( \tilde{K} \) can be any member of \([K]\). By choosing the particular \( \tilde{K} \) appearing in the proof of Theorem 5.8 we obtain

\[ H(s, v, t, u) = \sup_y \inf_x \inf_w \sup_z \{ <x, s> + <y, t> + <z, u> + <w, v> - M(x, w, y, z) \} . \]

But (by (36.1) and Theorem 0.1(b)) this function belongs to \([M^*]\). On the other hand, the partial conjugate of \([L]\) in \( z \) and \( w \) contains the function \( J \) given by

\[ J(u, t, v, s) = \sup_z \inf_w \{ <z, u> + <w, v> - \tilde{L}(s, z, t, w) \} , \]

where we can take the \( \tilde{L} \) to be the one in the proof of Theorem 5.8. Thus

\[ J(u, t, v, s) = \sup_z \inf_w \sup_y \inf_x \{ <z, u> + <w, v> + <x, s> + <y, t> - M(x, w, y, z) \} . \]

But this formula for \( J \) shows that the function \( (s, v, t, u) \rightarrow J(u, t, v, s) \) belongs to \([M^*]\).

This theorem allows us to obtain information about the perturbation functions and optimal values by means of the conjugate of the Lagrangian.

**COROLLARY 5.9.1.** If there exist points \( u \) and \( v \) such that \((0, v, 0, u) \in \text{ri}(\text{dom} M^*)\), then \( -P_1 \) and \( -P_2 \) belong to a closed proper equivalence class which contains the upper and lower conjugate of every objective function of \( S(L) \). Similarly, if there exist points \( s \) and \( t \) such that \((s, 0, t, 0) \in \text{ri}(\text{dom} M^*)\), then \( -Q_1 \) and \( -Q_2 \) belong to a closed proper equivalence class which contains the upper and lower conjugate of every objective function of \( S(K) \).
PROOF. Assume \((0,v,0,u) \in \text{ri}(\text{dom} \ M^*)\) for some \(u\) and \(v\). Then Theorem 5.2 implies that the functions \((v,u) \rightarrow \tilde{M}^*(0,v,0,u)\) for \(\tilde{M}^* \in [M^*]\) all belong to a single closed proper equivalence class. By Theorem 5.9 this implies that the functions

\[
(v,u) \rightarrow -P_1(u,v) = \inf_x \sup_y \{<x,0> + <y,0> -K(u,x,v,y)\},
\]

\[
(v,u) \rightarrow -P_2(u,v) = \sup_y \inf_x \{<x,0> + <y,0> -K(u,x,v,y)\},
\]

\[
(v,u) \rightarrow (\tilde{L}(0,0,0,1))^*(u,v) = \inf_w \sup_z \{<z,u> + <w,v> -\tilde{L}(0,z,0,w)\},
\]

\[
(v,u) \rightarrow (\tilde{L}(0,0,0,1))^*(u,v) = \sup_z \inf_w \{<z,u> + <w,v> -\tilde{L}(0,z,0,w)\}
\]

are equivalent, closed and proper. The second assertion follows similarly.

COROLLARY 5.9.2. If the saddle value of the Lagrangian exists and equals \(\alpha\), where \(\alpha \in \mathbb{R}\), then the optimal values in \(S(K)\) and \(S(L)\) exist and equal \(\alpha\).

PROOF. The saddle value of \(M\) exists and equals \(\alpha\) if and only if \(M^*(0,0,0,0) = -\alpha\). By Theorem 0.1(b) this is equivalent to \(\tilde{M}^*(0,0,0,0) = -\alpha\) for every \(\tilde{M}^* \in [M^*]\). For \(i = 1\) and \(2\), \(-P_i(u,v) = H_i(0,v,0,u)\) for a certain member \(H_i\) of the partial conjugate of \([K]\) in \(x\) and \(y\) (cf. proof of Corollary 5.9.1), and similarly \(-Q_1(s,t) = J_1(0,t,0,s)\) for a certain member \(J_1\) of the partial conjugate of \([L]\) in \(z\) and \(w\). Hence Theorem 5.9 implies that \(-P_1(0,0) = -Q_1(0,0) = -\alpha\) for \(i = 1,2\).

For most of our remaining results we shall need the notion of a "stable" optimal solution (cf. [46], [47]). For each \(x \in \mathbb{R}^m\) define the function \(f_x\) on...
by \( f_x(v) = \inf_K(0, x, v, \cdot) \), and for each \( y \in \mathbb{R}^n \) define the function \( g_y \) on \( \mathbb{R}^p \) by \( g_y(u) = \sup_{\tilde{K}}(u, \cdot, 0, y) \). It follows easily from (5.7) that \( f_x \) is convex and \( g_y \) is concave. An optimal solution \((x, y)\) of \( S(K)\) is said to be **stable** if and only if the directional derivative function

\[
v \mapsto f'_x(0;v) = \lim_{\lambda \to 0} \frac{f_x(\lambda v) - f_x(0)}{\lambda}
\]

is never \(-\infty\) and the directional derivative function

\[
u \mapsto g'_y(0;u) = \lim_{\lambda \to 0} \frac{g_y(\lambda u) - g_y(0)}{\lambda}
\]

is never \(+\infty\). As noted below in Lemma 5.10, \((x, y)\) is an optimal solution of \( S(K) \) if and only if \( f_x(0) = g_y(0) \in \mathbb{R} \). Hence by (23.1) the directional derivatives mentioned in this definition exist \((+\infty\) and \(-\infty\) being allowed as limits). Stable optimal solutions of \( S(L) \) are defined similarly, using the functions \( h_w(s) = \inf_L(s, \cdot, 0, w) \) and \( k_z(t) = \sup_{\tilde{L}}(0, z, t, \cdot) \).

**Lemma 5.10.** Let \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\). Then \((x, y)\) is an optimal solution of \( S(K) \) if and only if \( f_x(0) = g_y(0) \in \mathbb{R} \), and in this event \((x, y)\) is stable if and only if \( f_x \) and \( g_y \) are subdifferentiable at the origin.

**Proof.** The first equivalence follows from the definitions and the fact that \( \tilde{K} \leq \bar{K} \leq \tilde{K} \) for each \( \tilde{K} \in [K] \). The second equivalence then follows by (23.2) and (23.3).

We refer to the six equivalent conditions in the next theorem as the **extremality conditions** associated with the dual pair of programs \( S(K) \) and \( S(L) \).
THEOREM 5.11. For \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\) and \((z, w) \in \mathbb{R}^p \times \mathbb{R}^q\), each of

the following conditions are equivalent:

(a) \((-z, 0, -w, 0) \in \partial K(0, x, 0, y)\);

(b) \((-x, 0, -y, 0) \in \partial L(0, z, 0, w)\);

(c) \((0, 0, 0, 0) \in \partial M(x, w, y, z)\);

(d) \((x, w, y, z)\) is a saddle point of the Lagrangian;

(e) \((-z, w) \in \partial g_y(0) \times \partial f_x(0)\) and \(f_x(0) = g_y(0) \in \mathbb{R}\);

(f) \((-x, y) \in \partial h_w(0) \times \partial k_z(0)\) and \(h_w(0) = k_z(0) \in \mathbb{R}\).

PROOF. Observe that \(-M(x, -y, -z) = W(z, y, w, x)\), where \(W\) belongs to the partial conjugate of \([K]\) in \(u\) and \(v\). Also, Theorem 4.3 implies (a) is equivalent to \((0, 0, 0, 0) \in \partial W(-z, y, -w, x)\). By (37.4) it follows that (a) is equivalent to (c). Trivially, (c) is equivalent to (d).

Observe from (37.5) that (a) is equivalent to \((0, x, 0, y) \in \partial K^*(-z, 0, -w, 0)\).

By (37.4) and the relation \(L(s, z, t, w) = -K^*(-z, s, -w, t)\) it follows that this last condition is equivalent to (b). By (37.4) and (37.4.1), (a) occurs if and only if \(K(0, x, 0, y) = K(0, x, 0, y) = \alpha \in \mathbb{R}\) and

\[
<u, z> + \tilde{K}(u, x, 0, y) \leq \alpha \leq <K(0, x, v, y) + <v, w> , \forall u \forall x \forall v \forall \tilde{v} .
\]

But this occurs if and only if \(g_y(0) = f_x(0) = \alpha \in \mathbb{R}\) and

\[
<u, z> + q_y(u) \leq \alpha \leq f_x(v) + <v, w> , \forall u \forall v
\]

These last conditions are equivalent to (e). Similarly, (b) is equivalent to (f).
An especially sharp duality theorem now follows easily.

THEOREM 5.12. The program $S(K)$ has a stable optimal solution if and only if $S(L)$ does, and in this case the two optimal values are equal.

PROOF. The equivalence follows from Lemma 5.10 and its dualized version, together with conditions (e) and (f) of Theorem 5.11. The optimal values are equal by Corollary 5.9.2 and condition (d) of Theorem 5.11.

From this theorem we can obtain a criterion for the nonexistence of stable optimal solutions.

COROLLARY 5.12.1. Assume that the optimal value in $S(K)$ exists and equals $a$. If either $\lim_{\lambda \to 0^+} \frac{1}{\lambda} \{P_1(0, \lambda v) - a\} = -\infty$ for some $v$ or $\lim_{\lambda \to 0^+} \frac{1}{\lambda} \{P_2(\lambda u, 0) - a\} = +\infty$ for some $u$, then neither $S(K)$ nor $S(L)$ has a stable optimal solution.

PROOF. Suppose $(x, y)$ is an optimal solution of $S(K)$. Then $f_x(0) = g_y(0) \in \mathbb{R}$. Notice that

$$f_x = \sup_{x}^\infty \frac{1}{\lambda} \{P_1(0, \lambda v) - a\} \text{ and } P_2(\lambda u, 0) = \inf_{y}^\infty \frac{1}{\lambda} \{P_2(\lambda u, 0) - a\}.$$ 

Hence the hypothesis implies either $f_x(0; v) = -\infty$ for some $v$ or $g_y(0; u) = +\infty$ for some $u$. This means that $(x, y)$ is not stable. Thus $S(K)$ has no stable optimal solution, and by the theorem neither does $S(L)$.

The next theorem relates stable optimal solutions to the extremality conditions.

THEOREM 5.13. The pair $(x, y)$ is a stable optimal solution of $S(K)$ if and only if there exists a pair $(z, w)$ such that $(x, y)$ and $(z, w)$
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together satisfy the extremality conditions. Such a pair \( (z, w) \) is a Kuhn-Tucker vector for \( S(K) \).

PROOF. The equivalence is immediate from Lemma 5.10 and condition (e) of Theorem 5.11. From condition (a) of Theorem 5.11 it is not hard to show that \( (z, w) \) is a Kuhn-Tucker vector for \( S(K) \).

By analogy with (36.6) for convex programming, one might ask whether the last assertion of Theorem 5.13 can be strengthened as follows: "For any given stable optimal solution \( (\tilde{x}, \tilde{y}) \) of \( S(K) \), the pairs \( (z, w) \) such that \( (\tilde{x}, \tilde{y}) \) together with \( (z, w) \) satisfy the extremality conditions are precisely the Kuhn-Tucker vectors for \( S(K) \)." Unfortunately this fails in general, as Example 5.14 will show. There are conditions, however, under which this does hold. One such condition will now be given.

COROLLARY 5.13.1. **Assume** \( S(K) \) **has a unique stable optimal solution** \( (\tilde{x}, \tilde{y}) \) **and that** \( S(L) \) **is strongly consistent. Then the Kuhn-Tucker vectors for** \( S(K) \) **are precisely those pairs** \( (z, w) \) **such that** \( (\tilde{x}, \tilde{y}) \) **and** \( (z, w) \) **together satisfy the extremality conditions.**

PROOF. By the theorem, if \( (\tilde{x}, \tilde{y}) \) and \( (z, w) \) together satisfy the extremality conditions then \( (z, w) \) is a Kuhn-Tucker vector for \( S(K) \). Now suppose \( (z, w) \) is a Kuhn-Tucker vector for \( S(K) \). Since \( S(L) \) is strongly consistent, Corollary 5.5.1 implies that there exists some pair \( (x, y) \) such that \( (x, y) \) and \( (z, w) \) together satisfy the extremality conditions. By Theorem 5.13 this pair \( (x, y) \) is a stable optimal solution of \( S(K) \). Hence the uniqueness assumption implies \( (x, y) = (\tilde{x}, \tilde{y}) \), and the proof is complete.
The reason that the strengthening of Theorem 5.13 proposed above fails to hold in general is that the set \( 8M^*(0,0,0,0) \) of saddle points of the Lagrangian is the product set
\[
8M^*(\cdot,\cdot,0,0)(0,0) \times 8M^*(0,0,\cdot,\cdot)(0,0)
\]
which involves in each "factor" both the pair \((x,y)\) of "solution variables" and the pair \((z,w)\) of "Kuhn-Tucker variables." The following example illustrates this.

**EXAMPLE 5.14.** Take \( p = n \) and \( q = m \) and define \( S(K) \) by \( K(u,x,v,y) = <u,y> + <x,v> \). It is easily checked that \( A_i^{-1}\{0\} \cap \text{rec cone}_i K = \{(0,0)\} \) for \( i = 1,2 \). Hence Lemma 1.9 implies that \( \text{range} A^* \cap \text{ri}(\text{dom} K^*) \neq \emptyset \), or in other words \( S(L) \) is strongly consistent (see the proof of Lemma 5.4). If \([P]\) denotes the equivalence class containing \( P_1 \) and \( P_2 \), then \([P] = [AK]\) by Theorem 5.5. Since
\[
P_1(u,v) = \begin{cases} 0 & \text{if } u = 0 \text{ and } v = 0 \\ +\infty & \text{if } u = 0 \text{ and } v \neq 0 \\ -\infty & \text{if } u \neq 0 \end{cases}
\]
this implies that \( \text{dom} AK = \text{dom} P = \{(0,0)\} \), whereas \( \text{dom} K = R^p \times R^q \). Clearly \( S(K) \) is strongly consistent, the set of optimal solutions of \( S(K) \) is \( R^m \times R^n \), and the set of Kuhn-Tucker vectors for \( S(K) \) is \( R^p \times R^q \). The Lagrangian of \( S(K) \) contains the function
\[
M(x,w,y,z) = \sup_{u} \inf_{v} \{<u,z> + <v,w> + K(u,x,v,y)\} = \begin{cases} 0 & \text{if } x + w = 0 \text{ and } y + z = 0 \\ +\infty & \text{if } x + w = 0 \text{ and } y + z \neq 0 \\ -\infty & \text{if } x + w \neq 0 \end{cases}
\]
Hence the set of saddle points of the Lagrangian is just

\[ \text{dom } M = \{(x, w) | x + w = 0\} \times \{(y, z) | y + z = 0\} \].

Thus, if \((z, w)\) is any given Kuhn-Tucker vector for \(S(K)\), the set

\[ \{(x, y) | (x, w, y, z) \text{ is a saddle point of the Lagrangian}\} \]

equals \{(-w, -z)\} and hence is far from being equal to the set of optimal solutions of \(S(K)\). It is perhaps of interest to note that in this example the dual program \(S(L)\) is given by \(L(s, z, t, w) = <s, w> + <z, t>\) and hence is "identical" with \(S(K)\).

The next theorem says that stability of optimal solutions can often be assumed, inasmuch as the saddle programs considered will often be strongly consistent.

**THEOREM 5.15.** If \(S(K)\) is strongly consistent, then every optimal solution of \(S(K)\) is stable.

**PROOF.** Suppose \(S(K)\) is strongly consistent, and let \((x, y)\) be any optimal solution of \(S(K)\). By the dual version of Corollary 5.5.1, there exists a pair \((z, w)\) such that \((-x, 0, -y, 0) \in \partial L(0, z, 0, w)\). Hence Theorem 5.11 and Lemma 5.10 imply that \((x, y)\) is stable.

This result can be combined with previous ones. Observe, for instance, that combining it with Theorem 5.13 yields an extension of the celebrated Kuhn-Tucker Theorem to generalized saddle programs (cf. (36.6)).

The following example shows that in the absence of strong consistency there may exist unstable optimal solutions.
EXAMPLE 5.16. In Example 5.3 take $m = n = 1$ and take $[J]$ to be such that $[J^*]$ contains the closed proper concave-convex function

$$
(s, t) \rightarrow \begin{cases} 
-\sqrt{t} & \text{if } s \in [0,1] \text{ and } t \in [0,1] \\
+\infty & \text{if } s \in [0,1] \text{ and } t \notin [0,1] \\
-\infty & \text{if } s \notin [0,1]
\end{cases}
$$

Clearly $\text{dom} J^* = [0,1] \times [0,1]$, $J^*(0,0) = \tilde{J}^*(0,0)$, and $\partial J^*(0,0) = \emptyset$. From the analysis in Example 5.3 it follows that $S(L)$ is consistent but fails to be strongly consistent, $S(L)$ has a well-defined primal problem, and $(0,0)$ is the only optimal solution of $S(L)$. If $(0,0)$ were stable, then by Theorem 5.12 there would exist a stable optimal solution of $S(K)$. But the set of optimal solutions of $S(K)$ is easily seen to be $\partial J^*(0,0)$, which is empty. Hence $(0,0)$ is an unstable optimal solution of $S(L)$.

This example also shows something else. Notice that by Corollary 5.5.1 and Theorem 5.11, if the dual program $S(L)$ is strongly consistent then each Kuhn-Tucker vector $(z, w)$ for $S(K)$ "corresponds" to a saddle point of the Lagrangian in the sense that $(0,0,0,0) \in \partial M(x, w, y, z)$ for some pair $(x, y)$. Example 5.16 shows that this need not be true when $S(L)$ fails to be strongly consistent.
§6: Ordinary Saddle Programs and Lagrange Multipliers

In this section we shall turn our attention to minimax problems constrained by finitely many concave and convex inequalities. Such problems will be cast in the framework of generalized saddle programs. By applying the general theory of §5, we shall obtain information regarding the Lagrange multiplier principle for such problems and also an explicit description of a dual minimax problem.

Suppose that $S$ and $T$ are nonempty closed convex subsets of $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively, and that $H$ is a finite continuous concave-convex function on $S \times T$, $g_1, \ldots, g_p$ are finite upper semi-continuous concave functions on $S$, and $f_1, \ldots, f_q$ are finite lower semi-continuous convex functions on $T$. The problem we consider here is that of finding the saddle points of $H$ with respect to the pairs $(x, y)$ in $S \times T$ satisfying the constraints

$$g_1(x) \geq 0, \ldots, g_p(x) \geq 0$$

and

$$f_1(y) \leq 0, \ldots, f_q(y) \leq 0.$$ 

Actually, though, by treating this problem within the framework of generalized saddle programs we are able to deal with the following more general situation. Let $H$ be a closed proper concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$, let each $g_1, \ldots, g_p$ be a closed proper concave function on $\mathbb{R}^m$ satisfying

$$\text{dom}_1 H \subseteq \text{dom} g_1 \quad \text{and} \quad \text{ri}(\text{dom}_1 H) \subseteq \text{ri}(\text{dom} g_1),$$

where $\text{dom} f$ denotes the domain of a function $f$, and $\text{ri}(A)$ denotes the interior of a set $A$. The problem we consider now is that of finding the saddle points of $H$ with respect to the pairs $(x, y)$ in $S \times T$ satisfying the constraints

$$g_1(x) \geq 0, \ldots, g_p(x) \geq 0$$

and

$$f_1(y) \leq 0, \ldots, f_q(y) \leq 0.$$
and let each $f_1, \ldots, f_q$ be a closed proper convex function on $\mathbb{R}^n$ satisfying

$$\text{dom}_2 H \subseteq \text{dom} f_j \quad \text{and} \quad ri(\text{dom}_2 H) \subseteq ri(\text{dom} f_j).$$

The problem now is to find the saddle points of $H$ with respect to the pairs $(x, y)$ in $\mathbb{R}^m \times \mathbb{R}^n$ satisfying the above inequality constraints. This situation is indeed more general. Just take $H$ to be the lower simple extension to all of $\mathbb{R}^m \times \mathbb{R}^n$ of the previous function on $S \times T$, extend the $g_i$'s to be $-\infty$ on $\mathbb{R}^m \setminus S$, and extend the $f_j$'s to be $+\infty$ on $\mathbb{R}^n \setminus T$. Then $\text{dom} H = S \times T$, and the effective domain inclusions above are automatically satisfied.

To obtain a generalized saddle program we define subsets $C \subseteq \mathbb{R}^p \times \mathbb{R}^m$ and $D \subseteq \mathbb{R}^q \times \mathbb{R}^n$ by

$$C = \{(u, x) | x \in \text{dom}_1 H, \quad g_1(x) \geq u_1, \ldots, g_p(x) \geq u_p\}$$

and

$$D = \{(v, y) | y \in \text{dom}_2 H, \quad f_1(y) \leq v_1, \ldots, f_q(y) \leq v_q\},$$

and let $K$ be the function on $(\mathbb{R}^p \times \mathbb{R}^m) \times (\mathbb{R}^q \times \mathbb{R}^n)$ defined by

$$K(u, x, v, y) = \begin{cases} H(x, y) & \text{if} \quad (u, x) \in C \quad \text{and} \quad (v, y) \in D \\ +\infty & \text{if} \quad (u, x) \in C \quad \text{and} \quad (v, y) \not\in D \\ -\infty & \text{if} \quad (u, x) \not\in C \end{cases}.$$

Our first theorem shows that this $K$ does determine a generalized saddle program.

**Theorem 6.1.** The function $K$ is closed proper concave-convex with effective domain $C \times D$. Moreover,

$$\text{ri} C = \{(u, x) | x \in \text{ri}(\text{dom}_1 H) \quad \text{and} \quad g_1(x) > u_1, \ldots, g_p(x) > u_p\}$$

and
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\[ \text{cl } C = \{(u, x) \mid x \in \text{cl}(\text{dom}_1 H) \text{ and } g_1(x) \geq u_1, \ldots, g_p(x) \geq u_p \}, \]

and similar formulas hold for \( \text{ri } D \) and \( \text{cl } D \).

**PROOF.** Define functions \( H_0, \ldots, H_{p+q} \) on \((R^p \times R^m) \times (R^q \times R^n)\)
as follows:

\[
H_0(u, x, v, y) = H(x, y)
\]

\[
H_i(u, x, v, y) = \begin{cases} 
0 & \text{if } (x, u_i) \in \text{epi } g_i \\
-\infty & \text{if } (x, u_i) \notin \text{epi } g_i
\end{cases} \quad i = 1, \ldots, p
\]

\[
H_{p+i}(u, x, v, y) = \begin{cases} 
0 & \text{if } (y, v_j) \in \text{epi } f_j \\
+\infty & \text{if } (y, v_j) \notin \text{epi } f_j
\end{cases} \quad j = 1, \ldots, q
\]

Clearly,

\[
\text{dom } H_0 = (R^p \times \text{dom}_1 H) \times (R^q \times \text{dom}_2 H)
\]

\[
\text{dom } H_i = \{(u, x) \mid (x, u_i) \in \text{epi } g_i \} \times (R^q \times R^n) \quad i = 1, \ldots, p
\]

\[
\text{dom } H_{p+i} = (R^p \times R^m) \times \{(v, y) \mid (y, v_j) \in \text{epi } f_j \} \quad j = 1, \ldots, q
\]

and from (34.3) it follows that each \( H_k \) is closed and proper. Since \( \text{ri}(\text{dom } H_0) \cap \ldots \cap \text{ri}(\text{dom } H_{p+q}) \neq \emptyset \),

Theorem 3.2 implies that \([H_0] + \ldots + [H_{p+q}]\) is well-defined, has effective domain

\[ C \times D = \text{dom } H_0 \cap \ldots \cap \text{dom } H_{p+q}, \]

and contains the function \( K \). The formulas for \( \text{ri } C \) and \( \text{cl } C \) (resp. \( \text{ri } D \) and \( \text{cl } D \)) follow from (6.5), (7.3) and the fact that \( \text{epi } g_i \) (resp. \( \text{epi } f_j \)) is closed.
According to the theorem, \([K]\) is a generalized saddle program \(S(K)\) on \(\mathbb{R}^m \times \mathbb{R}^n\) with perturbations in \(\mathbb{R}^p \times \mathbb{R}^q\). We call it the ordinary saddle program associated with \(H, g_1, \ldots, g_p, f_1, \ldots, f_q\).

It will be convenient to introduce the following notation. For any subset \(S\) of \(\mathbb{R}^p \times \mathbb{R}^m\) write \(S_u = \{x | (u, x) \in S\}\) for each \(u \in \mathbb{R}^p\). Similarly, for any subset \(T\) of \(\mathbb{R}^q \times \mathbb{R}^n\) write \(T_v = \{y | (v, y) \in T\}\) for each \(v \in \mathbb{R}^q\).

Since the feasible solutions of any generalized saddle program are those pairs \((x, y)\) such that \((0, x, 0, y) \in \text{dom } K\), the set of feasible solutions of the ordinary saddle program \(S(K)\) is just \(C_0 \times D_0\), i.e.

\[\{(x, y) \in \text{dom } H | g_1(x) > 0, \ldots, g_p(x) > 0 \text{ and } f_1(y) < 0, \ldots, f_q(y) < 0\}\].

Recall from the general theory that \(S(K)\) is consistent if and only if \(S(K)\) has a feasible solution, i.e. if and only if \(C_0 \times D_0\) is nonempty.

According to the following corollary, strong consistency of \(S(K)\) is analogous to the Slater constraint qualification encountered in convex programming.

**COROLLARY 6.1.1.** The program \(S(K)\) is strongly consistent if and only if there exists a pair \((x, y)\) in \(\text{dom } H\) such that \(g_1(x) > 0, \ldots, g_p(x) > 0\) and \(f_1(y) < 0, \ldots, f_q(y) < 0\).

**PROOF.** By the formulas for \(\text{ri } C\) and \(\text{ri } D\) given in Theorem 6.1, the assertion of the corollary holds with \(\text{dom } H\) replaced by \(\text{ri } (\text{dom } H)\).

Now suppose \((x, y) \in \text{dom } H\) is such that \(g_1(x) > 0, \ldots, g_p(x) > 0\) and \(f_1(y) < 0, \ldots, f_q(y) < 0\). Let \((x_1', y_1)\) be any element of \(\text{ri } (\text{dom } H)\). Then
(6.1) and (7.5) imply that, for sufficiently small positive $\lambda$, the pair

$$(x_\lambda, y_\lambda) = (1 - \lambda)(x, y) + \lambda(x_1, y_1)$$

is in $\text{ri}(\text{dom} H)$ and satisfies $g_1(x_\lambda) > 0$, $\ldots$, $g_p(x_\lambda) > 0$ and $f_1(y_\lambda) < 0$, $\ldots$, $f_q(y_\lambda) < 0$.

If $S(K)$ is strongly consistent, then all the objective functions of $S(K)$ are equivalent and hence the notions of optimal value and optimal solution can be expressed in terms of the single objective function

$$K(0, x, 0, y) = \begin{cases} H(x, y) & \text{if } x \in C_0 \text{ and } y \in D_0, \\ +\infty & \text{if } x \in C_0 \text{ and } y \notin D_0, \\ -\infty & \text{if } x \notin C_0. \end{cases}$$

In this event, the optimal value in $S(K)$ exists and equals $\alpha$ if and only if

$$\sup_{C_0} \inf_{D_0} H = \inf_{D_0} \sup_{C_0} H = \alpha \in \mathbb{R},$$

and $(x, y)$ is an optimal solution of $S(K)$ if and only if $(x, y)$ is a saddle point of $H$ with respect to $C_0 \times D_0$. Thus the ordinary saddle program $S(K)$ accurately reflects the original minimax problem we set out to study. Even when $S(K)$ is not strongly consistent, the relationship it bears to the original minimax problem is only slightly more complicated, as explained in the next corollary.
COROLLARY 6.1.2. Write \( \text{cl } C = \overline{C} \) and \( \text{cl } D = \overline{D} \). The optimal value in \( S(K) \) exists and equals \( \alpha \) if and only if

\[
\sup_{C_0} \inf_{D_0} H = \inf_{D_0} \sup_{C_0} H = \alpha \in \mathbb{R}.
\]

A pair \((x, y)\) is an optimal solution of \( S(K) \) if and only if

\[
\inf_{D_0} H(x, \cdot) = \sup_{C_0} H(\cdot, y) \in \mathbb{R}.
\]

A pair \((z, w)\) is a Kuhn-Tucker vector for \( S(K) \) if and only if the optimal value in \( S(K) \) exists and equals \( \alpha \) and

\[
<u, z> + \inf_{D_0} \sup_{C_0} H \leq \alpha \leq \sup_{C_0} \inf_{D_0} H + <v, w>, \ \forall u \forall v.
\]

An optimal solution \((x, y)\) of \( S(K) \) is stable if and only if

\[
\lim_{\lambda \downarrow 0} \frac{1}{\lambda} \left\{ \inf_{D_0} H(x, \cdot) - \inf_{D_0} H(x, \cdot) \right\} > -\infty, \ \forall v \\
\]

and

\[
\lim_{\lambda \downarrow 0} \frac{1}{\lambda} \left\{ \sup_{C_0} H(\cdot, y) - \sup_{C_0} H(\cdot, y) \right\} < +\infty, \ \forall u.
\]

PROOF. By Theorems 6.1 and 0.1, the least member \( K \) of \([K]\) is the convex closure of \( K \). Direct computation thus yields
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\[
K(u, x, v, y) = \begin{cases} 
H(x, y) & \text{if } (u, x) \in C \text{ and } (v, y) \in D \\
+\infty & \text{if } (u, x) \in C \text{ and } (v, y) \notin D \\
-\infty & \text{if } (u, x) \notin C 
\end{cases}
\]

and hence

\[
P_1(u, v) = \sup \inf H \quad \text{sup } H \quad \text{in } C \text{ and } D
\]

Analogous formulas hold for \( \bar{K} \) and \( P_2 \). A pair \((z, w)\) is a Kuhn-Tucker vector for \( S(K) \) if and only if \( P_1(0, 0) = P_2(0, 0) = \alpha \in R \) and \(<u, z> + P_2(u, 0) \leq \alpha \leq P_1(0, v) + <v, w>\), \( \forall u, v \). Since \( P_1(0, 0) = P_2(0, 0) = \alpha \in R \)
occurs if and only if the optimal value in \( S(K) \) exists and equals \( \alpha \), the first two assertions of the corollary follow immediately from the formulas for \( P_1 \) and \( P_2 \). Now recall from §5 the functions \( f(x) = \inf K(0, x, v, \cdot) \) and \( g(y) = \sup K(u, \cdot, 0, y) \). The formulas for \( K \) and \( \bar{K} \) imply that

\[
f_x(v) = \inf \frac{H(x, \cdot)}{v}
\]

whenever \( x \in C_0 \) and

\[
g_y(u) = \sup \frac{H(\cdot, y)}{u}
\]

whenever \( y \in D_0 \). Since a pair \((x, y)\) is an optimal solution of \( S(K) \) if and only if \( f_x(0) = g_y(0) \in R \) (and \((x, y) \in C_0 \times D_0\))), the third assertion follows immediately. The last assertion also follows immediately from the formulas for \( f_x \) and \( g_y \).
All the general theory of §5 can be applied to the ordinary saddle program $S(K)$. Particularly strong results can be obtained under the hypothesis that $S(K)$ is strongly consistent and $\text{dom} K_0$ is bounded (i.e., that the set of feasible solutions is bounded and that some feasible solution satisfies the inequality constraints with strict inequality). In what follows, though, we shall be concerned principally with the question of whether there exists a "good" Lagrange multiplier principle for ordinary saddle programs. Then at the end of the section we shall identify the dual of an ordinary saddle program and explicitly describe the dual minimax problem.

The next result shows that the Lagrangian of $S(K)$, which we obtain via the general theory of §5, looks like what one would expect. Also, the corollary which follows shows that the extremality conditions we obtain via §5 are direct analogues of the familiar Kuhn-Tucker conditions of convex programming.

**THEOREM 6.2.** The Lagrangian of $S(K)$ contains the function

$$(x, w, y, z) \rightarrow \begin{cases} H(x, y) + \sum z^j \ell_j(x) + \sum w^j f_j(y) & \text{if } (x, w) \in S \text{ and } (y, z) \in T \\ +\infty & \text{if } (x, w) \in S \text{ and } (y, z) \notin T \\ -\infty & \text{if } (x, w) \notin S \end{cases}$$

where $S = \text{dom}_1 H \times \mathbb{R}^q_+$ and $T = \text{dom}_2 H \times \mathbb{R}^p_+$.

**PROOF.** By definition, the Lagrangian contains the function
\[
M(x, w, y, z) = \sup \inf \{ <u, z> + <v, w> + K(u, x, v, y) \} \\
\quad = \sup \inf \{ <u, z> + <v, w> + H(x, y) \},
\]
where \( C_x = \{ u| (u, x) \in C \} \) and \( D_y = \{ v| (v, y) \in D \} \). Now \( C_x \) equals \( \{ u| g_1(x) \geq u_1, \ldots, g_p(x) \geq u_p \} \) when \( x \in \text{dom}_1 H \) and equals the empty set otherwise, and similarly \( D_y \) equals \( \{ v| f_1(y) \leq v_1, \ldots, f_q(y) \leq v_q \} \) when \( y \in \text{dom}_2 H \) and equals the empty set otherwise. Therefore the conventions imply that \( M(x, w, y, z) = -\infty \) when \( x \notin \text{dom}_1 H \) and \( M(x, w, y, z) = +\infty \) when \( x \in \text{dom}_1 H \) and \( y \notin \text{dom}_2 H \). When \( (x, y) \in \text{dom} H \),

\[
M(x, w, y, z) = H(x, y) + \sup \{ <u, z> + \inf \{ <v, w> \} \} \\
\quad = \begin{cases} 
-\infty & \text{if } w \notin R^q_+ \\
+\infty & \text{if } w \in R^q_+ \text{ and } z \notin R^p_+ \\
H(x, y) + \sum z_{i} g_{i}(x) + \sum w_{j} f_{j}(y) & \text{if } w \in R^q_+ \text{ and } z \in R^p_+.
\end{cases}
\]

It is easy to show that \( M = \text{cl}_2 M \) is given by

\[
M(x, w, y, z) = \begin{cases} 
H(x, y) + \sum z_{i} g_{i}(x) + \sum w_{j} f_{j}(y) & \text{if } (x, w) \in S \text{ and } (y, z) \in \text{cl} T \\
+\infty & \text{if } (x, w) \in S \text{ and } (y, z) \notin \text{cl} T \\
-\infty & \text{if } (x, w) \notin S.
\end{cases}
\]

Finally, observe that the function in the theorem is bounded below by \( M \) and above by \( M \).

**COROLLARY 6.2.1.** Two pairs \( (x, y) \in R^m \times R^n \) and \( (z, w) \in R^p \times R^q \) satisfy the extremality conditions associated with \( S(K) \) if and only if
\((x, y) \in C_0 \times D_0, \ (z, w) \in R_+^p \times R_+^q, \)
\[z_1 g_1(x) = 0 \quad \text{for} \quad i = 1, \ldots, p,\]
\[w_j f_j(y) = 0 \quad \text{for} \quad j = 1, \ldots, q,\]
\[0 \in \partial_1 H(x, y) + \Sigma \partial(z_i g_i)(x),\]
\[0 \in \partial_2 H(x, y) + \Sigma \partial(w_j f_j)(y).\]

The term \(\Sigma \partial(z_i g_i)(x)\) can be replaced by \(\Sigma z_i \partial g_i(x)\) if the summation is taken only over those \(i\) such that \(z_i > 0\). Similarly, the term \(\Sigma \partial(w_j f_j)(y)\) can be replaced by \(\Sigma w_j \partial f_j(y)\) if the summation is taken only over those \(j\) such that \(w_j > 0\).

**PROOF.** By definition, \((x, y)\) and \((z, w)\) satisfy the extremality conditions if and only if \((x, w, y, z)\) is a saddle point of the Lagrangian. By the theorem and (36. 3), this occurs if and only if \((x, y) \in \text{dom } H\) and \((z, w) \in R_+^p \times R_+^q,\)

\[H(x', y) + \Sigma z_1 g_1(x') + \Sigma w_j f_j(y) \leq H(x, y) + \Sigma z_i g_i(x) + \Sigma w_j f_j(y) \quad (1)\]

for all \((x', w') \in \text{dom } H \times R_+^q\), and

\[H(x, y) + \Sigma z_1 g_1(x) + \Sigma w_j f_j(y) \leq H(x, y') + \Sigma z_i g_i(x) + \Sigma w_j f_j(y') \quad (2)\]

for all \((y', z') \in \text{dom } P \times R_+^q\). Taking \(z' = z\) in (2) and using (23.8)

implies \(0 \in \partial_2 H(x, y) + \Sigma \partial(w_j f_j)(y)\). Taking \(y' = y\), \(z'_i = 1 + z_1\) and \(z'_k = z_k\) for \(k \neq i\), (2) implies that \(0 \leq g_i(x)\). This holds for each \(i\).

But taking \(y' = y\) and \(z' = 0\) in (2) implies \(\Sigma z_1 g_1(x) \leq 0\). Hence \(z_1 g_1(x) = 0\) for each \(i\). Similarly, (1) implies that \(f_j(y) \leq 0\) and \(w_j f_j(y) = 0\) for each \(j\) and \(0 \in \partial_1 H(x, y) + \Sigma \partial(z_i g_i)(x)\). This establishes one implication, and the converse is now clear. Now observe that \(w_j > 0\) trivially.
implies $\vartheta(w_j f_j)(y) = w_j \vartheta f_j(y)$. On the other hand, if $w_j = 0$ then

$\gamma \in \text{dom}_2 H \subseteq \text{dom} f_j$ implies $\vartheta(w_j f_j)(y) = \vartheta \delta(y|\text{dom} f_j) \subseteq \vartheta \delta(y|\text{dom}_2 H) = 0 \vartheta \delta_2 H(x, y)$ and hence $\vartheta \delta_2 H(x, y) + \vartheta(w_j f_j)(y) = \vartheta \delta_2 H(x, y)$. Thus the term $\Sigma \vartheta(w_j f_j)(y)$ can be replaced as indicated. The other assertion is proved similarly.

Variables of the sort $z_1, \ldots, z_p$ and $w_1, \ldots, w_q$ appearing in the Lagrangian of $S(K)$ are known traditionally as Lagrange multipliers. Sometimes this term also denotes the particular values of these variables which satisfy certain "extremality conditions" relating to a "Lagrangian function."

In this second sense, Lagrange multipliers $(z_1, \ldots, z_p, w_1, \ldots, w_q) = (z, w)$ for an ordinary or generalized saddle program necessarily form a Kuhn-Tucker vector for the program (Theorem 5.13). However, a Kuhn-Tucker vector need not satisfy the extremality conditions, i.e., need not be a Lagrange multiplier. (This behavior can occur if the dual program fails to be strongly consistent. See the remarks following Example 5.16.) In other words, Kuhn-Tucker vectors are defined even when the extremality conditions are not satisfiable. Thus, Kuhn-Tucker vectors (rather than Lagrange multipliers) are the natural "equilibrium price vectors" for regularized saddle point problems.

By the general theory of §5, if $(x, y)$ and $(z, w)$ satisfy the extremality conditions then the optimal value in $S(K)$ exists and equals $H(x, y)$, $(x, y)$ is a stable optimal solution of $S(K)$, and $(z, w)$ is a Kuhn-Tucker vector for $S(K)$. In fact, such pairs $(x, y)$ and $(z, w)$ actually satisfy
\[ <u, z> + \overline{H}(x', y) \leq H(x, y) \leq \overline{H}(x, y') + <v, w> \]

for every \((u, x') \in \text{cl } C\) and every \((v, y') \in \text{cl } D\). (cf. Corollary 6.1.2).

The following result can be viewed as the main existence theorem for "Lagrange multipliers." Notice that the conditions it gives are satisfied, for example, whenever

\[ 0^+ \text{dom}_1 H \cap \text{rec cone } g_1 \cap \ldots \cap \text{rec cone } g_p = \{0\} \]

and

\[ 0^+ \text{dom}_2 H \cap \text{rec cone } f_1 \cap \ldots \cap \text{rec cone } f_q = \{0\}. \]

**THEOREM 6.3.** If \( S(K) \) is strongly consistent, then the extremality conditions can be satisfied whenever the sets

\[
\{ x \in \bigcap_{i=1}^p \text{rec cone } g_i \mid \inf \{ \text{rec } H(\cdot, y)(x) \mid (0, y) \in \text{ri } D \} \geq 0 \}
\]

and

\[
\{ y \in \bigcap_{j=1}^q \text{rec cone } f_j \mid \sup \{ \text{rec } H(x, \cdot)(y) \mid (0, x) \in \text{ri } C \} \leq 0 \}
\]

are closed under scalar multiplication by \(-1\).

**PROOF.** By Theorem 5.15 and Theorem 5.13, if \( S(K) \) is strongly consistent and has an optimal solution then the extremality conditions can be satisfied. The remainder of the proof consists of showing that Corollary 5.2.1 applies to yield an optimal solution. Suppose \( S(K) \) is strongly consistent. By Theorem 5.2, \( S(K) \) has a well-defined primal problem which is given by the closed proper equivalence class \([K_0]\). Moreover, \( \text{dom } K_0 = C_0 \times D_0, \text{ri}(\text{dom } K_0) = (\text{ri } C)_0 \times (\text{ri } D)_0 \), and \([K_0]\) contains the function
\[
K_0(x,y) = \begin{cases} 
H(x,y) & \text{if } x \in C_0 \text{ and } y \in D_0 \\
+\infty & \text{if } x \in C_0 \text{ and } y \notin D_0 \\
-\infty & \text{if } x \notin C 
\end{cases}
\]

Let \( Y = \{ y | f_1(y) \leq 0, \ldots, f_q(y) \leq 0 \} \). Then \( D_0 = Y \cap \text{dom}_z H \), so that \( K_0(x,\cdot) = H(x,\cdot) + \delta(\cdot|Y) \) whenever \( x \in \text{ri}(\text{dom}_1 H) \). It follows from the definitions and (9.3) that

\[
(\text{rec}_2 K_0)(y) = \sup \{ \text{rec} H(x,\cdot)(y) + \text{rec} \delta(\cdot|Y)(y) | (0, x) \in \text{ri} C \}.
\]

Now note that \( \text{rec} \delta(\cdot|Y) = \delta(\cdot|0^+Y) \) by (8.5), and \( 0^+Y = \bigcap_{j=1}^q \text{rec cone } f_j \) by (8.3.3) and (8.7). These facts together imply that \( (\text{rec}_2 K_0)(y) \leq 0 \) if and only if \( y \in \bigcap_{j=1}^q \text{rec cone } f_j \) and \( \sup \{ \text{rec} H(x,\cdot)(y) | (0, x) \in \text{ri} C \} \leq 0 \).

A similar argument shows that \( (\text{rec}_1 K_0)(x) \geq 0 \) if and only if \( x \in \bigcap_{i=1}^p \text{rec cone } g_i \) and \( \inf \{ \text{rec} H(\cdot, y)(x) | (0, y) \in \text{ri} D \} \geq 0 \). These two equivalences show that the hypothesis is just what is needed to apply Corollary 5.2.1.

For our results concerning the Lagrange multiplier principle we need certain functions \( H_{z,w} \) and sets \( S_{z,w} \). For each \((z,w) \in \mathbb{R}^p \times \mathbb{R}^q \)

define a function \( H_{z,w} \) on \( \mathbb{R}^m \times \mathbb{R}^n \) by

\[
H_{z,w}(x,y) = \begin{cases} 
H(x,y) + \sum_{i,j} z_i g_i(x) + \sum w_j f_j(y) & \text{if } x \in \text{dom}_1 H \text{ and } y \in \text{dom}_2 H \\
+\infty & \text{if } x \in \text{dom}_1 H \text{ and } y \notin \text{dom}_2 H \\
-\infty & \text{if } x \notin \text{dom}_1 H \n\end{cases}
\]

By Theorem 3.2 it follows easily from the blanket regularity assumptions that \( H_{z,w} \) is closed and proper and has the same effective domain as \( H \).
Observe that if $\tilde{M}$ denotes the particular Lagrangian given in Theorem 6.2,

$$H_{z, w}(x, y) = \tilde{M}(x, w, y, z)$$

for every $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$ and every $(x, y) \in \mathbb{R}^m \times \mathbb{R}^n$. If $(z, w) \notin \mathbb{R}^p \times \mathbb{R}^q$, put $S_{z, w} = \emptyset$, and if $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$ let $S_{z, w}$ be the set of pairs $(x, y)$ which are saddle points of $H_{z, w}$ and which satisfy the conditions

$$g_i(x) \geq 0 \quad \text{and} \quad z_i g_i(x) = 0 \quad \text{for} \quad i = 1, \ldots, p$$

and

$$f_j(y) \leq 0 \quad \text{and} \quad w_j f_j(y) = 0 \quad \text{for} \quad j = 1, \ldots, q.$$ 

(These latter conditions together with the condition $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$ are traditionally called **complementary slackness conditions**.)

For ordinary convex programs there exists a good Lagrange multiplier principle (Theorem 28.1 in [48]). The analogous result for ordinary saddle programs would be the following: "If $(z, w)$ is any Kuhn-Tucker vector for $S(K)$, then $S_{z, w}$ is precisely the set of optimal solutions of $S(K)$.

As we shall see in Theorem 6.5, however, the situation is in general more complicated than this. To describe the situation fully, we need to know the connection between the sets $S_{z, w}$ and the extremality conditions.

**LEMMA 6.4.** The pairs $(x, y) \in \mathbb{R}^m \times \mathbb{R}^n$ and $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$ together satisfy the extremality conditions if and only if $(x, y) \in S_{z, w}$.

**PROOF.** For any $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$, a pair $(x, y)$ is a saddle point of $H_{z, w}$ if and only if $(x, y) \in \text{dom} \, H$,

$$H(x', y) + \Sigma z_i g_i(x') \leq H(x, y) + \Sigma z_i g_i(x), \forall x' \in \text{dom} \, H$$
and

\[ H(x, y) + \sum w_j f_j(y) \leq H(x, y') + \sum w_j f_j(y'), \quad \forall y' \in \text{dom}_2 H. \]

Now it is an easy exercise to show (using (7.5) and (6.1)) that for any convex function \( f \) and any convex set \( C \) containing \( \text{ri}(\text{dom} f) \), \( x^* \in \partial f(x) \)
if and only if

\[ f(x') \geq f(x) + \langle x^*, x' - x \rangle, \quad \forall x' \in C. \]

But \( \text{ri}(\text{dom}(H(x, \cdot) + \sum w_j f_j)) = \text{ri}(\text{dom}_2 H) \) and \( \text{ri}(\text{dom}(H(\cdot, y) + \sum z_j g_j)) = \text{ri}(\text{dom}_1 H) \)
whenever \((z, w) \in \mathbb{R}_+^p \times \mathbb{R}_+^q\) and \((x, y) \in \text{dom} H\). Hence it follows from these facts and (23.8) that for \((z, w) \in \mathbb{R}_+^p \times \mathbb{R}_+^q\), \((x, y)\) is a saddle point of \( H_{z, w} \) if and only if \((x, y) \in \text{dom} H\),

\[ 0 \in \partial_1 H(x, y) + \sum \partial(z_j g_j)(x) \]
and

\[ 0 \in \partial_2 H(x, y) + \sum \partial(w_j f_j)(y). \]

The lemma follows trivially from this by Corollary 6.2.1 and the definition of \( S_{z, w} \).

We can now present the theorem promised. Notice that the first part of it constitutes an extension of the Kuhn-Tucker Theorem to ordinary saddle programs.
THEOREM 6.5. The set of stable optimal solutions of $S(K)$ is precisely

$$\{ S_{z, w} | (z, w) \in \mathbb{R}^p \times \mathbb{R}^q \},$$

and when $S(K)$ is strongly consistent this set coincides with the set of all optimal solutions of $S(K)$. If $S_{z, w} \neq \emptyset$, then $(z, w)$ is a Kuhn-Tucker vector for $S(K)$; the converse holds when the program dual to $S(K)$ is strongly consistent.

PROOF. In view of Lemma 6.4, the first assertion is immediate from Theorems 5.13 and 5.15, and the second assertion is immediate from Theorems 5.13 and 5.11 together with Corollary 5.5.1.

From Theorem 6.5 we can conclude that in general there does not exist a good Lagrange multiplier principle for ordinary saddle programs, i.e. "good" in the sense that a single Kuhn-Tucker vector $(z, w)$ generates all the (stable) optimal solutions via $S_{z, w}$. But, one could ask, might it not be possible to obtain a good Lagrange multiplier principle by recasting the given constrained minimax problem as another generalized saddle program involving a class of perturbations different from that which we actually used? Concerning this, observe that any "Lagrange multiplier principle" by its very nature would involve a Lagrangian function of the sort given in Theorem 6.2. And as pointed out in §5, such a Lagrangian uniquely determines the dual pair of generalized saddle programs and hence the particular classes of perturbations. This means that the perturbations introduced at the beginning of §6 are in fact the only ones relevant to the issue of a Lagrange multiplier principle. Hence our conclusion on the
basis of Theorem 6.5 that no good Lagrange multiplier principle exists in general for ordinary saddle programs.

In certain circumstances, however, there is an analogue of (28.1) for ordinary saddle programs.

COROLLARY 6.5.1. Assume that the program dual to $S(K)$ is strongly consistent. If the pair $(z, w)$ is a unique Kuhn-Tucker vector for $S(K)$, or equivalently if $(z, w)$ is a unique optimal solution of the dual program, then the set of stable optimal solutions of $S(K)$ is nonempty and equals $S_{z, w}$.

PROOF. Immediate from the theorem and Corollary 6.5.1.

Theorem 6.5 and Corollary 6.5.1 are actually valid for any generalized saddle program, provided that for each $(z, w) \in \mathbb{R}^p \times \mathbb{R}^q$, the set $S_{z, w}$ is redefined to be the set of pairs $(x, y) \in \mathbb{R}^m \times \mathbb{R}^n$ such that $(x, y)$ and $(z, w)$ together satisfy the extremality conditions. The proofs go through exactly the same except that this new definition of $S_{z, w}$ plays the role of Lemma 6.4.

We should emphasize that the intent of the discussion following Theorem 6.5 was not to say that the method of Lagrange multipliers cannot be used to advantage in ordinary saddle programming. On the contrary, the only point being made was that one cannot in general expect to obtain all of the (stable) optimal solutions of $S(K)$ via a single $S_{z, w}$.

To implement the method of Lagrange multipliers, according to Theorem 6.5 we need to find a pair $(z, w)$ such that $S_{z, w}$ is nonempty.

Now Theorem 6.5 together with Corollary 6.5.1 show that, in the presence of dual strong consistency, the pairs $(z, w)$ for which $S_{z, w}$ is nonempty
are precisely the optimal solutions of the dual program $S(L)$, i.e., the saddle points of the dual minimax problem given by $[L_0]$. In view of this, we shall devote the rest of this section to a basic description of $S(L)$ and $[L_0]$.

We begin by giving a (primal) characterization of dual strong consistency. Notice that the conditions given are satisfied, for example, whenever

$$0^+ \text{dom}_1 H \cap \text{rec cone } g_1 \cap \ldots \cap \text{rec cone } g_p = \{0\}$$

and

$$0^+ \text{dom}_2 H \cap \text{rec cone } f_1 \cap \ldots \cap \text{rec cone } f_q = \{0\}.$$

**LEMMA 6.6.** The program dual to $S(K)$ is strongly consistent if and only if the two sets

$$\text{rec cone}_1 H \cap \text{rec cone } g_1 \cap \ldots \cap \text{rec cone } g_p,$$

$$\text{rec cone}_2 H \cap \text{rec cone } f_1 \cap \ldots \cap \text{rec cone } f_q$$

are closed under scalar multiplication by $-1$.

**PROOF.** By Lemma 5.4 it suffices to show that

$$(\text{rec}_1 K)(0, x) \geq 0 \text{ if and only if } x \in \text{rec cone}_1 H \cap \bigcap_{i=1}^p \text{rec cone } g_i$$

and

$$(\text{rec}_2 K)(0, y) \leq 0 \text{ if and only if } y \in \text{rec cone}_2 H \cap \bigcap_{j=1}^q \text{rec cone } f_j.$$

Let $H_0, \ldots, H_{p+q}$ be as in the proof of Theorem 6.1 and let $(u, x) \in \text{ri } C$.

By (9.3),
\[
\text{rec } K(u, x, \cdots, \cdot) = \sum \text{rec } H_k(u, x, \cdots, \cdot).
\]

Observe that trivially
\[
\text{rec } H_0(u, x, \cdots, \cdot)(v, y) = \text{rec } H(x, \cdot)(y)
\]
and
\[
\text{rec } H_i(u, x, \cdots, \cdot)(v, y) = 0 \text{ for } i = 1, \ldots, p.
\]

With the aid of (8.5) and (9.1) it is easy to show that
\[
\text{rec } H_{p+1}(u, x, \cdots, \cdot)(v, y) = \delta((y, v_j)|\text{epi}(\text{rec } f_j))
\]
for \( j = 1, \ldots, q \). These facts together imply that \((\text{rec}_2 K)(v, y)\) equals \((\text{rec}_2 H)(y)\) when \((\text{rec } f_j)(y) \leq v_j\) for \( j = 1, \ldots, q \) and equals \(+\infty\) otherwise. This establishes the second equivalence stated above. The first can be proved similarly.

The next result gives explicit representatives of the program \(S(L)\) dual to the ordinary saddle program \(S(K)\).

**THEOREM 6.7.** The function

\[
(s, z, t, w) \mapsto \begin{cases} 
\sup_{x \in C_H} \inf_{y \in D_H} \{<x, -s> + <y, -t> + H_{z, w}(x, y)\} & \text{if } z \in R^p_+ \text{ and } w \in R^q_+ \\
-\infty & \text{if } z \notin R^p_+ \text{ and } w \notin R^q_+ \\
+\infty & \text{if } z \notin R^p_+
\end{cases}
\]

where \( C_H \times D_H = \text{dom } H \), belongs to \([L]\). The function obtained from this formula by interchanging \( \sup \) with \( \inf \) also belongs to \([L]\).
PROOF. Consider the function

\[
H_{z,w}(x,y) = \begin{cases} 
\infty & \text{if } w \in \mathbb{R}^q_+ \text{ and } z \in \mathbb{R}^p_+ \\
-\infty & \text{if } w \not\in \mathbb{R}^q_+ \text{ and } z \in \mathbb{R}^p_+ \\
+\infty & \text{if } z \not\in \mathbb{R}^p_+ 
\end{cases}
\]

It can be checked easily that this function is concave-convex and also

(using the formula for \( \overline{M} \) given in the proof of Theorem 6.2, plus the parallel formula for \( \overline{M} \)) that it is bounded below by \( M \) and above by \( \overline{M} \). Hence this function is a member of the Lagrangian equivalence class \([M]\). It follows from Theorem 5.8 and the definition of the partial conjugacy operation that \([L]\) contains both the function

\[
\begin{cases} 
\sup_x \inf_y \{ <x, -s> + <y, -t> + H_{z,w}(x,y) \} & \text{if } z \in \mathbb{R}^p_+ \text{ and } w \in \mathbb{R}^q_+ \\
-\infty & \text{if } z \in \mathbb{R}^p_+ \text{ and } w \not\in \mathbb{R}^q_+ \\
+\infty & \text{if } z \not\in \mathbb{R}^p_+ 
\end{cases}
\]

and the analogous function obtained by interchanging \( \sup \) with \( \inf \). Finally, the definition of \( H_{z,w} \) allows us to restrict the \( x \)'s to \( C_H \) and the \( y \)'s to \( D_H \).

Using the elements of \([L]\) just given, we can characterize \( \text{dom} L \).

This furnishes an alternate, direct way of checking for dual strong consistency (cf. the primal characterization given in Lemma 6.6).

**THEOREM 6.8.** Let \( s \in \mathbb{R}^m \), \( t \in \mathbb{R}^n \), \( z \in \mathbb{R}^p_+ \) and \( w \in \mathbb{R}^q_+ \). Then

\[ (s,z) \in \text{dom}_1 L \iff z \in \mathbb{R}^p_+ \text{ and } s \in \text{dom}_1 H^* + \sum z_i \text{dom}_i g_i^* \]
and

\[(t, w) \in \text{dom}_{2} L \iff w \in R^{q}_{+} \text{ and } t \in \text{dom}_{2} H^{*} + \sum w_{j} \text{dom}_{f_{j}}^{*} .\]

PROOF. For any \( \tilde{L} \in [L] \), \( (t, w) \in \text{dom}_{2} L \) if and only if \( \tilde{L}(\cdot, \cdot, t, w) \) is never \(-\infty\). Taking for \( \tilde{L} \) the function displayed in Theorem 6.7 yields

\[(t, w) \in \text{dom}_{2} L \iff w \in \text{dom} H + \sum w_{j} \text{dom}_{f_{j}}^{*} .\]

Now for any fixed \( w \in R^{q}_{+} \) this condition is easily seen to be equivalent to

\[\exists x \in C_{H} \text{ such that } \inf_{y \in D_{H}} \{<y, -t> + H(x, y) + \sum w_{j} f_{j}(y)\} > -\infty ,\]

that is,

\[t \in \bigcup_{x \in C_{H}} \text{dom}(H(x, \cdot) + \sum w_{j} f_{j})^{*} .\]

But for each \( w \in R^{q}_{+} \) and \( x \in C_{H} \), (16.4) and (16.1) imply that

\[\text{dom}(H(x, \cdot) + \sum w_{j} f_{j})^{*} = \text{dom} H(x, \cdot)^{*} + \sum w_{j} \text{dom}_{f_{j}}^{*} ,\]

and by Lemma 0.4 we have that

\[\text{dom}_{2} H^{*} = \bigcup_{x \in C_{H}} \text{dom} H(x, \cdot)^{*} .\]

It follows that \( (t, w) \in \text{dom}_{2} L \) is equivalent to

\[w \in R^{q}_{+} \text{ and } t \in \bigcup_{x \in C_{H}} \{\text{dom} H(x, \cdot)^{*} + \sum w_{j} \text{dom}_{f_{j}}^{*}\} .\]
which is the same as
\[ w \in \mathbb{R}_+^q \text{ and } t \in \text{dom}_2 H^* + \sum w_j \text{dom}_j^*. \]

The characterization of \( \text{dom}_1 L \) is established similarly, using the other
element of \([L]\) described by Theorem 6.8.

We can now describe the "dual objective functions" and the "dual feasible solutions" corresponding to the ordinary saddle program \( S(K) \).

**THEOREM 6.9.** Assume that the program \( S(L) \) dual to \( S(K) \) is strongly consistent. Then the dual problem of \( S(K) \) is well-defined and is given by

an equivalence class \([L_0]\) of closed proper convex-concave functions

(the "dual objective functions"). The class \([L_0]\) contains both the function

\[ (z, w) \mapsto \begin{cases} 
\sup \inf \{H(x, y) + \Sigma z_i g_i(x) + \Sigma w_j f_j(y)\} & \text{if } z \in \mathbb{R}_+^p \text{ and } w \in \mathbb{R}_+^q \\
\infty & \text{if } z \notin \mathbb{R}_+^p \text{ and } x \notin \mathbb{R}_+^q \\
+\infty & \text{if } z \notin \mathbb{R}_+^p 
\end{cases} \]

and the function obtained from this formula by interchanging \( \sup \) with \( \inf \). A pair \((z, w)\) is a feasible solution of \( S(L) \) (is a "dual feasible solution") if and only if \((z, w) \in \mathbb{R}_+^p \times \mathbb{R}_+^q , \)

\[ 0 \in \text{dom}_1 H^* + \Sigma z_i \text{dom}_i^* g_i \text{ and } 0 \in \text{dom}_2 H^* + \Sigma w_j \text{dom}_j^* f_j , \]

and the set of such pairs \((z, w)\) is exactly \( \text{dom} L_0 \).

**PROOF.** Immediate from Theorem 5.2 applied to \( S(L) \), together with

Theorems 6.7 and 6.8. Notice that the first characterization of the feasible
solutions of $S(L)$ also follows directly from Theorem 6.8 without the aid of
dual strong consistency, once one observes that $(z, w)$ is a feasible solu-
tion of $S(L)$ if and only if $(0, z, 0, w) \in \text{dom } L$. 
§7. Saddle Programs of Fenchel Type

In this final section we apply the general theory of §5 to another class of minimax problems. Our results extend to minimax theory those obtained by Fenchel [23] and Rockafellar [45, 46, 48] for a certain class of convex optimization problems. These problems enjoy a pleasing symmetry property (not shared by ordinary saddle programs); namely, the dual of such a problem is of the same form. This class includes the minimax problems which Lebedev-Tynjanskii [34] and Tynjanskii [61] considered in an effort to define the dual of a game and also those studied by Rockafellar [47] in connection with double duality theory. The results in [34], [61] and some of those in [60] are improved. Taken together, Theorems 7.3 through 7.8 can be viewed as an extension of the Fenchel-Rockafellar Duality Theorem to saddle functions and minimax problems.

Throughout this section let \( K \) be a closed proper concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \), \( L \) a closed proper convex-concave function on \( \mathbb{R}^p \times \mathbb{R}^q \), \( A = A_1 \times A_2 \) a linear transformation from \( \mathbb{R}^m \times \mathbb{R}^n \) to \( \mathbb{R}^p \times \mathbb{R}^q \), and define

\[
X = \{ x \in \text{dom}_1 K | A_1 x \in \text{dom}_1 L \} ,
\]
\[
Y = \{ y \in \text{dom}_2 K | A_2 y \in \text{dom}_2 L \} ,
\]
\[
Z = \{ z \in \text{dom}_1^* L^* | A_1^* z \in \text{dom}_1^* K^* \} ,
\]
\[
W = \{ w \in \text{dom}_2^* L^* | A_2^* w \in \text{dom}_2^* K^* \} .
\]

Consider the following pair of minimax problems:
(I) Find the saddle points of $K - LA$ with respect to $X \times Y$;

(II) Find the saddle points of $L^* - K A^*$ with respect to $Z \times W$.

The problems studied by Rockafellar [47] correspond to the choice $m = p$, $n = q$, $A$ the identity transformation, and $L$ given by

$$L(x, y) = \begin{cases} 0 & \text{if } x \in \mathbb{R}^m_+ \text{ and } y \in \mathbb{R}^n_+ \\ +\infty & \text{if } x \notin \mathbb{R}^m_+ \text{ and } y \in \mathbb{R}^n_+ \\ -\infty & \text{if } y \notin \mathbb{R}^n_+ 
\end{cases}$$

To apply the results of §5 to these problems, define a function $\Phi$ on $(\mathbb{R}^p \times \mathbb{R}^m) \times (\mathbb{R}^q \times \mathbb{R}^n)$ by

$$\Phi(u, x, v, y) = \begin{cases} K(x, y) - L(u + A_1 x, v + A_2 y) & \text{if } (u, x) \in \Gamma \text{ and } (v, y) \in \Delta \\ +\infty & \text{if } (u, x) \in \Gamma \text{ and } (v, y) \notin \Delta \\ -\infty & \text{if } (u, x) \notin \Gamma 
\end{cases}$$

where

$$\Gamma = \{(u, x) | x \in \text{dom}_1 K, u + A_1 x \in \text{dom}_1 L\}$$

$$\Delta = \{(v, y) | y \in \text{dom}_2 K, v + A_2 y \in \text{dom}_2 L\}$$

LEMMA 7.1. The function $\Phi$ is closed proper concave-convex with domain $\Gamma \times \Delta$, and

$$\text{ri } \Gamma = \{(u, x) | x \in \text{ri}(\text{dom}_1 K), u + A_1 x \in \text{ri}(\text{dom}_1 L)\}$$

$$\text{ri } \Delta = \{(v, y) | y \in \text{ri}(\text{dom}_2 K), v + A_2 y \in \text{ri}(\text{dom}_2 L)\}$$

PROOF. Trivially, $\Gamma$ is convex. Define $\Gamma_x = \{u | (u, x) \in \Gamma\}$ for each $x$. Then $\Gamma_x$ is empty when $x \notin \text{dom}_1 K$ and equals $\text{dom}_1 L - A_1 x$ when
\[ x \in \text{dom}_1 K \]. Hence (6.8) implies that \((u, x) \in \text{ri} \Gamma \) if and only if \(x \in \text{ri}(\text{dom}_1 K)\) and \(u \in \text{ri}(\text{dom}_1 L - A_1 x)\). This establishes the formula for \(\text{ri} \Gamma\), and the one for \(\text{ri} \Delta\) is similar. From these formulas and the fact that \(K\) and \(L\) are closed and proper, it is not hard to verify (using (34.3)) that \(\Phi\) has the properties asserted.

According to Lemma 7.1, \(\Phi\) determines a generalized saddle program \(S(\Phi)\) on \(\mathbb{R}^m \times \mathbb{R}^n\) with perturbations in \(\mathbb{R}^p \times \mathbb{R}^q\). The formulas given for \(\text{ri} \Gamma\) and \(\text{ri} \Delta\) imply that \(S(\Phi)\) is strongly consistent if and only if \(\text{ri}(\text{dom} L) \cap A \text{ri}(\text{dom} K) \neq \emptyset\). In this event Theorems 1.8, 3.2 and 5.2 imply that \([K - LA]\) is well-defined and gives the primal problem of \(S(\Phi)\), which by (36.3) is the same as (I). We say that a generalized saddle program having the form of \(S(\Phi)\) is of Fenchel type.

It can be computed as an exercise that the generalized saddle program \(S(\Psi)\) dual to \(S(\Phi)\) may be given by

\[
\psi(s, z, t, w) = \begin{cases} 
L^*(z, w) - K^*(s + A_1^* z, t + A_2^* w) & \text{if } (s, z) \in \Pi \text{ and } (t, w) \in \Omega \\
-\infty & \text{if } (s, z) \notin \Pi \text{ and } (t, w) \in \Omega \\
+\infty & \text{if } (t, w) \notin \Omega,
\end{cases}
\]

where

\[ 
\Pi = \{ (s, z) \mid z \in \text{dom}_1 L^*, s + A_1^* z \in \text{dom}_1 K^* \} , \\
\Omega = \{ (t, w) \mid w \in \text{dom}_2 L^*, t + A_2^* w \in \text{dom}_2 K^* \} .
\]

Thus, the dual of a program of Fenchel type is another program of Fenchel type. Hence we have immediately that \(S(\Psi)\) is strongly consistent if and
only if \( \text{ri}(\text{dom} K^*) \cap A^* \text{ri}(\text{dom} L^*) \neq \emptyset \), and in this event \( [L^* - K^* A^*] \) is well-defined and gives the primal problem of \( S(\omega) \) (i.e. the dual problem of \( S(\Phi) \)). This problem is the same as (II).

With these facts in mind, it is clear that all the results of §5 yield assertions about problems (I) and (II). In the remainder of this section we illustrate some of this.

First we dualize the hypothesis \( \text{ri}(\text{dom} K^*) \cap A^* \text{ri}(\text{dom} L^*) \neq \emptyset \). Note that the necessary and sufficient conditions given below are satisfied, for example, when \( X \times Y \) is bounded.

**LEMMA 7.2.** In order that \( \text{ri}(\text{dom} K^*) \cap A^* \text{ri}(\text{dom} L^*) \neq \emptyset \), it is necessary and sufficient that

\[
(\text{rec}_1 K)(x) > (\text{rec}_1 L)(A^*_1 x) \quad \text{imply} \quad (\text{rec}_1 K)(-x) > (\text{rec}_1 L)(-A^*_1 x)
\]

and

\[
(\text{rec}_2 K)(y) < (\text{rec}_2 L)(A^*_2 y) \quad \text{imply} \quad (\text{rec}_2 K)(-y) < (\text{rec}_2 L)(-A^*_2 y)
\]

**PROOF.** The lemma will follow from Lemma 5.4, once it is verified that

\[
(\text{rec}_1 \Phi)(0, x) \geq 0 \quad \text{if and only if} \quad (\text{rec}_1 K)(x) \geq (\text{rec}_1 L)(A^*_1 x) \quad \text{and} \quad (\text{rec}_2 \Phi)(0, y) \leq 0 \quad \text{if and only if} \quad (\text{rec}_2 K)(y) \leq (\text{rec}_2 L)(A^*_2 y)
\]

Only the second equivalence will be checked, as the first is analogous. For each \( (u, x) \in \text{ri} \Gamma \), it follows from Lemma 7.1, (9.3) and (9.5) that

\[
\text{rec} \Phi(u, x, \cdot, \cdot)(v, y) = \text{rec} K(x, \cdot)(y) - \text{rec} L(u + A^*_1 x, \cdot)(v + A^*_2 y)
\]

Hence, \( (\text{rec}_2 \Phi)(0, y) \leq 0 \quad \text{if and only if} \quad \text{rec} K(x, \cdot)(y) \leq \text{rec} L(u + A^*_1 x, \cdot)(A^*_2 y) \)

holds for each \( (u, x) \in \text{ri} \Gamma \). But this latter condition occurs if and only if
rec \( K(x, \cdot)(y) \leq \text{rec} \, L(u, \cdot)(A_2y) \) holds for each \( x \in \text{ri}(\text{dom}_1 K) \) and \( u \in \text{ri}(\text{dom}_1 L) \), which occurs if and only if \( \text{rec}_2 K(y) \leq \text{rec}_2 L(A_2y) \).

The following result gives "boxing in" inequalities for the lower and upper saddle values pertaining to (I) and (II).

**THEOREM 7.3.** If \( \text{ri}(\text{dom} L) \cap A \text{ri}(\text{dom} K) \neq \emptyset \), then

\[
\sup_{X} \inf_{Y} (K - LA) \leq \sup_{W} \inf_{Z} (L^* - K^* A^*) \leq \inf_{Z} \sup_{W} (L^* - K^* A^*) \leq \inf_{Y} \sup_{X} (L - K A^*) .
\]

Dually, if \( \text{ri}(\text{dom} K^*) \cap A^* \text{ri}(\text{dom} L^*) \neq \emptyset \), then

\[
\sup_{W} \inf_{Z} (L^* - K^* A^*) \leq \sup_{X} \inf_{Y} (K - LA) \leq \inf_{Y} \sup_{X} (K - LA) \leq \inf_{Z} \sup_{W} (L^* - K^* A^*) .
\]

**PROOF.** By Corollary 5.5.2, with the aid of (36.4) and (36.3).

It can be shown that the least member of the Lagrangian of \( S(\Phi) \) is the function

\[
(x, w, y, z) \rightarrow \begin{cases} 
K(x, y) + L^*(z, w) - <A_1 x, z> - <A_2 y, w> & \text{if } (x, w) \in C \text{ and } (y, z) \in \text{cl} D \\
+\infty & \text{if } (x, w) \in C \text{ and } (y, z) \notin \text{cl} D \\
-\infty & \text{if } (x, w) \notin C
\end{cases}
\]

where \( C \times D = (\text{dom}_1 K \times \text{dom}_2 L^*) \times (\text{dom}_2 K \times \text{dom}_1 L^*) \) is the effective domain of the Lagrangian. From this it follows easily by (36.3), (36.4) and (37.4) that two pairs \( (x, y) \in \mathbb{R}^m \times \mathbb{R}^n \) and \( (z, w) \in \mathbb{R}^p \times \mathbb{R}^q \) satisfy the extremality conditions associated with \( S(\Phi) \) and \( S(\Psi) \) if and only if

\[
A(x, y) \in \partial L^*(z, w) \text{ and } A^*(z, w) \in \partial K(x, y) .
\]

To state the remaining results we need the following definitions. The optimal value of (I) is the saddle value of \( K - LA \) with respect to \( X \times Y \). 
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(when this saddle value exists). An optimal solution of (I) is a saddle point of $K - LA$ with respect to $X \times Y$. It is convenient to say that an optimal solution of (I) is stable if and only if it is a stable optimal solution of $S(\Phi)$. Similar definitions are used for (II).

**Theorem 7.4.** A pair $(x, y)$ is a stable optimal solution of (I) if and only if there exists a pair $(z, w)$ such that (**) holds. Dually, a pair $(z, w)$ is a stable optimal solution of (II) if and only if there exists a pair $(x, y)$ such that (**) holds.

**Proof.** By Theorem 5.13.

**Theorem 7.5.** Problem (I) has a stable optimal solution if and only if problem (II) does, in which case the optimal values in (I) and (II) are equal.

**Proof.** By Theorem 5.12.

**Theorem 7.6.** If $\text{ri}(\text{dom} L) \cap A \text{ri}(\text{dom} K) \neq \emptyset$, then every optimal solution of (I) is stable. Dually, if $\text{ri}(\text{dom} K^*) \cap A^* \text{ri}(\text{dom} L^*) \neq \emptyset$, then every optimal solution of (II) is stable.

**Proof.** By Theorem 5.15.

To go along with these results there is the following general existence theorem. (We omit the dual version.)

**Theorem 7.7.** Assume that $\text{ri}(\text{dom} L) \cap A \text{ri}(\text{dom} K) \neq \emptyset$ and that either $X \times Y$ is bounded or (more generally) that the following two conditions are satisfied:

(a) If $\text{rec} K(x, \cdot)(y) \leq \text{rec} L(A_1x, \cdot)(A_2y)$ for every $x \in \text{ri} X$, then $\text{rec} K(x, \cdot)(-y) \leq \text{rec} L(A_1x, \cdot)(-A_2y)$ for every $x \in \text{ri} X$.
(b) If \( \text{rec } K(-, y)(x) \geq \text{rec } L(-, A^y_2)(A^x_1) \) for every \( y \in \text{ri } Y \), then 
\( \text{rec } K(-, y)(-x) \geq \text{rec } L(-, A^y_2)(-A^x_1) \) for every \( y \in \text{ri } Y \).

Then there exists an optimal solution of (I).

PROOF. Since \([\theta_0] = [K - LA]\), the theorem will follow immediately from Corollary 5.2.1 once it is checked that \( \text{rec }_2(K - LA)(y) \leq 0 \) if and only if \( \text{rec } K(x, \cdot)(y) \leq \text{rec } L(A^x_1, \cdot)(A^y_2) \) for every \( x \in \text{ri } X \), and that \( \text{rec }_1(K - LA)(x) \geq 0 \) if and only if \( \text{rec } K(-, y)(x) \geq \text{rec } L(-, A^y_2)(A^x_1) \) for every \( y \in \text{ri } Y \). We show only the first equivalence, as the second is similar. By Theorems 3.2 and 1.8, \([K - LA]\) has effective domain \( X \times Y \) and contains the function \( H \) given by

\[
H(x, y) = \begin{cases} 
K(x, y) - LA(x, y) & \text{if } x \in X \text{ and } y \in Y \\
+\infty & \text{if } x \in X \text{ and } y \notin Y \\
-\infty & \text{if } x \notin X 
\end{cases}
\]

From this together with (9.3) and (9.5), it follows that \( \text{rec } H(x, \cdot)(y) = \text{rec } K(x, \cdot)(y) - \text{rec } L(A^x_1, \cdot)(A^y_2) \) for every \( x \in \text{ri } X \). Since \( \text{rec }_2(K - LA)(y) = \sup(\text{rec } H(x, \cdot)(y) | x \in \text{ri } X) \) , the equivalence follows.

The preceding results can be collected together quite concisely in the presence of strong consistency and boundedness assumptions.

THEOREM 7.8. Assume either that \( \text{ri}(\text{dom } K) \cap \text{ri}(\text{dom } L) \neq \emptyset \) and \( X \times Y \) is bounded or dually that \( \text{ri}(\text{dom } K^* \cap \text{ri}(\text{dom } L) \neq \emptyset \) and \( Z \times W \) is...
bounded. Then both (I) and (II) have optimal solutions and the optimal values in (I) and (II) are equal. Moreover, these optimal solutions are stable, and they are precisely the pairs \((x, y)\) and \((z, w)\) for which \((**\)) holds.
Appendix: Polyhedral Refinements

Recall from §0 that a saddle function is polyhedral if and only if it is closed and either its concave or its convex parent is polyhedral. It has been noted that each of the operations developed in the paper preserve this property of polyhedralness. Much more can be said, however. In fact, nearly all the results in the paper admit refinements when some or all of the saddle functions involved are polyhedral. These refinements are, for the most part, not hard to establish. One simply needs to make slight, systematic modifications of the existing proofs. These revisions rest ultimately on just a few additional results which will be presented below, plus two basic "principles."

The first of these principles can be stated as follows. If certain conclusions can be deduced from a condition of the form \((C \times D) \cap \text{ri}(\text{dom } K) \neq \emptyset\) when \(K\) is a closed proper saddle function and \(C\) and \(D\) are convex sets, then the same conclusions (at least) can be deduced from the weaker condition \((C \times D) \cap \text{dom } K \neq \emptyset\) when \(K\) is actually polyhedral. "Overlapping" conditions of this kind are generally to ensure that some operation involving \([K]\) can be performed to yield a well-defined new equivalence class. The principle just says that less overlapping is required for well-definedness when \([K]\) is polyhedral. The implementation of this principle rests essentially on the theorem below, which is usually used in place of (34.3) in proving the polyhedral refinements.

**Theorem A.1.** Let \(K\) be a polyhedral proper concave-convex function on \(\mathbb{R}^m \times \mathbb{R}^n\). Then (i) the sets \(\text{dom}_1 K\) and \(\text{dom}_2 K\) are polyhedral convex
(hence closed), (ii) the elements of \([K]\) agree everywhere on \((R^m \times \text{dom}_2 K) \cup (\text{dom}_1 K \times R^n)\), (iii) for each \(x \in \text{dom}_1 K\) the function \(K(x, \cdot)\) is polyhedral proper convex (hence closed) with effective domain \(\text{dom}_2 K\), and (iv) for each \(y \in \text{dom}_2 K\) the function \(K(\cdot, y)\) is polyhedral proper concave (hence closed) with effective domain \(\text{dom}_1 K\).

**PROOF.** Assertion (i) follows from the representations of \(\text{dom}_1 K\) given in Theorem 0.1(a) and the fact that linear transformations preserve polyhedral convex sets (19.3). Assertion (ii) is just a restatement of (33.2.2). Now suppose \(x \in \text{dom}_1 K\). Then (34.3) implies \(K(x, \cdot)\) is proper convex with its effective domain between \(\text{dom}_2 K\) and \(\text{cl}(\text{dom}_2 K)\). But since \(\text{dom}_2 K\) is polyhedral convex, it is closed (19.1), and hence \(\text{dom} K(x, \cdot) = \text{dom}_2 K\).

Also, from (ii) and Theorem 0.1(b) it follows that \(K(x, \cdot) = K(x, \cdot) = f(x, \cdot)^*\). Hence (19.3.1) and (19.2) imply that \(K(x, \cdot)\) is polyhedral. This establishes (iii), and (iv) is proved similarly.

In order to discuss the second "principle" we need two more polyhedral results. Recall that Lemma 0.7 was the tool which enabled us to dualize various conditions throughout the paper (e.g. Lemmas 1.9, 3.5, 5.4, 6.6 and 7.2). This next lemma can be used similarly to dualize the polyhedral versions of the same conditions.

**LEMMA A.2.** Let \(K\) be a polyhedral proper concave-convex function on \(R^m \times R^n\). If \(L\) is a subspace of \(R^m\), then \(L \cap \text{dom}_1 K^* \neq \emptyset\) if and only if \((\text{rec}_1 K)(x) < 0\) for every \(x \in L^\perp\). Similarly, if \(L\) is a subspace of \(R^n\), then \(L \cap \text{dom}_2 K^* \neq \emptyset\) if and only if \((\text{rec}_2 K)(y) > 0\) for every \(y \in L^\perp\).
PROOF. We prove only the second equivalence, as the first is similar.

Write \( \text{dom}_2 K^* = D^* \). By (20.2), \( L \cap D^* = \emptyset \) if and only if there exist \( y \in \mathbb{R}^n \) and \( \alpha \in \mathbb{R} \) such that

\[
\sup_{\cdot \in L} \langle \cdot, y \rangle \leq \alpha \leq \inf_{\cdot \in L} \langle \cdot, y \rangle \quad \text{and} \quad \alpha < \sup_{\cdot \in L} \langle \cdot, y \rangle.
\]

But the latter condition occurs if and only if there exists \( y \in \mathbb{R}^n \) such that

\[
\sup_{\cdot \in L} \langle \cdot, y \rangle \leq \inf_{\cdot \in L} \langle \cdot, y \rangle \quad \text{and} \quad \sup_{\cdot \in L} \langle \cdot, y \rangle < \sup_{\cdot \in L} \langle \cdot, y \rangle, \quad \text{i.e. if and only if there exists} \quad y \in L \quad \text{such that} \quad \sup_{\cdot \in L} \langle \cdot, y \rangle < 0. \quad \text{Since} \quad \sup_{\cdot \in L} \langle \cdot, y \rangle = (\text{rec}_2 K)(y) \quad \text{by} \quad D^*
\]

Theorem 0.3, this finishes the proof.

Also needed is the fact that the subdifferential mapping is better behaved when \( K \) is polyhedral, as explained below.

THEOREM A. 3. Let \( K \) be a polyhedral proper concave-convex function on \( \mathbb{R}^m \times \mathbb{R}^n \). Then \( \text{dom} \partial K = \text{dom} K \), and \( \partial K(x, y) \) is a product of polyhedral convex sets for each \( (x, y) \in \text{dom} K \).

PROOF. Since \( K \) is closed and proper, (37.4) implies that \( \text{dom} \partial K \subseteq \text{dom} K \).

On the other hand, let \( (x, y) \in \text{dom} K \). Then Theorem A.1 (iii) and (23.10) imply that \( \partial K(x, \cdot)(y) \) is nonempty polyhedral convex, and similarly Theorem A.1(iv) and (23.10) imply \( \partial K(\cdot, y)(x) \) is nonempty. But \( \partial K(x, y) = \partial K(\cdot, y)(x) \times \partial K(x, \cdot)(y) \).

We can now state the second general "principle" involved in the polyhedral refinements. It concerns results which essentially assert the existence of a saddle point for some \( K \). Such results are generally based on the fact (cf. (37.5.3)) that the condition \((0,0) \in \text{ri}(\text{dom} K^*) \) is sufficient for a closed
proper $K$ to have a saddle point, and that (by Lemma 0.5) this condition can be written dually as the pair of conditions

$$(\text{rec}_1 K)(x) \geq 0 \implies (\text{rec}_1 K)(-x) \geq 0,$$

$$(\text{rec}_2 K)(y) \leq 0 \implies (\text{rec}_2 K)(-y) \leq 0.$$

When $K$ is actually polyhedral, Theorem A.3 and (37.5.3) imply that the condition $(0,0) \in \text{dom} \, K^*$ is both sufficient and necessary for $K$ to have a saddle point, and by Lemma A.2 this condition can be written dually as the pair of conditions

$$(\text{rec}_1 K)(x) \leq 0, \forall x$$

$$(\text{rec}_2 K)(y) \geq 0, \forall y.$$

The second principle, then, says that when $K$ is polyhedral and proper the former (sufficient) conditions on the recession functions of $K$ can be relaxed to the latter (necessary and sufficient) conditions in results which assert the existence of a saddle point for $K$.

Examples of results whose polyhedral refinements involve applying the first principle are Theorems 1.2, 3.6, 5.2, 1.8, 3.10, 5.5, and 3.2. Results whose refinements entail applying both principles include Theorems 2.4, 2.5, 3.11, and 5.6, Corollary 5.2.1, and Theorems 6.3 and 7.7. The refinements of Theorems 2.4 and 2.5 are the most involved.

In some places it is helpful to have the flexibility furnished by the various representations of $\text{rec}_j K$ given in the next result.

**THEOREM A.4.** Let $K$ be a closed proper concave-convex function on $\mathbb{R}^m \times \mathbb{R}^n$. If $C$ is any set satisfying $\text{ri}(\text{dom}_1 K) \subseteq C \subseteq \text{dom}_1 K$, then
\[(\text{rec}_2 K)(y) = \sup_{x \in C} \{\text{rec}_K(x, \cdot)(y)\} \]

Similarly, if \( D \) is any set satisfying \( \text{ri}(\text{dom}_2 K) \subset D \subset \text{dom}_2 K \), then

\[(\text{rec}_1 K)(x) = \inf_{y \in D} \{\text{rec}_K(\cdot, y)(x)\} \]

**PROOF.** We prove only the first assertion, as the second is similar.

Write \( \text{dom}_2 K^* = D^* \). By Theorem 0.3 we know that \( \text{rec}_2 K = \delta^*(\cdot|D^*) \). Now from the formulas given for \( D^* \) and \( \text{ri}D^* \) in the proof of (37.2), it is clear

\[\text{ri}D^* \subset \bigcup_{x \in C} \text{dom} f(x, \cdot) \subset D^*, \]

where \( f \) is the convex parent of \( K \). Hence, much as in the proof of (37.2),

we can write \( \delta^*(y|D^*) = \sup\{\langle y^*, y \rangle|y \in \text{dom} f(x, \cdot), x \in C\} = \sup\{\delta^*(y|\text{dom} f(x, \cdot))|y \in \text{dom} f(x, \cdot)\} = \sup\{\text{rec} f(x, \cdot)^*(y)\} = \sup\{\text{rec}_K(x, \cdot)(y)\}, \] as asserted.

In proving polyhedral refinements there are naturally places where polyhedral refinements of various results from convex function theory are needed. With few exceptions, these supplementary facts are mentioned explicitly in [48] (e.g. (19.2)). In particular, the important tool (16.3) has a polyhedral refinement which is indicated in [48, p. 144]. We include a proof for completeness.

**LEMMA A. 5.** Let \( f \) be a polyhedral convex function on \( \mathbb{R}^n \), and let \( A: \mathbb{R}^m \rightarrow \mathbb{R}^n \) be a linear transformation. Assume \( \text{range} A \cap \text{dom} f \neq \emptyset \) or equivalently, assume that \( (\text{rec} f^*)(x^*) > 0 \) whenever \( A^* x^* = 0 \). Then \( A^* f^* \) is proper and \( (A^* f)^* = A^* f^* \). Moreover, for each \( y^* \) the infimum in the definition \( (A^* f^*)(y^*) = \inf \{f^*(x^*)|A^* x^* = y^*\} \) either is attained or is \( +\infty \) vacuously.
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PROOF. The equivalence of the two conditions in the hypothesis can be deduced from the polyhedral refinement of (16.2), whose proof is just like that of Lemma A.2. By (19.3.1), \( fA \) and \( A^f \) are polyhedral convex; moreover, the infimum in the definition of \( A^f \), if finite, is attained. Observe that a polyhedral proper convex function is necessarily closed (19.1.2). Then (16.3) implies \( (fA)^* = \text{cl}(A^f) \). Since \( \text{range } A \cap \text{dom} f \neq \emptyset \) implies \( fA \) is proper, we can conclude that \( \text{cl}(A^f) \) and hence \( A^f \) is proper. Finally, the above observation implies that \( A^f \) is closed. This completes the proof.

With the aid of the two "principles" and the additional results just given, one can systematically carry out polyhedral refinements for almost all of the results in the paper except for those in §4 and for the "mixed" cases of §§3, 6 and 7. The results of §4 plainly do not admit polyhedral refinements. It appears that also the mixed case of §6 (i.e. when some of \( H, q_1, \ldots, q_p, f_1, \ldots, f_q \) are polyhedral) does not admit polyhedral refinements. The troublesome spot is in proving a version of Theorem 5.15, i.e. the existence of Lagrange multipliers. However the "mixed" case of §7 follows from that of §3, which we now discuss.

In the event that \( K_1, \ldots, K_s \) are all polyhedral and proper, the refinements for §3 can of course be derived directly from those of §§1 and 2. But in the mixed case, for example when only \( K_1, \ldots, K_t \) are polyhedral for some \( 1 \leq t < s \), a different line of argument is needed. To begin with, one follows the first "principle" and proves a version of Theorem 3.2 by replacing the hypothesis (*) with the hypothesis
Then using this hypothesis one must essentially retrace the outline of §§1 and 2, appealing to (20.1) (resp. (23.8)) everywhere the original proofs appeal to (16.3) (resp. (23.9)). In carrying out this program notice that the important tool (6.5) no longer applies to allow full use of the relaxed intersection hypothesis. Fortunately, though, we have the following refinement of (6.5), which when used in conjunction with (6.5) makes a perfectly satisfactory substitute.

**Lemma A.6.** Let $C_1$ and $C_2$ be convex sets in $\mathbb{R}^n$ satisfying $C_1 \cap \text{ri} C_2 \neq \emptyset$. Then

$$\text{ri}(C_1 \cap C_2) \subset C_1 \cap \text{ri} C_2$$

and

$$C_1 \cap \text{cl} C_2 \subset \text{cl}(C_1 \cap C_2).$$

**Proof.** Suppose we know that $\text{ri} C_0 \cap \text{ri} C_2 \neq \emptyset$, where $C_0$ is the intersection of $C_1$ with the affine hull of $C_2$. Noting that $\text{ri} C_2$ and $\text{cl} C_2$ have the same affine hull as $C_2$ (6.2), we can apply (6.5) to conclude that $\text{ri}(C_1 \cap C_2) = \text{ri}(C_0 \cap C_2) = \text{ri} C_0 \cap \text{ri} C_2 \subset C_0 \cap \text{ri} C_2 = C_1 \cap \text{ri} C_2$ and $C_1 \cap \text{cl} C_2 = C_0 \cap \text{cl} C_2 \subset \text{cl} C_0 \cap \text{cl} C_2 = \text{cl}(C_0 \cap C_2)$. Thus we are done once we show that $\text{ri} C_0$ meets $\text{ri} C_2$. Assume to the contrary that $\text{ri} C_0 \cap \text{ri} C_2 = \emptyset$. Since $C_0$ and $C_2$ are nonempty by the hypothesis, (11.3) implies that there exists a hyperplane $H$ separating $C_0$ and $C_2$ properly. For definiteness let $C_0 \subset H \cup A$.
and \( C_2 \subset H \cup B \), where \( A \) and \( B \) denote the two open halfspaces determined by \( H \). Again using the hypothesis, pick some point \( z \in C_1 \cap \text{ri} \ C_2 \).

Clearly \( z \in H \). Suppose there existed some point \( a \in C_0 \cap A \). Since \( z \in \text{ri} \ C_2 \) and \( a \) belongs to the affine hull of \( C_2 \), there would exist \( \lambda \) such that \( 0 < \lambda < 1 \) and \( x = (1 - \lambda)z + \lambda a \in C_2 \). But (6.1) together with \( z \in H \) and \( a \in A \) would imply \( x \in A \). Since this would contradict \( C_2 \cap A = \emptyset \), we conclude that \( C_0 \subset H \). On the other hand, suppose there existed some point \( b \in C_2 \cap B \). Since \( z \in \text{ri} \ C_2 \) and \( b \in C_2 \), (6.4) would imply the existence of some \( \mu > 1 \) such that \( y = (1 - \mu)b + \mu z \in C_2 \).

But \( z \in H \), \( b \in B \) and \( \mu > 1 \) would imply that \( y \in A \). Since this would contradict \( C_2 \cap A = \emptyset \), we conclude that \( C_2 \subset H \). Therefore \( C_0 \cup C_2 \subset H \).

But now this contradicts the properness of the separation. Since we are led to a contradiction in any case, the original assumption \( \text{ri} \ C_0 \cap \text{ri} \ C_2 = \emptyset \) must be rejected and the proof is complete.

Finally, notice also for the mixed case of \( \S 3 \) that alternative representations of \( \text{rec}_j(K_1 + \ldots + K_s) \) are helpful. These are obtained from Lemma A.6, (6.5) and Theorem A.4 via the choices \( C = C_1 \cap \ldots \cap C_t \cap \text{ri} \ C_{t+1} \cap \ldots \cap \text{ri} \ C_s \) and \( D = D_1 \cap \ldots \cap D_t \cap \text{ri} \ D_{t+1} \cap \ldots \cap \text{ri} \ D_s \), where \( C_1 \times D_1 = \text{dom} \ K_1 \).
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