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Chapter 1

INTRODUCTION

Backsround
fhe Unitced States Alr Force has over six billion
dollars invested in jet aircraft engines. (22)1 To
maintain these engines additional investments are made in
highly skilled labor and complex equipment. The engines
are easily damaged and time consuming vo repair. Although
any one of these investments could be studied for efficiency
and cost control, it seems only logical that the primary way
to minimize Y@t alrcraft engine costs is to have only the
required number on hand. Basic to the establishment and
effective management of this "required” inventory is an
accurate technique of predicting future requirements.
Accuracy in this forecasting technique will not only yield
a monetary savings, but will also enhance the operational
capability and effectiveness of the Air Force weapon systems.
The current Air Force methodology for computing jet
engine spare requirements is based upon the actuarial fore-

casting concept. This propram consists of,

1'I‘he first number refers to the Bibliography refer-
%gges?umber, the sccond refers to page number{s); e.g.,
$ .




"

e + o the development and use of actuarial
mathematics and the thecry of probability for
determination of feilure rates and_the life ex-
pectancy /for jet aircraft enpireg/. (5:1-2)

The appli:ation of these actuarial principles to jet
engine demand fu.ecasting is based upon the assumption that
failures of engines are a function of age. This age is
measured in terms of aircraft flying hours. AFM 400-1,
Volume III, and T.0. 00-25-128 explain in detall the Air
Force actuarial forecasting system. Air Force Lopistics
Command (AFLC) managers have frequently questioned the
validity of this forecasting method. Actual failures of
Jjet engines have varied widely from AFLC predictions. Con-
sequently, current management feels that in using accumulated
flying hours as the sole demend prediction tool of engine.
failures, they may be neglécting'othér critical factors.
(22) Another subject of major concern in the utilization of
the actuarial forecasting technique is that it draws upon
past data and does not provide for the input of variables
based upon expected future states of nature such as sorties.
(20:8) ‘

Considerable effort is being expended by many
government researchers in these two areas. This thesis
limits its study to the consideration of flying hours and
sorties as feasible predictors ol enpine failures. His-
torical records and estimates of future flying programs

will be the basic sources of data.
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The Problem

The number of spare aircraft engines required for a
specific model of aircraft in the Air Force inventory is
currently determined as a function of flying hcurs. Air
Force Logistics Command managers suspect that the sole use
of flying hours as a demand prediction tool does not yield
an accurate picture éf engine deinznds. A major portioﬁ of
that demand is premature engine failures which are also
currently predicted on the hasis of flying hours. If an
accurate forecast of premature engine failures can be made,
the inventory manager can then make a much improved esti-
mate of the resources he will have to expend in support of
aircfaft propulsion units. The specific problem, there-
fore, may be phrased as the question: Are there other air-
craft program activities which can be used as demand predic-
tion tools to provide a more accurate estimate of engine

failures?

umptions and Limjtations

The authors believe that certain basic assumptions
must be made before a program activity can be used as a
demand prediction tool. 'These assumptions are as follows:

1. The future of a program activity (such as fly-
ing hours or sorties) can be accurately forecast.,

2. A reliable, measurable relationship exists
between the demand element and the propram activity.

3. The data penerated by the prosrem activities

are accurate.
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There were three major limitaticns placed upon this

study. They were:
I Only one aircraft-engine combination was to be

used for study. |

2. A minimum of three years' data was to be
collected: for analysis.

3. The selection of program activities was limited
to those activities currently being measured by quantita-

tive techniques prescribed in Air Force directives.

Objective

The objectives of this thesis were threefolds

1. Identify program activities that may be suit-
able for use as engine failure prediction tools.

2, Develop a failure predicting model with regres-

sion analysis techniques.

3. Statistically test and evaluate the developed

model.

Hypothesis

The research methodology utilized in this thesis
was designed to test the following hypothesiss A combina-
tion of flying hours and sorties can be utilized to yield

accurate jet aircraft engine failure forecasts.

Qverview

This thesis attempts to show that engine failures

are dependent upon some combination of historical flying
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hour and sortie data. A method of arrangement was under- .
taken vhich transformed the collected data into specific
historical groupings. These specific groups of data were
then statistically analyzed and a forecasting model
developed. The statistical analysis was performed by appli-
cation of multiple correlation and regression tecﬁniques to
the data« The Biomedical Series, BMDO2R, Stepwise Multiple
Regression package (10) was chosen for use because of its
completeness in data output and apparent versatility in use,

Chapter 2 sets forth how the data was collected,
screened and prepared for use in the development of a set
of predictive models. The third chapter delineates in
detail the model development, the test of statistical
assumptions, and the evaluation of predictive power.
Chapter 4 contains the interpretation of model behavior,
conclusions concerning the effectiveness of the model, and

recommendations for further study.
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Chapter 2

DATA COLLECTION AND ARRANGEMENT

This chepter will describe how the data was col-
lected, sér@ened, and prepared for use in the developmgnt
of a set of predictive models. It is broken into six
: topicss (1) Selection of Frogram Activities, (2) Selection
E of Aircraft-Engine Combination, (3) Data Collection, (&)

‘Data Screening, (5) Preliminary Data Study, and (6) Data

Arrangement. Model development, verification, and valida-

tion are discussed in the succeeding chapter.

Selection of Prosram
Activities

Flying hours and sorties were the program activities

chosen to be included in this study of jet aircraft enzine
failures. Design, operational and'logistical personnel havé
long considered accumulated flyine hours as a measure of
aircraft engine life. Although useful, this measure unfor~.
tunately does not produce the accuracy in bredicting engine
failures desired by AFLC.

Enzine design personnel seem to have concluded that
frequent short durations of extreme temperatures have a
detrimental effect on the 1ife of a jet enpine. This condi-
tion is normally generated by demandineg maximum thrust
from the ensine. The runnins of an eneine into and out of

6
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this critical temperature range is defined as a cycle. At
present, engine cycles are not recorded in any manner.
However, sorties are recorded and if it can be assumed that
a sortie contains at least one cycle, generated at take-off,
then there exists an imperfect, but possibly useful, measure
of cycles-that could be applied to the explanation of engine
failures. This reasoning coupled with the idea that sihple
frequency of use may shorten engine 1life seemed to provide a
sufficient argument for the consideration of sorties as an
element of engine failures. Finally, both of these activi-
ties are readily understocd, easily measured, and currently
recorded.

Elvine hours. Flying hours are defined as "all time
of flight of a military alircraft creditable to the aircraft,
its equipment and personnel aboard." (4:1100) Currently all
engine forecasts are based on the number of hours an engine
type has flown. This historical approach has largely
neglected to consider the frequency of use and the non-flying
operating time accumulated on an engine. For example, &ir~'
craft sorties, taxi time, and maintenance test runs are
recorded, but are not considered as a part of the USAF actu-
arial forecasting system. Flying hours should be considered
as only a part of the engine failure problem, not all of it.

Sorties. A sortie is defined as,

A flight, by the same aircraft, intended to

accomplish a specific assipned task. A sortie is

normally terminated by enpgine shutdown. A flight
beginning and ending at the same airdrome, is

1
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considered one sortie, even though touch-and-go
landings may be accomplished at other airdromes.

(41209),
Engide managers, engineers, and using Air Force commands
§ have often expressed the opinion that sorties may be a major
factor in the 1life of an engine. (22) A preliminary study

was performed by the operations research personnel at AFLC

SR LU N Py T YR

Headquarters in 1970 under the assumption that sorties

\»

could be relsted to engine failures. The early results of

-

this_study--showed promise for using a combination of sorties

R0 A S A ettt s

and flying hours as an engine failure prediction tool. (23)
A definitive RAND Corporation study (RM-6010-PR,

LRI 554 iy

June 1969) reported the results of simulation exercises in

Rl

this general area. They also indicated that a combination

Aideid oyt

of sorties and flying hours should result in a superior

prediction tool.

TRRRT RIS R 7

Selection of Ajircraft-

Engine Combination
Several aircraft-engine combinations were considered

for use in this study. Each was evaluated against the follow-

REACETAEY S ph A LA s o

ing criteria:

AT Oy

1. Were there enough chservations available so that

ATaNes X i

a significant statistical analysis could be applied?

% 2. Did the aircraft represent a major weapon system

of the Air Force inventory?

3., Was the aircraft considered as having a future in

the ALir Force inventory?




4. Did the aircraft represent a major investment
in Department of Defense resources?

5. Were there at least three years' of unclassified
program activity data available? '

The final selection consisted of the B~5Z2H strategic
bomber and its TF33-3 engines. The Air Force possesses Y9
of these aircraft. There are 792 installed engines and 96
spares in the supply system. (22) The selection of this
aircraft-engine combingpion wes thoroughly discussed with
engine management persoggél at AFLC Headquarters. They
expressed the opinion that it was highly suited to the type

of study being performed.

Data_Collection
The following duta was collected on the entire B-52H

fleet:s

1. Total number of flying hours accumulated per
month. )

2. Total number of sorties accumulated per month,

3. Total number of engine failures requiring depot
or intermediate level maintenance accumulafed per month.

All this data was available within the Directorate
of Propulsion and Auxiliary Power Systems Office, Head-
quarters AFLC.

To simplify the explanation of the data col”=ction

technique, Table 1 was constructed.

- e e ]
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Table 1
DATA. COLLECTION YTECHNIQUE

EXTRACTION
DATA SOURCE OFFICE SOURCE DOCUMENT METHOD
Flying AFLC/MMAPP Monthly Aero- Manual
Hours ' space Vehicle
Accumulated Status Report
GO33BNF
Sorties AFLC/MMAPP Monthly Aero- Manual .
Accumulated space Vehicle
Status Report
GO33BNF
Actual AFLC/MMPP Aircraft Engine Manual
Recorded Removal and Loss
Failures Report
DO24FI03~N1

Cost and time consfraints precluded a mechanized data gather-
ing technique.

The time frame over which the data was collected was
1 October 1965 through 30 September 1971, a period consist-
ing of 72 months. Flying hour and sortie data were available
for the entire 72-month period. However, engine failure data
was available only from 1 July 1968 through 30 September
1971, a period of 39 months. Figure 1 graphically presents
the time periods covered by the data.

Data Screening
After the basic data of engine failures, flying hours,

and sorties for the E-52H aircraft fleet were collected, a
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12
process of screening and organizing was employed to construct
the Master Data Sheet, Table 2.

The data extracted as engine failures was examined
for (1) invalid reason for engine removal codes, (2) engine
removal codes that related to other than depot or field
level failures, and (3) general errors in keypunch entry.
Each engine removal was a separate entry in the DO24FI03-N1
report; therefore, it was necessary to group the failures
by calendar month periods for inclusion on the Master Data
Sheet. The examination of the removal codes and the groupe-
ingnof the data was mechanized on the G.E. 115 Batch Remote

Computer.

The flying hour and sortie data was examined for ..
(1) missing monthly entries and (2) general errors in key-
pudch. The data was extracted from the GO33BNF report,
then manually examined, and entered directly onto the Master

Data Sheet.

Preliminary Data Study
As the first step in the preliminary study, a set of

histograms and time series graphs were prepared for each of
the three basic variables measured. Figures 2a, 2b, 3a, 3b,
4a, and 4b depict this part of the study. Next, a set of
curves were fit to specific groupings of the data using the
subroutine ‘CURFIT* avéilable on the G.E. 615 series computer
time sharins system and adapted to cathode ray tube (CRT)
display. This pro; raom fits six different least squares

(Text continues on pépe 21)




FLYING HOUR AND SORTIE DATA

Table 2

Master Data Sheet

ENG. FAILURE DATA

MODEL BASE PERIOD

Observed
Observa. Observed Flying Observed
Number Date Failures Hours Sorties
1 Oct 65 6172 528
pA Nov 4688 . 502
3 Dec 3108 341
4 Jan 65 5132 429
5 Feb 3998 368
6 Mar 4665 424
7 Apr 4253 457
8 May 4631 478
9 Jun 4636 510
10 Jul 379 415
11 Aug 4408 479
12 Sep 3968 456
13 Oct 4562 511
14 Nov 3503 406
15 Dec 3148 422
16 Jan 67 4144 454
17 Feb 4140 449
18 Mar 4710 506
19 Apr 4948 490
20 May 4732 462
21 Jun 4072 438
22 Jul 4002 423
23 Aug 4104 420
24 Sep 3396 354
25 Oct 4261 396
26 Nov 4497 447
27 Dec 2815 314
28 Jan 68 3509 387
29 Feb " 5199 535
30 Mar 4706 475
31 Apr 4473 460
32 May 3422 425
33 Jun 3559 459
34 Jul 44 3696 493
35 Aug 37 3405 399
36 Sep 37 3863 423
37 Oct 44 4064 474
38 Nov 34 3563 390
39 Dec 27 2901 362
40 Jan 69 44 3031 406
41 Feb 28 3429 367
42 Mar 19 3386 372
43 Apr 32 3426 414
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‘ Table 2 (continued)
3 Observed
? Observa. Observed Flying Observed
E Number Date Failures Hours Sorties
A |
v
3 44 May 6% 26 3120 383
: 45 Jun 10 2559 333
3 : 46 Jul 25 2727 322
s ) 47 Aug, 35 3230 362
1 b 48 Sep 25 2642 331
4 < & 49 Oct 20 1401 198
y > A 50 Nov 23 2604 320
3 a S 51 Dec 28 2604 330
: mlSl2 52 Jan 70 12 2598 313
: Hig) = 53 Feb 23 2877 318
: [ W 54 Mar 23 2381 302
2 21818 55 Ap: 27 2266 306
2 : 212 56 May 36 2854 327
g{a1=| o7 Jun 29 2137 433
P 58 Jul 33 2817 377
1 gl 59 Aug 33 2699 332
4 ol az 60 Sep 21 2704 330
: B 61 Oct 21 2993 367
, 18l a 62 Nov 11 2588 333
. & @] 63 Dec 20 2486 327
‘ E ’é‘ 64 Jan 71 18 2096 305
= 65 Feb 21 3034 335
66 Mar 33 3167 392
g1 67 Apr 29 3144 421
' 68 May i8 2870 383
Q 69 Jun 34 2921 420
= 70 Jul 24 3053 427
Bl 7 Aug 25 3218 430
B 12 Sep 18 3008 403

NOTEs Failure Data Not Available Before July 1968.
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curves to the supplied data. Six qbefficients of determina-
tion (Rz) are then presented so that the operator may select
the curve he wishes to plot: The data groupinas were (1)
failures versus sorties, (2) failures versus flfing hours,
and (3) sorties versus flying hours. In the first and
sa2cond groupings a linear function was determined to be the
best curve fitj but, in both cases, it was far from what
might be called a "pood fit."” Reference Figures 5 and 6.
These observations gave rise to a suspicion that there may
develoé a relationship other than linear when different
variables were combined for the multiple regression anolysis
approach. However, none developed or was found to exist.
The fit of a hyperbolic function to the third grouping,
sorties versus flying hours, Fieure 7, helped substantiate
the authors' belief thac while sorties snd flying hours are
related, the relationship tended to be curvilinear as
opposed to linear and is not one of extremeliy high correla-
tion. Thus, sorties are '‘probably not totally dependent nor
independent of flying hours, and may bg an additional factor

worthy of consideration when attempting to explain ensine

failures.

Pata Arransement

The data arransement process was broken down. into
three stepss (1) determination of prediction period, (2)
historical grouping of the data, and (3) adaption to the

Biomedical Program's strndoard motrix form.
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Prediction period constriiction. Prior to the

historical grouping of the data, it was necessary to deter-

mine what the prediction period was to be so that the data

could be structurad as portrayed in Figure 8. Using this

prediction period, two techniques were designed to validate
the forecasting ability of each of the multiple remression
developed models.

1. Technique 1 was the application of the model
derived from the base period 1 July 1568 through 30 September
1970 to esch of the eleven months in the prediction period,
1 November 1970 through 30 September 1971. The same linear
model was employed for all eleven predictions. Reference
Figure 8.

2, Technique 2 applied the linear model developed
from the base period 1 July 1948 throuzh 30 September 1970
to the prediction of November 1970 failures. Then the
linear equation was changed by adding October 1970's observed
failures, flying hours and sorties to the data base, sub-
tracting the oldesc set of observations, July 1968, and
recomputing.the regression. In this manner, the most
current date was utilized and the data base maintained at 27
months. There were eleven different equations developed,
one for each month in the prediction period.

In general, for both techniques all forecasts were
computed on the first day of each month for all engine
failures that would occur durine the following month. For

example, on 1 October 14970, & previiotion of envine feil wes
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for the entire month of November was made. This approach
made necessary the estimation of flying hour ard sortie

totals of the months of Cctober and November.

Bistorieal erouning. It was highly concelivable

that engine failures were the result of some historical
combination of flying hours and sorties. The question,

though, was how were failures, flying hours, and sorties

related; and if a useful relationship existed, was it time-
oriented in the historical context? The stepwise multiple

regression package selected was designed to relate inde-

L35

pendent and dependent variables and posed no particuler

problem. However, the historical orientation was more
difficult to handle. The idea presented here was to
anproach the problem by "creating" variables of historically
grouped flying hour and sortie data. Perhaps the easiest

way to describe this grouping process is to define the

variables used. Specifically let,

T R A S PR AT RS SR S hakd a2

Xil = the observed engine failures for the ith
month. (i. = 34’ 35' 36, ¢ o oy 72)
xiZ = the observed sorties flown for the ith

month. (i = 1. 2, 3, ¢« o oy 72)

Xi3 = the observed flying hours flown for the ith
month. (i =1, 2. 3, e o oy 72

These three variables are the original data collected and

taby . ted in Table 2.




28

In general, let,

- X; ; = the jth independent variable (accumulated
4 I J  sorties) sssociated with the ith month,
3 2.1:2'406:0--166)

} . i= 3-/4. 35, 36. ¢« ¢ oy 72)

3 Xi = the rth independent variable (accumulated i
3 T flying hours) associated with the ith month. '
g r = 3' 5’ 7, e o ey 67)

34, 35, 36, « « oy 12)

i
These are the c.cated varisbles and were determined by the

use of the following equations:

femd+l ' §
. X, s = :E: X Sortie Accumulation . l
: 13 q2 where j = 2m ‘
q=1
: L-m+l
A Xsp = :E: X3 Flying Hour Accumulation
1 q where r = 2m + 1
) q=1
Z where,
} m = the number of months of historical data to be
9 summed. (m < 33)

In this manner, 64 independent variables were

"ecreated® to show historical accumulation of flying hour and

gortie data. Thirty-two of those variables, ranging from
two months to 33 months accumulated data, pertain to sortie
2 history. The remaining 32 variables are similar accumula-
’ tions of flying hour history. After the created variables
. are combined with the two observed variables, there are 66

independent variables aveilable Cor resression a~ainst w2

e ———
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dependent variable, engine failures., Table 3 is the key to

variable identification.

Table 3
VARIABLE IDENTIFICATION KEY

If variable iss Then it is defined as:

X,1 ' : Observed engine failures
+ S : for the ith month
xi s where )
3 552,64, 6, 4 4 4, 66 3/2 months historical
o : accunulation of total fleet
’ sorties
X; v where
r=3,5 7, ¢« o ¢y 67 (r-1)/2 months historical
: accunulation of total fleet
sorties

NOTEs 1 equates to an observation as presented in Table 2,
In this table, i = 34,35, 36, « « oy 72.

Biomedical Standard Matrix. In general, the Biomed-

ical programs require that all data be prepared in a two-
dimensional matrix that is arranged by case, by variable.
(10111) A case equates to a month's observations in this
instance. This specific matrix was built with punch cards
and'stored in a permanent file on the G.E. 615 computer.
the next major step was the development of the prediction
models using the Biomedical Series Program BMDO2R, Stepwise
Multiple Regression package.

oA



:_ Qo ‘ _ Chapter 3
¢ R MODEL DEVELOPMENT

This chapter delineates in detail how the model was

developed, the "statistical assumptions verified, and the
predictive power of each model validated., It is divided
into four topics: (1) Computer Program Description,

(2) Building the Model, (3) Verification of the Statistiecal
Tool, and (4) Vaiidation of the Model. The analysis of the
; obtgined results and the conclusions drawn from ths analysis

are discussed in the succeeding chapter.

¢ The BMDOZR stepwise multiple regression program come-

putes a series of linear regression equations in a prescribed

sequential manner. '(10g233) The first étep selects the
independent variable that explains the greatest part of the
variation in the dependent yariable and calculates the i
simple regression relationship which exists between them.
The second independent vériable is selected on the basis of
making the greatest additional contribution to the explained
variation. Continuing in this manner, the program carries
out the regression for eéch independent variablé that can

significantly contribute to the reduction of unexplained

variation in the dependent variable. At each step, the

39
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R e

coefficient_of mi2ciple correlation (R), the standard error

AN AR

.0f the estimate, and an analysis of variance on the regres-

@

sion and residual values aré presented. Also included at

fageeioaet it

B¢ each step is a listing of the constant term and all variables
2 entered into the equation along with their respective net
4 regression coefficients and standard errors. The final por-

tion of the output at each step is a listing of all of the
independent variables not included in the equation and their
respective partial correlation coefficients. These coef-~
ficients give an indication of the relative importance of
each of the variables not yet entered into the regression

equation. After the last step, a listing of the residuals

e T ot e R T

is prepared. These residuals are the variation in the

dependent variable mnot explained dy the multiple regression

equation of the last step.

Optional output features available are: (1) a mean
and standard deviation table for all variables, (2) a co-
variance matrix, (3) a correlation matrix, (4) a summary
: table, and (5) graphic plots of the residuals against
selected independent variables that appear in the final

regression equation. (10:233)
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Buildipe the Model

In Chapter 2 the initial model base period was estab~
lished to be from July 1968.through September 1970, a period
6f 27 months.1 The first stepwise regression was run on .
this selected data with no specified limitation set on the
number of'steps that the program would executec A total of
25 steps was taken by the program before it reached the
internally specified F test alpha (significance) levels of
+01 for variable inciusion and ,005 for variable deletion.
Carefﬁl observation of all of the data presented indicated
that the standard error of the estimate, or sample standard
deviation of the regression, reached a minimum péint at the
20th step. This occurrence is portrayed in Figure 9. With
the standard error of estimate at a minimum value of 0.5650
engine failures, and the coefficient of multiple determina-
tion (RZ) equal to 0.9990 the regression equation at the
20th step was selected for use in the Technique 1 predic-
tions. The specific equation is listed in Figure 10 because
of its length. A regression equation that contains 20 vari-
able coefficients is somewhat dubious; therefore, the popula-
tion net regression coefficients were tested for significance

in two separate manners. (24:788-793)

1Technique 1 and Technique 2 were virtually identical
in all aspects of development and verification; therefore, to
maintain simplicity, only Technique 1 is discussed in this
chapter. The onc exception is that during the validation
process the prediction ability of Technigue 2 is ineludad
in the discussion.
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The BMD package progran . at each step, tests the
hypothesis that the population net regression coefficients
(Bi) are zero, in such a manner that it is a test of the
overall significance of the regression line. The hypothesis
being tested was, _

Hy Bl =By =4 ¢4 B = 0

Hl t B1 # 82 o0 Bk #0
An F statistic was calculated by performing an anslysis of
variance of the regression and residual values. The degrees
of freedom present for the regression values, at the 20th
step, were p - 1 = 20 where p is ‘equal to the number of
independent variables in the regression equation plus one
for the constant term. 7The deprees of freedom present for
the residuals, at the same step, were n - p = 6 where n was
equal to the total number of observations (or cases) consid-
ered. The F critical value with 20 and 6 degrecs of free-
dom at the .05 alpha level equaled 3.86. At step 20 the F
statistic was calculated to be 313.882,

It is obvious that the F statistic was significant
and the null hypothesis rejected. Technically, it could
further be said that there was regression in the population
and the improvement brought by fitting this regression plane
was not due to chance. It should be noted, though, that
each step (20 in all) was successful in rejecting the stated
null hypothesis,

At this point, a different tack was taken and the

population net regression coefficiuats were tested sepo-itely
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*for significance with a t test. The hypothesis under test

wass
_Ho.x Bi =0
Hy + B, #0
A t statistic was calculated for each coefficient by divid-
ing that net regression coefficient by its standard error.
The degrees of freedom pressnt for. each t statistic were
a-p=6., At the 20th step, with 6 degrees of freedom,
an alpha level of .05, and employing a two-tailed test,
tort = 4+2.447., Table 4 is a tabulation of the individual
t tests.and their comparison to tcrt'

From Table 4, it caa be seen that only oﬁe variable,
Variable 32, did not rejec* the null hypothesis. Therefore,
it could be said that there were 19 significar: variables in
the regression equation.

The same F and t tests were applied to the equations
developed for Technique 2 with similar results. The F tests
failed to reject the stated null hypothesis at any *ime and
the t tests were equally unsuccessful in limiting the number
of significant variables. The large number of variables
included in the regression equations and the results of the
F and t tests raised serious doubts about the validity of

-~

the data arrangement being employed.

Verification of the
Statistical Tool

The use of multiple rerression developed models in

making statistical infurcnces iuphics Lhol several assury siors

>
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Table 4

*t" TEST FOR SISNIFICANCE ON
SAMPLE REGRESSION FQUATION

n = 27 observations

STANDARD ERROR
_ NET REGRESSION OF NET REGRESSION
‘ VARIABLE -  COEFFICIENT COEFFICIENT “t" VALUE
: (a) (b) (a/v)
é 2 ~-0.03597 0.00613 - 5.867
: 3 0.00386 0.00052 7.423
; 4 0.07109 0,00567 12.337
33 7 '0001457 0.00053 "'27 0490
% 9 0.01387 0.00053 26,169
3 10 ~0.01286 0.00515 ~ 24497
2 12 ~0.02684 0.00492 -~ 5.455
3 15 0.00493 0.00033 14.939
4 20 0.04749 0.00372 12.766
. 23 -0.00600 0.00042 14,285
3 25 0.00150 0.00030 5.000
3 28 0.,01047 0.00398 2.630
4 32 0.01509 0.00676 2.232%
i 34 ~0.10957 0.00488 22452
1 37 ~0.00451 0.00051 - 8.843
: 38 0.09315 0.00545 17.091
d 45 0.00086 0.00035 2,457
3 54 ~0.04043 0.00442 - 9,147
4 56 0.08306 0.00560 14.832
% 62 =0.02947 0.00450 « 6,548
¥wg# yalues less than t, and not rejected

p = 21 variables (the 20 inciuded in equation at 20th step

plus one for the constant term)

Degrees of freedom = n - p = 6

HolBi":o

Hy + By # 0, ®/2 = ,025 (two-tailed test)

topr = 324447, with DF = 6 and ©¢/2 = 025

i ok
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have been made. These assumptions are all related to the
residuals or estimates of the error term €i-contained in
each developed model. They.are:

1. The residuals are clustered around a rectilinear
plane, commonly known as the assumption of linearity.

2. The residuals are uniform in their scatter or
homoscedasticity is present.

3. The residuals are statistically independent of
each other or there is no serial or autocorrelation.

4, The residuals are normally distributed.,

It was recognizéd that these assumptions did exist
and each was graphically or statistically tested to establish
its validity within the developed models. If these four
assumptions are satisfied, it is then possible to measure
the sampling error, the error associated with any given point
on the regression plane, of the net regression coefficients.
These measures could then be used Gb%make valid statistical
inferences about the true regression\relationships.

Before applying the developed models, an additional
check was made for collinearity or simple correlation
between the independent variables. When the independent
variables in a multiple regression are highly correlated with
each other, the net regression coefficients may be unreliable.
(21610) As stated above, these assumptions are related to and
tested by the residuals. The residuals are an estimate of
the error term €.l commonly cxpreserd as |

c’-‘—‘Y-Yc

K . - s . e v — 3




ieA

TIET

TR ORI

y
E':
E.
3
¥
?,
¢
3
5
3

4«

[

39

where Y is a specific cobserved value of the dependent vari-

able, Yc the estimate of Y calculated by the least squares

regression equation YC = a + bX and e the residual or devia-

tion of ¥ from Yc.

Jest of lineayitv and horoscedasticity. A visual

assessnent of the pluts of residuals against each of the
independent variables included in the regression equation
is considered to be an adegquate and useful check on the
validity of the assumptions of linearity and homoscedasti-
city. (2:608) An examination of Figure 11 indicates that
the scatter of Variable 3 plotted against the residuals is
approximately uniform and that there is no evidence of
curvilinearity. Plots of similar conditions were found to
exist throughout all of the variables in the Technique 1
equation. Reference Appendix A. Thus, it was concluded

thac the assumptions of linearity and homoscedasticity were

valid for the Technique 1 model.

Test of statistical independence. When dealing with

time series data, there is a distinct possiblility that the
residuals may not be independent. If they are not and
serial correlation can be shown to exist, then the least
squares regression analysis mzy not give the best estimates.
The estimates will not contain minimum vVariance. Yamane
recommends the use of the Durbin-tatson éest to test whether
or not the residuals are statistically independent. A d
statistic is fipured in terms of deviates and first differ-

ences and then comporad a-rirsl cvitienl volues prepaved by
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Durbin and Watson. (24:1809-813) Both positive and negative
gserial correlation is tested by this method. However, it
wvas discovered that the critical value table for d allows
for only 5 independent variables. A research of Durbin and
Watson's original work in this area indicated that this
particular test lost its significance when large numbers of
independent variables were present. (11:409-428, 12:159-
178) Deprived of this proven test procedure and unable to
find a suitable replacement, the assumption of statistical
independence among the residuals had to be left urntested.
Test of normality. The Fisher g test was employed

to test the normality of the residuals obtained at the 20th
step of each regression equation. (12152) The following
example illustrates the test performed on the regression
equation for Technique 1. The hypothesis wass

Hy t eAN (n = O,C?'Z)

Hy ef N (n = 0,0~
Two statistics g, and g,, their variances V(gl) and V(gz)
and their standardized variates Z(gl) and Z(gz) were calcu-

lated with the program found in Appendix B. Those values

weres
gl = '004437 gz = "0.7729
V(gl) = 0.2006 V(gz)‘= 0.7605
2(g;) = ~0.9908 2(gy) = -0.8862

e L
e 0 s 2 23S e e 6 N

.
B T e oo

e e e



42 i

The algebraic statement in-each case was,

P [gl < -0.4437 ‘ HOJ = P [Zcr’ts Z(gl)]

Pleps-0.7729 | By] = [Zere ® 2(ep) ]

At an alpha level of .05 and conducting a two-tailed test
2ort = +1.96. The standardized variate in both cases did

not exceed the zcr value, therefore, the null hypothesis

t
could not be rejected. However, it can be said that the
distribution is generally platykurtic (somewhat fiat) and
skewed to the left because of the negative sign on g1 and

8ae But because the null hypothesis was not rejected, the
assumption of normality was considered satisfied.

Check for high multicollinenyity. Multicollinearity
refers to the presence of correliation between the independent
variables of a regression model. As was noted earlier, it is
considered good practice to check for its presence before
accepting a regression model as reliable for use. In general,
the existence of multicollinearity results in the inaccurate
estimation of the regression coefficients because of the
large sample variances of the coefficient estimators. (153
149) Thus, the net regression coefficients become unreliable.
It should be noted, however, that while collinearity affects
the reliability of individual coefficients in the regression,
it may not alter the predictive power of the total regressicn
equation. (2:610)

The method employed for checking the seriousness of '
multicollinearity called for @ comprrison of the simple

correlation (rij) between pairs of independent variables and

Ei’
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the coefficient of multiple correlation (R). The simple
correlation for each and every independent variab}e con-
sidered was available in the correlation matrix of the BMD
output. The "rule of thumb" suggested by Klein is that if
Ty 5 > R, then the multicollinearity which exists is critical
and adversely affects the model. (15:154) The validity of
the check in this instance was questioned, however, when an
rij of .99 was compared to an R of .9995 and high coliinearif}
was deemed not to be critical. A rational approach would
assume that when near perfect correlation exists between
several of the independent variables multicollinearity does
exist to a "eritical®™ degree. Therefore, this check was
considered inconclusive.

Verification summary. In brief summary, the four
assumptions associated with multiple regression were tested
and the following conclusions reacheds

1. The assumptions of linearity and homoscedasticity
were determined to be valid.

2. The assumption of statistical independence among
the residuals had to be left untested.

3. The assumption of normality among the residuals
was considered valid.

In addition, a check for the critical level of high

multicollinearity was considered inconclusive,

Validation of the Model
At this point, ¢ docistion b-d to be made vhether to

chanpe tche basic approcch and develop a new model or to test

R R e Yy —r—————
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the forecasting ability of the existing model. Although
“there were strong indications that the model was deficient,

::it was.décidgd to proceed with the forecasting and evaluate
D the results. o L .

- As described in Chapter 2, two'techniques were
‘utilized in obtaining forecasts. Technique 1 made use of a
sihglé'model to predict for'eleveh monfhs. Technique 2
varied the model, by moving the data base, to utilize the

most current data in making eleven monthly predictions. In

this manner, two sets.of engine failure forecasts were

compiled. These forecasts are tabulated in Table 5. It was

becoming obvious that the selected approsch was not working

and only a feel for accuracy would be required. The remain-
ing emphesis was to be placed on the reasons for failure to

- accurately forecast. This "feel for accuracy" was obtained

by comparing the absolute differences between the model's )

T ANt % kAT At g wats e Py ey ror o, ey
T Kl 1 R ) R T RN A T

. forecasts and actual failures to the absolute difference

P

between:ﬁhe mean number of failures and actual failures.

NP Samioes

The results were tabulated in Table 6. Using the mean number

T L ONTRNE

of failures for the period July 1968 through September 1970
" would have provided a better forecasting tool than the model

developed here.
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. _ Chapter 4
: ' CONCLUSIONS AND RECOMMENDATIONS

This research effort endeavored to show that TF33-3
engine failures are dependent upon some combination of
historical flying hour and sortie data. A method of arrange-
ment was undertaken which transformed the data collected on

the B-52H aircraft fleet into specific historical groupings.

Salianor o b oot < o

These specific groups of data were then statistically analyzed
and a forecasting model developed. The statistical analysis

‘E was performed by the application of multiple correlation and
regression techniques to the data. Theg monthly forecasts
were made for a period of eleven months, This chapte? inter-
prets the model behavior, draws conclusions, and makeé

recommendations for further study.

PRSSN
AENceYy ]

§ Interpretation of the
| 7 Model Behaviox

B The following relationships were found to ‘exist in
the basic data: .
- 1. It was determined by the least squares method that
E engine failures and flying hours were linear in their relation-
ship., A coefficient of determination (RZ) of O.3137?indicated
that the curve fit was not relatively powerful.

2. A least squares linear relationship was élso
found to exist between encine failures and sorties.; Apain,
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a low RZ of 0.3099 indicated a relatively weak curve fit.

3. The best curve fit of sorties versus flying
hours was determined to bé a curvilinear function with an
®% of 0.7830.

The population net regression coefficients for each
model were tested for significence in two separate manners
because of the excessive number of variables present in each
model equation. First, the overall significance of each
model's regression plane was tested with an F test and in
each of the tests it was determined that regression was pre-
sent in tie population and the improvement obtained by fitting
these regression planes was not due to chance. Secondly,

a t test was applied to each of the population net regression
coefficients to test their individual significance., These
tests were unsuccessful at the .05 sipgnificance level in
limiting any model equation to less than eighteen signifi~
cant variables.

Of the four basic assumﬁtions which should be verified
before a multiple regression developed model can be usefully
employed, only three were confirmed. The assumptions of
linearity, homoscedasticity and normality of the residuals
were deteritined to be valid. An applicable test could not
be found to exist for the test of statistical independence
among the residuals. Therefore, the assumption had to be
left untested. The tests for "critical" levels of multicol~
linearity were considered inconclusive. However, when near

perfect correlation exists as it does between several of the




independent variables, multicollinearity very likely does
exist to a critical degree.

Attempts to forecast engine failures with the
developed regression models resulted in predictions with
wide variances from the failures which actually occurred.
The absolute difference between the forecasted and actual
engine failures was in several cases twice the actual
failure figure. The mean number of engine failures for the
period July 1968 through September 1970 was a better pre-
dictor of engine failures than were the regression models.
In fact, the mean failure was closer to the actual failure

for all but three forecasts (See Table 6).

Conclusions
The research hypothesis~--a combination of flying

hours and sorties can be utilized to yield accurate jet
engine failure forecasts--under test in this thesis could
not be accepted as a result of the poor forecasting nbility
of the developed regression models. Even though the re-
search hypothesis could not be accepted as a result of the

findings, the use of sorties and fiying hours should not be

- discounted as determinants of jet onpine failures. One of

the initial premises was that the inclusion of sorties in
developing a forecast model would improve the forecasting
ability of that model. This premise should be evaluated

further. Of the twenty variables included in the regres-

sion model, twelve were based upon historical sortie datea.
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Additionally, in each case, the independent variaﬁle which
explained the greatest portion of variation in the depen-
dent variable was the current month's observed sorties. ‘
These facts would seem to indicate that sorties do have a
very significant impact upon engine failure determination
and should be further investigated.

The critically high multicollinearity present in
the model was apparently the dominant factor which caused
the regression model‘s failure to accurately predict. The
authors believe that this phenomena was introduced as a
Fesuit of the method used to cumulatively arrange the data
input. The multicollinearity present in these 64 "created"
variables tended to cause the individual net regression
coefficients to become unreliable to a degree high enough

to affect the forecasting ability of the model.

Recommendations

As 3 result of the above findings and conclusions,
the following recommendations for further studies are
mades

1. The hypothesis used in this thesis should
be tested further by using different déta arrangement tech-
niques. Specifically, the data should be arranged so that
minimum multicollinearity is introduced into the regression
medel. One practical solution would be to use the indi-

vidual month’s observations as the independent variables.,
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2. A thorough study of the basic flying hour,

sortie and engine failure data should be undertaken to de-

fine its behavioral patterns.

TR P
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