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Abstrad

A new theory of intelligent adaptive systems is propcsed. The tneory provides

a single unifying frameworr, within which the neurophysiological, psychologid-l,

and sociological propeRtieb of living adaptive systems can be understood. Further-

.more, the theory offers a new basis for the synthesis of machines possessing

adaptive intelligence.

The proposed theory is of a hieterostatic type, That is to say, it is a theory

which assumes that living adaptive systcms seek, as their'primary goal, a maximal

condition (heterostasis), rather-than.assuming that the primary goal is a steady

state condition (homieostasis). It is further assumed that the heterostatic nature of

animals, including man, derives from the heterostatic nature of neurons, The

postulate that the neuron is a heterostat (that is, a maximizer) is a genci alization

of a more specific postulate, namely, that the neuron is a hedonist. This latter

postulate is interpreted strictly in ternis of physical variables, yielding the

heterostatic neuronal model that is the basis for the detailed development of

the theory.

The theory is shown to be consistent with and capable of suggesting Lnderlying

mechanisms for neurophysiolugictl and psychological phenomena. The impliha-

tions of the theory fur the mind-body problem and for the global organzAtion of the

brain are considered. Some sociological aspects of the theory are examined.

Finally, the relationship of the theory tu cybernetic -research on neural nets and

heuristic programs is explored.
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Brain Function and Adaptive Systems -

a Heterostatic Theory

1. INTIIODUCTION AND SUMMARYIA new theory of intelligent.adaptive systems is proposed in this paper. It ap-

pears to be the first theory capable of providing a single unifying framework within

which the neurophysiological, psychological, and sociological propertiesvof living

adaptive systems can be understood. Furthermore, the theory provides a new

basis for the synthesis of machines possessing adaptive intelligence.

In this introductory section, the fundamental ideas underlying the theory are

discussed an-j the principal conclusions are reviewed. The remaining sections of

the paper are devoted to a more formal developn it of the theory.

The theory originated with the belief that the -similarities between social sys-

tems and nervous systems might be much more important than their differences.

Both social arnd nervous systems may be viewed as networks, each constructed

basically out of a single type of element. In the case of nervous systems, the

neuron constitutes the network element or building block; in the case of social sys-

tems, the network elements are people. In both systems, the elements receive

inputs from many other elements and likewise send their outputs to many others.

Thirs, both systems possess connectivity patterns exhibiting substantlal convergence

and divergence. Beyond these simple structurallporallels are more important

similarities relating to information processing characteristics. Both social and

(Received for publication 3 March 1972)
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nervous systems are adaptive; they acquire new forms'of behi.vlor as a function of

experience. In both, memory and learning are distributed; information j-, not

stored in a hihly localized fashion. Bcith-types of networks employ-a redundant

structure permitting them to function reliably despite the fact that individual ele-

ments are continually dying or malfunctioning. A measure of the plasticity of the

systems is-suggested bythe factAhat both can undergo extensive damage resulting
in the, permanent loss of lai-e number.s of network elements (for example, -severe

:head wounds in-the case of-nervous systems or large-scale bombing attacks during

war in the case of social systems) and yet, after a-period of time, lost functions

can-often be recovdi-ed by, the surviving elements., Such an arrxay of~network-

properties is indeed remarkable. At least it is fair to say that, most people find

these properties impressive in the case of nervous systems. Social systems, on

the other hand, exhibiting.the same properties inspire less awe, because there is,

the feeling that such networks are at least partially understood.

Suppose it is true that we understand social systems, at least to some extent.

Why not apply that understanding of human networks to an analysis of neural net-

works? While recognizing that the proposed analogy was a tenuous one, the
decision was made to examine it further. What kinds of mechanisms could account

for the adaptive powers of these systems? Where are the mechanisms to be loca-

ted within the networks? Concerning the latter question, a plausible answer is that
the adaptive mechan.sms-are completely localized within the individual elements,

rather than that ad ,ptation is an-emergent global phenomenon appearing only in

large assemblies of interacting elements. A corrollary to this belief is the notion
that the pattern of interconnections within a network is derived from each element's

individual actions, each element forming connections based on local circumstances.
In the case of a social system, the network elements (people) can be observed as

they continually evolve new patterns of communication. It seems likely that neurons
might carry out a similar process in the brain, producing new connectivity patterns

as a function of experience. Supporting this idea is the observation that the coding

capacity of the genetic apparatus appears to be inadequate for the provision of a

highly detailed innate specification of the intercunne-tions among a thousand billion

neurons.
Complete localization of the adaptive mechanism within the individual element

makes sense from another point of view. The similarity between the evolution of

the human brain and the evolut~ir of a modern society is intaresting. The primi-
tive brain in the one case and simple villages in the other both seem to have simply

grown (evolved) by layers witboiA the older and more interior structures ever

ihaving to undergo sudden and ma.sive reorganizations. The neuron and the man

both appear to have the infLrent capacity to make adjustments when their surround-

ings change, thus permitting an evolutionary proes-cvs wnich: t,, -.ome extent at

least, simply adds additional network eleonents.
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If the neuron and the man are indeed self-contained ad' ,tive-units, are their

adaptive mechanisms complex- or simple? It seems plaus.ible that they could be,

highly complex in the case of- a human being functioning as an adaptive element in a

social system. However, is a neuron likely to embody highly complex adaptive

machinery? Probably not-. If it doesntt, then tho existence of nervous systems

functioningas powerful adaptive networks suggests, that elements possessing simple

adaptive mechanisms can ultimately yield networks -exhibiting highly complex adap-

tive behavior. Which brings us to an important question: If the mechanism is

simple in tht' case of nedrons ard brains, might it also in essence be simple in the

case of people and'societies ? Pushing the speculation even further, might the

adaptive mechanisms, in fact, be essentially one and the same in both systems,

since the overall properties of bothnetworks are so similar ? It seemed to be worth

testing as an assumption.

At this point, the case can be restated very simply. Two systems will be said

to be equivalent (C) if their adaptive mecLanisms and the information processing

characteristics growing out of these mechanisms are essentially similar. It is

suggested that from this systems theoretic point of view, the following equiva-

lence may be valid:

NERVOUS SYSTEMS M SOCIAL SYSTEMS. (1)

It is further conjectured that Equivalence (1) is a consequence of the fundamental

equivalence of the following two systems:

NEURON E MAN. (2)

Equivalence (2) seems to offer no insights w :atever into neuronal function until

a philosophical notion is introduced into the analysis. Aristotle (384-322 B. C. )

observed: 'IIappiness being found to be something final and self-sufficient, is the

End at which all actions aim." Thus, a philosophical theory supplies a third

equivalence:

MAN IIEHDONIST . (3)

From Equivalences (2) and (3), a fourth equivalence is easily obtained and it pro-

vides the cornerstone of the theory to be proposed:

NEURON =- HEDONIST. (4)
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Unlike Equivalence (2), Equivalence (4) readily lends itself to an interpreta-

tion. Hedonism implies'pleasurable and painful states, and-there is a straight-

forward wayof classitzing neuronal states into two categories, these b-ing the

states cf depolarization and hyperpolarization. Given the evident excitatory nature

of pleasure andthe inhibitory natureof pain, the following equivalences suggest

themselves i 'r the neuron:

,Df-OLARIZATION PLEASURE (5)

HYPERPOLARiZATION - PAIN. (6)

One implication of these equivalences is that a neuron will seek to obtain excitation

and to avoid inhibition. Does such a statement have a simple mechanistic interpre-

tation? It does if one assumes, as many brain researchers currently do (with

experimental evidence now accumulating in favor of the assumption), that the

effectiveness of a synapse in causin- . neuron to fire is a variable quantity, altered

as a function of experience. Varicble synaptic transmittances are then assumed to

be the repository of learning and memory. Granting this assumption, a simple

neuronal adaptive mechanism can be proposed by utilizing Skinner's (1938) frame-

work of operant conditioning, this time in conjunction with the neuron instead of the

whole animal. The idea is this. After a neuron fires, it waits for a few hundred

milliseconds or more to see how it will be affected by the action it has taken. If it

experiences further depolarization within at most a second or so, it increases the

effectiveness of the excitatory synapses that led to its firiig in the first place,

thereby increasing the )robability that it will fire the next time that some fraction

of these synapses is active. If, however, the action of firing is follower' witnin at

most a second or so with the experience of hyperpolarization, the neuron then

increases the effectiveness of those inhibitory synapses that were active when At

fired. In-this way, the probability of responding again to the input configuration

has been diminished. Thus, the neuron views excitation as positively reinforcing

ard inhibition as negatively reinforcing. A highly effective excitatory synapse,

when active, "informs" the neuron that it should fire because, by doing so, it is

likely to receive additional excitation. A highly effective inhibitory .;ynapse, when

active, "infornks" the neuron that it had better not fire because, to do so,,.is likely

to bring on additional inhibition. The effectiveness of a synapse, therefore,

encodes a causal relation, providing predictive information concerning the conse-

quences for the neuron if it fires when the synapse is active. It can be seen that

the adaptive mechanism, over a period of time, will cause the neuron to behaive so

as to tend to maximize the amount of excitation and minimize the amount of inhibi-

tion being received.

V e
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The proposedneuronal mrdEl can bi described in psychological terms. For a

neuron, temporal and spatial configurations of active synapses represent condi-

tioned stimuli (CS), firifig represento a conditioned response (CR), and the excita-

tion or inhibition.that arrives for a limited period-of time'after fPring constitutes

the urconditioned stimulus (Uý). (If 4hM8 is so, how does a neuron distinguish

between an input configuratio-.t that represents a CS and one that represents a US?

The answer may. be that it doesn't. The neuronal US may simull.,eously repre-

sent a CS with.respect~to~signals 'hat will arrive,still later. At all times, neuronal

inputs may be playing duaLrole., ýrdpresenting conditioned st'imtuli with respect to

near-future inputs and' uncond;' ined stimuli with respect to recevt-past inputs.

This would permit an assc, cia -ve chaining of sequence-s of events.,)'
Given the less-thar-rigorous naturei of the reasoning employed'up to this point,

the implications of Equivalence (4) would not ha.•e been pursued as far as they have,

had itbnot baen-ror the support the idea receivegsfrom the experimental literature

of nevrophysiology and psychelpgy. 'The observations<obtained from neuronal and

cortical polarization experiments and from the study of the mirror focus appear to

be explained by the theory. Also, the theory provides explanations for the experi-

mental results obtaine% in psychological studies of conditioning and related phe-

nomena. For these reasons, it wes decided that a more rigor3us development of

the theory should be undertaken. This development begins in Section 2. However,

in order to provide the reader with some perspective beforehand, the main con-

clusions derived from the theory are now-summarized:

1. 'The primary goal of animals, including man, is the achievement of a

maximal condition, not the acdievement of a steady-state condition. Animals

are not homeostats, they are heterostats (a heterostat is defined to be a sys-

tem that seeks a maximal condition - the condition itself will be termed

heterostasis). The variable to be maximized is that of the amount of neuronal

polarization being experienced. The amount of polarization is defined to be

equal to the amount of depolarizatin (pleasure) minus the amount of hyper-
polarization (pain). The heterostatic nature of animals derives from the

heterostatic nature of neurons. In psychological terms, neurons are hedonists
and thus the living systems they control are hedonists.

2. Nervous systems are so structured that homeostasis is a necessary

(but not sufficient) condition for the maintenance of heterostasis. This explains

why organisms vigorously pursue homeostasis even while it is not their primary

goal. That homeostasis is a subgoal suggests that survival may not be as
central a concern of living systems as has previously been assumed.

3. Experimental results obtained in neuronal and cortical polarization
studies and the results obtained in the study of epileptic foci can be explained

in terms of whether a depolarizing or hyperpolarizhig bias is imposed on the
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neurons involved. A dopolarizing'bias is positively reinforcing and causes

the effectiveness of recently active excitatory synapses to increase. A hyper-

polarizing bias is negatively reinforcing and causes'Jthe effectiveness of

recently active inhibitory synapses to increase. Epilepsy is a progressive

disease because established epilept c loci deliver polarizing biases to normal

neural tissue'. This tissue, in turn, :undergoes adaptation in response to the

imposed bias and becomes hyper- or hypoactive.

4. Habituatwn, dishabituation, 'classical conditioning, operant condition-

ing, and extinction are phenomena that can be understood in terms of the

neuronal adaptive response to depolarizing or hyperpolarizing reinforcement.

Also or importance in understanding the mechanism underlying habituation ai'e

iced-forward and recurrent inhibition as well as the existence of long-duration

IPSP~neurons. Habituation and extinction cre fundamentally the smne

phenomena.
5. The solution to the mind-body problem is an identity theory. A neuron

undergoing depolarization is elementary pleasure; a neuron undeigoing hyper-

polarization is elementary pain. The subjective event of the experience of

pleasure or pain is identical to the objective event of neurons undergoing

depolarization or hyperpolarization, respectively. Pleasure and pain provide

the single bidirectional dimension necessary to analyse mental phenomena.

Pleasure and pain are much more'fundamental and broader concepts than pre-

viously assumed. Complex forms of pleasure and pain (that is, the full range

of possible mental states) are one and the same as complex spatial configira-

tions of depolarizing and hyperpolarizing neurons. Each configuration corre-

sponds to a particular mental state. The neurons which constitute the dynamic

cinfiguration corresponding to the "mind" are those of the midbrain and

thalamic reticular formation (MTRl~F). Our "-mind" is aware of other neural

structures only to the extent that their outputs impinge on'the MTRF.

Pleasurable mental states result when depolarizing neurons are more preva-

lent in the MTRI,. Painful mental states result when hyperpolarizing neurons

are more prevalexit. The exact mental state depends upon the exact configura-

tion of depolarizing and hyperpolarizing neurons within the MTR1,. The

mental states corresponding to feeling tune, sen,,tion, and ideation resiit

when the principal inputs to the MTRF are supplied by the limbic system and

hypothalamus, bensory cortex, or nonsensory-nonmotor cortex, respectively.

6. The global organization of the brain can be understood in terms of

three major subsystemse: the midbrain and thalamic reticular formation

(MTRF), the limbic syztera and hypothalamus (LSI1), and the neocortex. The

MTRF is the command P.nd' corntrol center and the seat of conscious awarenebs.

The MTRF seeks to obcdfi extrtation and to avoid inhibition. Its sources for
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both types of signal are the sensory and-pain fibers, the LSH, and the neo-

cortex. Sensory fibers are excitatory with respect to the MTRF; pain fibers

are inhibitory with respect to the MTRF. The LSH, utilizing the innate

mechanisms of its reinforcement centers, delivers generalized excitation or

inhibition to the MTRF, depending on whether the MTRF's decisions are

leading toward or away from homeostasis. Also, the inbate mechanisms

corresponding to drive-centers permit the'oLSH' to make. some decisions, con-

cerning more specific actions to be taken to maintain homq~stasis. Tlbe neo-

cortex provides the input/output functions and memory for the MTRF. It

preprocesses incoming information, provides storage, and elaborates on the

MTRF's motor commands. ChUiosity is a manifestation of the fundarmental

drive for depolarizing stimuli. (Novel stimuli must be sought because the

habituation mechanism render. :repetitive stimuli ineffective. ) The attention

mechanism and the facilitation of limited cortical areas by the MTRF are

synonymous. Facilitation delivered by the MTRF to the cortex is positively

reinforcing and we the'reft re-remember that to which we attend, while not

remembering that tW which we do not attend. Recall occurs when the MTRF is

driven by its variety'-of inputs-Into v, stateý approximating one it has been in

before. It then sends a signal configuration to the cortex like that which it

sent out before. The result is tha' the MTRF facilitates cortical memories

laid down during the prev..ous experience. The MTRF becomes aware of these

memories when the outputs of the facilitated cortical neurons reach the MTRF.

Memory is that information acquired with cortical reinforcement supplied by

the MTRF attention mechanism; learning is that information acquired with

reinforcement supplied by sensory, pain fiber, or LSII activity.

7. Not only neurons, assemblies of neurons, and whole nervous systems

are hetcrostats; the same is true for families, neighborhoods, cities, regions,

and nations. The reason is alvays the same. In each case, the more funda-

mental elements out of which the given system is constructed~are heterostats

and therefore the nature of the total system is that of a heterostat.

8. Every aspect of neuronal function relevant to information processing

is realizable inhardware form. The heterostat can therefore serve as a

fundamental building block for the construction of intelligent adaptive systems.

The development of such systems in the future ma!, be limited by progress in

(a) the miniaturization of circuit elements, (b) the reduction of power require-

ments and (c) the development of appropriate assembly techniques.



2. HiETEROSTASIS

The analysis and synthesis of intelligent adaptive systems is the objective of

the theory presented in this report. The fundamental postulate of the theory is

discussed in this section. Sections 3, 4, and 5 test and further develop the theory,

utilizing data from neurophysiology, psychology, and sociology. Cybernetic issues,

in general, are considered in Section 6.

An adaptive system is one which modifies its internal structure as a function

of experience such that, over a period of time,, the system's behavior tends to

become more appropriate relative to some criterion. Within the class of adaptive

systems, of particular interest here will be the human brain and the nonliving

"learning automata" that have been studied in recent years.

One general theory concerned with adaptive systems already exists. The

theory is based on a concept proposed in 1859 by Claude Bernard. The concept is

now referred to as homeostaLis, a term introduced by Walter Cannon (1929).

Homeostasis refers to the con4ition of a system in which a set of "essential

variables" have assumed steady, state values compatible with the system's continued

ability to function. Essential variables are defined by Ashby (1960, p. 42) to be

those "which are closely related to survival and which are closely linked

dynamically." A theory that evolved from the concept of homeostasis suggests

that this condition is the goal of all animal behavior. Ashby (1960, p. 62) has con-

cluded, for example, that homeostasis is the goal of "a great deal, if not all, of

the normal human adult's behavior." Young (1966, p. 5) has stated a similar con-

elusion: "Brains are the computers of homeostats and the essence of homeostats

is that they maintain a steady state. Put in another way, the most important fact

about living things is that they remain alive."

It will be proposed in this paper that homeostasis is not the primary goal of

living systems; rather, it is a secondary or subgoal. It is suggested that the

primary goal is a condition which, following the example of Cannon (1929), will be

termed heterostasis. An organism will be said to be in a condition of heterostasis

with respect to a specific internal variable when that variable has been maximized.

Heterostasis, as the term itself suggests, is not associated with a steady-state

condition. In general, the internal variable to be maximized will have an upper

limit that changes as environmental constraints change. Therefore, even if

heterostasis is continuously maintained by an organism, a steady-state condition

with respect to the internal variable will not result. Furthermore, maintenance

of the condition of heterostasis is not necessary for survival, in contrast to the

maintenance of homeostasis which is an essential condition for life. With respect

to heterostasis, it will in fact be seen that living systems infrequently or never

achieve the condition. For this reason, it iW appropriate to define a heterostatic

El
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system as one that seeks (moves toward) a maximal condition while not necessarily

ever achieving it.

To some, it may appear paradoxical that heterostasis is hypothesized to be the

primary goal of living systems, while it is further suggested that this cond.tion is

not essential to the maintenance of life. Homeostasis, on the other hand, is here

hypothesized to be a secondary goal and yet it is essential to life. This apparent

paradox will dissolve if one is careful not to assume that the maintenance of life

is necessarily tthe primary goal of living systems. It will be seen later in the

development of the theory that homeostasis is a necessary but not sufficient condi-

tion for the achievement of heterostasis. This explains why living systems, in

seeking the primary goal of heterostasis, devote much time and energy to the

maintenance of homeostasis.

Some further definitions are now possible. A system that utilizes feedback

information in order to seek or-maintain a condition of homeostasis has beentermed

a homeostat. A system that utilizes feedback information in order to seek or main-

tain a condition of heterostasis will be termed a heterostat. A system that seeks

both goals will be classifidd in accordance with that goal which is primary.

We will begin the development of the theory by examining brain function for

evidence of heterostasis. This examination will reveal that a wide variety of the

neurophysiological, psychological, and sociological phenomena that have been

cataloged for man and the lower animals can be understood in terms of a single

fundamental postulate: neurons are adaptive heterostats. This postulate, in turn,

suggests a reason for the generally disappointing performance of the learning

automata that have conic out of past cybernetic research: these systems have

lacked adequate heterostatic adaptive mechanisms. The evidence relating to these

propositions isireviewed in the next four sections.

3. NEUIIOPHYSIOLOGY

A neuronal model will be proposed based on the following assumptions:

Neurons seek to maximize the amount of depolarization and to minimize the amount

of hyperpolarization they are experiencing. A neuron accomplishes this by modi-

fying the effectiveness of its synapses after impulse generation. If Impulse

generation is followed by further depolarization, the effectiveness of recently

active excitatory synapses is increased. If hyperpolarization follows impulse

generation, the effectiveness of recently active Inhibitory synapses is increased.

These assumptions will be more precisely defined below in Section 3.1. "Recently

active" synapses are those that contributed the excitation or inhibition which was

effective during the generation of the impulses. "To seek a goal" and "to converge,
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by. means of feedback, toward a particular system state" will be equivalent expres-

sions in this paper. It can be seen that neural inputs in the proposed model serve

a dual role: as stimuli relating to the produhLtion of actionpotentials and as posi-

.tive and negative feedback signals relating to the regulation of synaptic transmit-

tances. It will be shown that this model possesses the two basic properties

required of a circuit element from which learning automata are to be conscr ýted.

Furthermore, the model offers a simple and consistent basis for understandit'g

neuronal adaptive behavior.

3.1 The Neuronal Model

3.1.1 NEURONAL IIETEROSTASIS

It will be helpful to define the model in mathematical'terms. To this end, a

neuron will be viewed as receiving n numbered bynaptic inputs, each of which

delivers a series of action potentials. The frequency of arrival of impulses at the

ith synapse will be represented as the input intensity, fi(t). This measure of fre-

quency reflects the activity of the synaptic knob at time, t. Also associated with

each synapse will be a weight, wi, representing the synaptic transmittance or

effectiveness (that is, the amplification factor) applied to the frequency, fi.

Weights Are constrained to be positive in the case of excitatory inputs and negative

in the case of inhibitory inputs. The weights are postulated to be the repository of

learning and memory and therefore they vary with time according to the experience

of the organism. Also, a weight value in this model reflects an input's effective-

ness as a function of the location of the synapse on the soma or within the dendritic

field.

The computation that a neuron performs in "deciding" whether to fire consists

of a spatial and temporal summation of the weighted inputs followed by a threshold-

Ing operation. That is to say, the neuron generates an action potential only if the

following relationship holds:

n wiWt) fi(t) W ?(to) 
(7)

1~ 1

where

n = the number of synaptic inputs,

wi(t) z the synaptic transmittance associated with the it" input; positive and

negative weights correspond to excitation and inhibition, respectively,


