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ALSTRACT

In the procurement of electronic systemns by the Department of Defense,
electromagnetic compatibility bhas generally been considered in the design
phase by the application of somewhat rigid «nd rather general specifications
to the individual equipments/subsystems,

This repoit examines the pertinent stardards and reviews existing efforts

to predict intrasystem compatibility via cormputer aided techniques.
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I. INTRODUCTION

In the procurement of electronic systems by the Department of Defense,
EMC has generally been considered in the design phase by the application
of somewhat rigid and rather general specifications to the individual equip-
ments/subsystems. For example, MIL~STD-461 places limits on the allowable
emissions from a subsystem (a "black box'") and also places limits on the
susceptibility of subsystems to emissions from other subsystems. This
MIL-STD basically attempts to insure a ''quiet system,” i.e., ‘he specifi-
cation controls undesired or noise type signals within the system.

The problem here is that the MIL~STD's (e.g., MIL-STD-461, MIL-STD-826,
MIL-$TD-6131) are not written individually for each system under considera-
tion, They are a set of specifications which are to be applied to all sub-
systems/equipments the Air Force (as well as all departments of DOD for the
current MiL~STD-461) purchases., The present subsystem EMC specification,
M1L-STD~461, seems to have evolved over the past 30 years and it is dif-
ficult to surface any rationale for the limits in these specifications., In
fact, it seems that it is fundamentally impossible to atfach any rationale
te these general specifications at all. To do so, one would have to assume
that one set of specifications could insure compatibility for such a wide
t'ass of applications,

To illustrate the deficiencies in the present epproach, consider the
iolloving. The electromagnet c energy emitted by subsystems will be coupled
to other gsubsystems through various transfer paths., For example, signals

¢n & power line which are not at the power frequency may be undesirable
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since they may cause interference by coupling to other subsystems as a result
of direct conduction through the common power supply, radiation to nearby
sensitive receiving antennas or radiation to other wires and equipment
cases. Also the signal on the line at the power frequency will couple to
ocher subsystems, pessibly causing interference. What would be very de-
sirable to know are 1) the levels of the desired as well as undesired emis-
sions, 2) the portions of these emissions which are incident upon each sus=-
ceptible device due to transferral through each coupling path and 3) the
quantitative susceptibility of devices to the incident energy. If one can
determine these items then a meaningful Jetermination of compatibility can
be made,

Herein lies the primary deficiency in the present approach to EMC of
applying the same MC subsystem specifications to many differeut syrtems.
Simply placing limits on allowable emissions ani susceptibilities of sub-
systems will not necessarily insure compatible operation of these subsystems.
In certain cases, the actual emisgions from the subsystems (even though they
do not exceed the limits set by the MIL-STD's) when transferred through the
various coupling paths may well exceed the prescribed susceptibility limit
(set by the MIL-STD's) of a device. On the other hand, the limits may be
too stringent requiring unnecessary suppression neasures. Therefore, to
achieve compatibility for a system and oprimize tlie required interference
suppression measures, one chould determine the energy coupled between the
subsystems,

Clearly a subsystem will be affacted to some degree by all socurces cof
energy (e,g., desired and undesired, wires, cares and antennas, etc.). A

fundamental requirement tor insuring compatinility of a system thean is the
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consideration of all raths of electromagnetic energy transfer. Not only
must one consider the totality of these paths but the total amount of
electromagnetic energy transferred must be determined; at least the "sig-
nificant" energy must be determined. Obviously, the terms "all paths"

and "total amount of transferrei electromagnetic energy' are only concep-
tual topics. In a practical application, achieving these objectives would
he an impossible task, We are only emphasizing the obvious point that all
sources of energy will to some degree affect each subsystem in an actual
deployment. This comment points out that not only should one consider
coupling of energy generated within the system but also energy generated
outside the system which i incident up.~ the subsystems should not be dis-
regarded. Also one mue: consider desired or functional signals as well as
undesired or nonfunctionil signals. For example, oue cannot neglect the
power supply fundamental frequency (e.g., 60HZ, 400H2) in determining sub-

system compatibility since the subsystems will be affected to some degree

in an actual deploymeat by these signals.

A system can be defined in many ways and is subject 0 a great deal of
varisbility depending upon the particular needs. One muy define a resistor as
2 "system.”" On the other hand, one may dzfine the entirc untverse as a
"system.” Between these two extremes lies a compromise definition cf a
1 system. For exsmple one may define an entire precision approach radar
complex as & systew., Within this system may be included the facilities

- the PAR site tv communicate with the 'outside” world such as the VHF
voice comminications.

Clearly the deffaitivn of a system depends upon tne situstion at hand,

1 Within a svetem we wway isolate subsystems. The definition or delinraticn




of these subsystems generally is a compromise of two considerations. If
one breaks the system into many subsystems which are physically small, then
the analysis may become too unwieldy. For example, one cculd define the
subsystems for the PAR complex at the component level, i.e., resistors, in-
ductors, etc. However. if one defines the subsystems on a more macrescopic
"black box" level, e.g., transmitters, power supplies, etc., then the result-
ing "model"” of the system conaisting of an "interconnection" of these black
boxes may not admit an acceptable degree of sccuracy in tne system analysis.
For example, one may model a communications receiver as a frequency dependent
sengitivity curve. Yet this macroscopic model does not predict other effects
such as intermodulation, crossmodulation, etc. Alternately, the receiver
could be modeled at the component level to include 2ll these effects with
the resulting complex analysis. One could conceive of an electronic system
&s a set of "black boxes'" which are connected by wires (cables) and antennas.
In other words, these boxes would communicate or interact with each other
through the transfer of electromagnetic energy via coupling between wires,
antennas and the boxes themselves.

In order to determine quantitatively the coupling of electromagnetic
energy between the various subsystems, a mathematical system model should
be determined. This model would consist of analytical models for genera-
tors and receptors (or processors) of electromagnetic energy along with
analytical models of the various transfer paths. The use of the term svs-
tem model does not imply that there will be one model for all systems, Ob-
viously this cannot be the case. A system model is merely a mathematical
interconnection of the various subsystem mathematical models to represent

the actual system.
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In a realistic situation, the subsystems are affected by elertromagnetic
energy from outside the system as well as from inside the system which will
be denvted as intevsystem effects and intrasystem effects respectively. Iater-
system effects result from natural as well as man made sources. Examples of
natural sourcés are cosmic or extraterrestrial sources and thundezstorms. The
man wade gources include desired as well as undesired or extraneous energy.

The radiation {rom neon signs and spurious emissions from a transmitter are
examples of undesired man made sources, whereas the fundamental frequency emis-
sion of a transmitter is an example of a desired man made source. It seems
reasonable to assume that intrasystem effects are the more difficult to con-
sider if we assume that the physical proximity of systems is much greater than
that of the subsystems within a particular system., In view of this assumption,
one may model intersystem effecie as point sources or uniform field sources in
many cases. Additionally, in determining intersystem coupling between two dis-
tinct systems, the wire-to-wire coupling between systems seems intuitively to
be negligivle in comparison with intrasystem wire-to-wire coupling. Also an-
tenna-to-antenna coupling for intrasystem analysis will require near field con-
siderations in many cases whereas far field considerations are generally suffi-
cient for intersystem considerations.

In the past, intrasystem coupling of electromagretic energy generaved
within the system has been considered through the adjustment of the general
subsystem specifications by granting waivers. This adjustment of subsystem
specifi:ations is based upon engineering experience and results in many cases
ip overdesign with associated unaecessary costs and in some cases in system
incompatibilities necessitating costly retrofit. These inaccu.acles should

not be totally attributed to the pro‘ect enzineers. lue physical size and




complexity of modern systems present a monumental problem of interaction which
in many cases exceeds human enalytical capability,

Pearlston has pointed out many inconsistencies in the primary subsystem
EMC specifications; MIL-STD-461, 462, 6181, and 326r11. The specifications
basically limit the amount of undesired radiated and conducted electromszgnetic
energy from equipments (e.g. cable conduction, box radiation, etc.) and provide
upper bounds on the susceptibility of a device to radiated and conducted elect-
romagnetic energy which enters a- various "ports" of che device (e.g. wires,
antennas, etc.).

The obvious problem, however, is not ’.he subsystem specifications but
that the totality of the coupling paths is not presently considered in suffi-
cient analytical detail. For example, one could model the transfer paths (e.g.,
wire~-to-wire, . ‘cv-wire, antenna-to-wire, etc.) with mathematical transfer
functions which accurately reflect the physical location and proximity of the
subsystems within the system and the types of coupling paths (e.g., conducted,
radiated, wire-to-wire, etc.). The inputs to these mathematical transfer
functions could be the limits in the above applicable MIL-STD's for the gen-
erated extraneous (undesired) energy (we are assuming as a vorst case that the
devices actually emit signals at the levels of the limits) and design deter-
minad levels for desired energy. To consider the total electromagnetic energy
within a system, one must include all desired sources of electromagnetic energy
(e.g., transmitter fundamental) as well as all undesired sources (e.g., trans-
mitzer spurious frequencies). The total effect of these sources on each sus-
ceptible device or receptor could be determined through an in-depth quantita-
tive enalysis based on the mithematical description of the various coupling
paths. The total electromagnetic ¢ffect at the receptor port could be com-

pared with the susceptibility limit for the appropriate MIL-STD to determine
6




if system compatibility will be achieved by subsystem compliance to thes:
specifications. The point to be made here is that ‘. all sources of electiro-
maguetic energy (desired and undesired) are considered in determining the
electromagnetic eanergy incidznt upon a subsystem or device and if all sources
of extraneous energy conform to the above applicable MIL-STD's then the system

will be guaranteed compatible (within the confidence of the models) if the

total energy incident upon each subsystem (determined analytically above) docs

G not "violate" the applicable susceptibility specification in the cese of unde~

sired receptors or a design determined susceptibility limit for desirea recep-

tors. This of course assumes that all devices .ind subsystems wil{ be properly
tested to insure their complisnce with the appropriate MIL-STD';. It should

be clear that if un in depth quantitative analysis such as the above is not per- \
formed, then little confidence can be placed in system compatibility from com- ’
pliance to the MIL-STD's.

The above approach has difficulties however. 1In order to insure compati-
bility one must consider all sources of electromagnetic energy, undesired and
desired, intrasystem and intersystem. This will be impossible to implement
even on the largest computers for even moderate size systoms. One then must
make assumptions (hopefully reasonable ones) to made the computation tractable.

The mathematical modeling of the genevators, coupling paths and receptors can
be simple or difficult depe.iding upon the effort one wishes to place in this

area. The modeling of the receptors or processors of electromagnetic energy

seems to be the more difficult of the three. The processing of electromag-

netic energy by these receptors is in many cases quite subjective and does not

WL WU, AT A

admit a simple description. For example the level of noise which produces

interference in a commnications receiver is highly dependent upon the listener

AL A L AF b

(i.e., a novice listener or a ''seasoned veteran').
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A coamon (and quite reasonable) assumption in the determination of the
coupling descriptions avre the assumptions of linearity and time-invariance of
the couplin, mediums. By linearity of the coupling medium we mean the foliowing.

Congider two sources of electromagnetic energy G1 and G, and one receptor, R,.

2 1

Basically, linearity of the coupling paths means that if G1 produces effect
El incident upon R1 with G2 “turned off" and G2 produces effect 52 incident

upon R, with G1 “turned off" then G1 and G2 operating simultaneously will pro-

duce an effect E. + E, incident upon R Clearly this is not a rigorous defi-

1 2 1°
nition of linearity btut should serve our purposes here,

Basicelly the assumption of time-invsariance of the coupling paths means
that the mathematical parameters sufficiently describing the coupling paths do
not change with time. These assumptions of linearity and time-invariance of
the coupling paths merely simplify the mathematical anaslysis and have been
jmplicitly assumed almost universally (and with gord justification) in the
field of EMC., With these assumptions we ma'- 4determine frequency domain trans-
fer functions for :“e coupling paths since a trequency domain description of &
linear, time-.nvariant system is equivalent to 2 time domain description.

The inputs to the transfer functions can be frequency domain descriptiors
of the generator outputs. For example, the time domain output of a generator
can be represented equivalently in the frequency domain through the Fourier
Transform. The result of transferring the generator outputs through the trans-
fer functions of the roupling paths yield 2 frequency domain description of
the effects of the generators on the receptor which if desired may be converted
to a time domsin description through the inverse Fouriler Transform, At this
point the modeling difficulties increase greatly. What is required is a mathe-

matical description of the effect uf this incident energy upon the receptor,




This is clearly very subjective and difficult to provide correctly in most
caces.

For example, one may wish to determine a frequency dependent susceptibil-
ity threshold for the receptor. A common way of doing with is to apply sinus-
oidal input signals A sinwt to the input port and at each frequency f = % m
increase A until a "malfunction" occurs. Then if the total incident effect due
to all the generstors at the receptor port exceeds this threshold at a particu-
lar frequency then surely one can say that the device is '"susceptible." However,
if the incident effect (described in the frequency domain) at a particular fre-

quency does not exceed the threshold at any frequency then can one ssy that the

device {s not susceptible? It is doubtful that one can be assured of this for

the following reason. If the receptor processes the incident "effects'" linearly

then we may represent this ag a linear system. If an imput u(r) is applied to
a linear, time-invariant systam with impulse response h(t), then the output,
! y(t), will be given by the convolution
o
y(t) = I h(t-1) u(r) dv (1-1)
-
If the Fourier Transform of u(t), U{(w), is obtained, then the output 'spectrum"
will be given by
Y(w) = H(w) U(W) (1-2)
wvhere H(W) is the Fourler Transform of h(t). The inverse Fourier Transform of
Y(w) yields y(t) as

1
@) =3 [ H@ v I o (1-3)
-
§ and the output is a summation of the effects of each component of U(w). There-

fore the susceptibility level determined by applying sinusoids to the device in
y the above manner may not be the relevant indicator ¢f susceptibility due to this

9




suzmation of effects even for receptors which process the incident effects
linearly. This idea of & frequency dependent 3usceptibility threshold has been
i1 constant use in the field of EMC and clearly needs some justification., Some
genersl attempt is made in the MIL-STD's to account for this effect through the
use of a broadband specification., However, it seems that the reason for insti-
tuting this type of specificetion was the reslization that measurement equip-
ments do not have infinitesimally small bandwidth.

To simplify the analysis, one might also make the assumption of "unilateral
effects." By this we mezn that the receptors do not 'load” the generators and
one may simply determine & "transfer function"” between each generator and each
receptor whose output is dependent on the input yet “he input is not affected
by the outpu:;.., Also oae might assume that classes of generators do not inter-
act. For example, we might assume that the output of a transmir~ .. is not
affected by the wire voltages. If thege assumptions sre msde, then the compu-
tational difficulties are reduced asubstantially since one muy determine through
independent analyses the effects at a receptor due to each source individually,
Then however, all these effects must be added to yield the total effect ¢i all
sources ~n the receptor. This last point is very important if one wi-.nes to
discuss compatibility. Considering partisl etfects of sources is aot a valid
way of determining compatibility.

Another difficult area in this type of modeling effort would be the deter-
mingtion of intersystem effects. However, as pointed out above, these effects
could be modeled on a worst case basia much more easiiy than intrasystem effects,

The main deficiency fu the oresent approach ro system EMC is that the energy
coupled between subsystems is rot presently corsis:izd in sufficient analytical
detail, Also, intersystem 2ffeccs are not cusrcidered except through zdjustment

of the limits when intersystem souices ar: niown {e.g., when a high power radar
i0
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is in close proximity to the svstem). We should also point out that the
MIL-5TD's generally exclude functional signals from consideration (e.g., the

60 HZ power frequency). However, even if compliance to the above MIL-STD's

was shown to insure system compatibility through an indepth analysis as sug-
gested above, there would be no optimization in the design of interference sup-
prssion since the MIL-STD's are formulated apriori, e.g., without consideration
of the needs of the specific system,

This is not to say that there is no need for general type subsystems speci-
fications as are presently in existence. There are many cases in which the
final system configuration is either unknown or not fixed. Also the system
environment may not be known or fixed as with an aircraft. However, more mean-
ingful general type specifications could be developed for classes of general
systems through the long term quantitative experience gained in enalyzing par-
ticular types of these sygstems through an indepth quantitative analysis based
on the evaluation of the various coupling paths within each system,

A comprehensive survey of the problems and a proposed solution in the
determination of intrasystem compatibility can be found in (2],

In conclusion, we see that the application of subsystem limits in their
present useage, e.g., MIL-STD-461, 1§ adequate in many cases for the follow-
ing reasons.

1) Simply placing limits on subsystems will not insure compatibiljty

of these subsystems unless the various coupling paths are con-
sidered in detail, analytically,

2) Subsystem compliance to the specifications generally wil) not

result in optimum system design from the standpoint of required
interference suppression, minjimum system weight and complexity,

etc.
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3)

4)

5)

6)

7)

The quantitative analysis suggested above would provide a way of determin-

The impact of granting waivers on the overall system coapati-
bility cannot be easily or accurately assesged.

The impact of future design changes, i.e., system modifications
in terms of subsystem additions or deletions, cannot be easily
or accurately assessed.

The impact of design trade-offs on system compatibility cannot
be easily or accurately assessed.

The expense of system tests generally exceeds that which is re-
quired since critical areas cannot be determined which would
allow focusing of the test effort,

Subsystem/equipment test data cannot be related to system per-

formance,

ing more precisely the cost and mission effectiveness of a system,

12
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11, TECHNICAL INTRODUCTION

Here we will discuss the concepts of mathematically modeling the transfer
or coupling paths. We will assume that the transfer paths consist of radiation
and direct conduction (for wires only) between wires, antennas and boxes. We
then are faced with modeling the coupling modes of wire-to-wire, wire-to-antenna,
wire-to-box, antenna~to-wire, antenna~to=-antenna, antenva-to-box, box-to-wire, .

box-to-antenna, znd box-to-box.

2.1 Wire-to-wire

He will begin the discussion by reviewing basic transmission line theory,
These results and derivations are given in many texts[3-111. Consider the
parallel pair of wires (e.g., a transmission line) of length £ and spacing be-
tween centers D shown in Figure 1. We can model the transmigsion line as in

Figure 2 where zl, I tz, r, are the self inductance and resistance per unit

2
length for wires 1 and 2 respectively, c,g are the capacitance and conductance
per unit length betw.en the wires and m is the mutual inductance between the
wires per unit length.

The voltage and current along the line are functions of two variables x
and t where x reprasents distance along the line and t represents time, i.e.,
v(x,t), 1(x,t). Therefore we may write using elementary lumped circuit analy-
sis techniques for = small, infinitesimal length of line, Ax

v(x + Ax, t) - v(x,t) = -gix 9—-;—?5'—”- - rAx i(x,t)

(2-1)
L0 + A% t) - i(x,t) = -chM-a—:—ﬂa-‘l - gbx vix + dx, t)

where the current in line}, 11(x,t). equals the current in line 2, 1,(x,t),

13
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f.e., 11(x,t) - -12(x.t‘ = j(x,t) (and L = (11 + 12 4+ 2m) and v = (rl + tz)).
Dividing (2-1) by Ax and taking the limit as Ax <0 yields the standard

partial differential equations describing the transmission line

d ;ix,t[ - ia: t) .. 10x,t)

-a——;i-x-l-t-)- " -C h—é:—-l—t-l -~ g v(x’t)

(2-2)

Now if we assume all varisbles on the line are sinusoidal of frequency f = ©/ 2m
then we may write without loss of generality

v(x,t) = V(:t)e'mt

Jo (2-3)

1(x,t) = I(x)e
vhere V(x) and I(x) are functions only of x (this amounts to the usual separa-
tion of variables method of solving partial differential equatioms).

Substituting (2-3) into (2-2) yields

(ggill) ejmt = -jwl I(x)ej“’t -r I(x)ejut
(2-4)
(B) % o - jue vm)e!™ - v e
By cancelling ej“t we have
dV(x) = = (lwL+ 1) I(x) » - 2 ¥I(x)
dx
(2-5)
dI(x) = - (jwc +g) V(x) = - y V(x)
dx

a set of ordinary differential equations. Differentisting (2-5) yields

dzvgx) = -2 2%&51 = zy V(x)
dx? (2-6)

and similarly

2
d—!_(!l = 2y I(x) (2-7)
dx?

16
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These equations are solved from (D = g; operator).
®% - 2y) V(x) = 0 (2-8)
There are two roots of . he characteristic equation (D2 ~-2y) =0, &£ [zy , and

the solution is

V(x) = AeY™ 4+ Be™? (2-9)
2-
I(x) = Ce”™ + pe ?*

vhere y = Jr;;..

Differentiating the second equation of (2-9) yields

N 7 -
'd‘:-xtx'l = YCe x. YDG.” a-y V(x) (2-10)

from (2-5). Therefore the equations of the line become

V(x) = A" 4+ Be-yx
. (2-11)
I(x) =-A ¥ 4+ p e

z, 2,
- z '
where z, ’ /y is the characteristic impedance of the line.

Now to solve (2-11) we must apply boundary conditions to obtain A and B.

Suppose the terminations for the line are ss shown in Figure 3 where 3_ and 3

S L
Jut

are complex impedances and vs(t) = Ve is a complex sinusoid. Then we have

S
from Figure 3 V(0) = VS - I(O)zs, V(L) = I(:)BL. Therefore we may solve the
following equations for A and B

VO) =A +B =V - I(O)ZS

Vig) = Aéys + Be-yz = I1(5)3

L
10) = A - B (2-12)
ZG ZO
IG5 =4 ¥ _B e
%0 %0

Jw

We then may cbtaln vix,t) = V(x)emt and 1(x,t) = I(x)e t for any point x on

¢the line and any sinusoidal voltage source vs(t) = vsejwt,

17
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We could also produce a set of equations relating 1(0), V(0), I(fL) and
V(£), the termninal variables of the line, in two port parameter form as
V(0) = V(L) cosh y£ + I(,t)z0 sinh yf

(2-13)
I1(0) = XI(L) coch y£ + V(L) sinh &£

%0
Now the difficult part is computing the capacitance, inductance, resistance
and condactance per unit length for the lines. To illustrate typical calcula-
tions for these quanrities we will consider a pair of infinitely long conduct ics

as in Figure 4. The wires have radii Tul and r Let us assume that wire 1

w2*
ané wire 2 carry 9, and q2 coulombs of charge per unit lengih distributed uni-
formly over the surface. Consider a single wire in free space with q coulombs
per unit length as in Figure 5. The electric field due to this charge distri-
bution will extend radially from the conductor since the charge is assumed to be
uniformly distributed over the surface of the wire. From Gauss's Law (which
also is one of Maxwell's equations), 'The surface integral of the normal com-
perent of the electric flux density,.g, ovz: any cinsed surface equels the
charge encloscd, Q," i.e.,

[[D-d=q (2-14)
where 5: is a unit surface area normal to Ti If we agsume that the medium is
homogeneous and isotropic then 3 = if where ¢ is the permittivity of the medium,
then (2-14) becomes

[[E- & =Y (2-15)
Therefore using Gauss's Law where the area is a '"pill box" with the wire pass-
ing through its center, of R radiu: and length l meter,

Q=qx (1 meter) = jf‘ﬁ . J: = dﬁ‘ZNR (2-16)

-
since the surface area ig 2R x 1. Therefore, the magnitude of'f, IEI, is
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given by

-
-9 -
|E| SR (2-17)

and is directed radially from the wire,
Now looking "end-on' on the wire we will c¢zlculate the potential differ-
ence between two points Pl and P2 as in Figure 6. In calculating the potential

difference between Pl and P_ we use the definltion of potential difference

2
D

’\

J
!

-
2% .3

™

Via (2-18)

-
where df is the unit path length. Along zz the integral is zero since this is
an equipotential surface (due to the fact that E * dg = IE! ldzl cos O and ©

along this path is 90°). Along path t we simply have

1
D
Viz * 28w
D1 mey (2-19)
. in D2 volts
me Dy

The capacitance between two bodies is defined as the ratio of charge «n
the two bodies to the potential difierence between the two bodies, i.e.,

c=Uy (2-20)
The capacitance per unit length of the two wire line is therefore

= (2-21)

iz
where q is the sum of the charge per unit length for each line and V12 is the

potential difference betwern the conductors.

Returning to the original problem of the determining the capzacitance be-
tween the two wires, let us assume the "medium" is linear and use superrosition.
Assume q, * 0. Therefore wire 2 being a conductor is an equipotential surface
and the potential diff{eience due to q is from our previous derivatiocn

q
5%: ",;2. (2-22)
wl 21
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wvhere we use the path of integration shown in Figure 7, and 12 and z3 are

equipotential surfaces,

Now we find vy due to q, with q = 0 as

2

-~ w2 owmip

2ne T2 = e D (2-23)
Therefore the total potential difference is
r
.__q_{ 2 .32}
V2 Tme LT Y P (2-24)
ol
where we assume q, = -q2 = q. Rewriting (2-24)
2
9 (D
v,. " n (2-25)
12 2ns LI, )
and therefore
c-vJ--.——z-"LDz— (2_26)
12 m( r)
Twl w2

Now we compute the inductance per unit length, L. Consider a single wire
in a medium of permeability u. Wo assume a current I is uniformly distributed
throughout the wire, Inductance £ (per unit length) is defined as */I where ¢
is the total amount of flux (per unit length) linking (enclosing in a complete
path) the current I. So, ¢ is what we are seeking, First, we determine *int’
the flux internal to the wire, and then we determine 'ext’ the flux external to
the wire.

Consider Ampere's Law
P |

J H e+ df =1 (current enclosed by path) (2-27)
close

path
Now the ﬁ'field in the wire is totally tangential (assrmed infinitely

long wire and uniform current distribution), therefore

- S
r Hedf=2nr Ho=1

M (2-28)

r

where HT is the tangential magnetic field and 1r is the portion of 1 enclosed

23
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in radius r as shown in Figure 8. If we assume the current is uniformly dis-
tributed in the wire, then the portion of 1 enclosed in radius r is given by

2

nr
L@l ! (2-29)

w}

Therefore
2

nr
nr l-l,r '-n_-zI I (2-30)

or

H r

- = 5;;5;- 1 (2-31)

and the magnetic flux density (per unit length) is

= - “ -
By = by 2_“%%1 I (2-32)
wl

where u“ is the permeability of the wire. In a tubular element of thickness dr
and unit length along the line, the total magnetic flux (per unit length) is

the product of BT and the cross sectional area of the elemert normal to the

flux lines or ¢ = I I'ﬁ . a: (j; is the unit surface area) or
bt

an
Tw1

The flux linkage d§ per unit length due t¢ the flux in the tubular element

d¢ = I dr (2-33)

is given by the product of the flux per unit length and the fraction of the

current linked. Thus

dy = -T"'z dg = “‘“%3 dr (2-34)
' Tl mrg)

Integrating from the center of the conductor to its outside edge to find the

total flux linkages inside the conductor,

Fol Hm1r3
wl (2-35)

- bl
an

25




Now we wust compute the flux linkages from flux external to the conductor,
The H field is (tangentisl to the conductor) and
- L
“T 2nr

n -&
T 2nr

(2-36)

where the permeability of the medium surrounding the wire is y. The flux in
the tubular element of thickness dr i: (& = I f B ¢ da) (see Figure 9)
- Bl -
dé e dr (2-37)

The total flux linkages between P1 and Pz then is given by

o p o, D
VYext = JDI nr dr = m B SI (2-38)

Now congider the two wire line in Figure 10 with associstea currente I1
and I2 directed into the paper. Let us determine the flux linkages for wire 1

with I2 = 0 between the wire and point X. From equation (2-35) and (2-38) we

have
TH | wl D
AR I T (2-39)
wl
Now for I2 % 0 and I1 = 0 we have
Wl D
PR E T (2-40)
Therefore the total flux up to point X linking I1 is given by
o mth,
(2-41)
S M by el Dy
Bn n rwl m D

Equation (2-41) may be rewritten as

M I ()4 pl
-0l 1 1 2 1. w ]
WUt Pt o+ [1y moy +1, Mmooy (2-42)
Since I2 - -I1 (we may assume s closed circuit) we may write

T § wl wl D
Lowl 1.1 T2, 1w X
" o + n & Tl + M n p ! n [11 o sz] (2-43)
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Allowing point X to go to infinity .. detcrmine the total flux linking conductor

D
1 due to I1 and 12 means that lxlbzx < 1 ard the last term in (2-43) vanishes.

Thexrnfore we may interpret the self inductnce of wire 1 as
M
Bt e (2-44)
wl

and the autual inductance as

-hog 1 .
L% Zﬂb'D 1245)

Similarly for the second wire we have
LR |

z2 L + 2n tn 4
w2

(2-46)

S e

.
124 B

Definem = m,, = m

12 21°

We may also derive the per unit length capacitance to ground for s wire
suspended above a ground plane as shown in Figure 11, To solve this problem
we make use cf the method of images. Essentially this method states that we

may effectively replace the ground plane with the image cf the conductor as in

Figure 12, Fiom equation (2-26) we obtair

e ne
‘e " m&Z gm2h (2-47)
P4 r
w ]

Similarly one may determine the self inductance of a wire above e ground
plane through the method of images. Also the mutual inductance and cepacitance
between two wires above a ground plane may be determined through the method of
images.

The resistance per unit length, r, can be written as

+r (f) (2-48)

rT=r
d.c. a.c,

where Ta.c is the bulk resistance of the wire aad LI (f) is a frequency

dependent resistance reflecting the fact tnat for higher frequencies, the
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current terds to concentrate wore closely to the outer surface of the conductor,
i.e., skin effect. The above per unit length line parameters are derived in
many trxts.rs-B‘ Thus we may draw the equivalent circuit for an infinitesimal
length of iine AX as in Figure 13,

The derivation and solution of the partial differential equations of the
line are nuite straightforward. The difficult portion of the analysis is the
derivation from elementary field theory of the per unit length parameters for
actual lines (finite length, shielding, grounding, etc.). Also in the above
derivations w: have used a number of contradictory assumptions to wmake the com-
putations tractable. For example, we assumed that the current through the wire
was uniformly distributed throughout the wire in determining the inductance of
the wire per unit length. However, the current for higher frequencies tends to
concentrate more closely to the outside surface of the conductor due to skin
effect. Also the equation for the capacitance per unit length given by (2-26)
is only accurate for D > Tl and D >> LT This is due to the fact that closely
spaced wires produce a nonuniform charge distribution; "proximity effect."” A
more sccurate formul. is given in [5] and [7). Also we should point out that
the above calculations for self and mutual inductance per unit length and capaci-
tance per unit length were made assuming static conditions! lMaxwell's equations
for the time varying field case modify Ampere's Law as Ao l = f e ) . da

closed path 2closed sur S
where the term J is the usual conduction current density and LY is the displace-
ment current density. For static fields, the equation reduces to Ampere's Law.
For non-static conditions, i.e., sinusoidal excitation of the line especially
for high frequercies, one thould be very careful to determine the correct per
unit iength parameters and not assume that static parameters can be used to

describe non-static conditions. Despite these approximations and inconsistencies

many very accurate results ave ohtainabie. Actually one could determine the per

1)
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unit length parameters through measurements on representative lines using the
above mathematical model without resorting to a strict field theory derivation.
The derivation of these quantities for actual lines is a very difficult matter
(1f one does it properly).

A common way of approximating the distributed parameter model of a two wire
line is the following, If £ is the total length of the line, then define
C=cx$, L1 = ti X £, R1 = ti x£ G=g x £, and M = m X £ which yield the
lumped equivalents given by the lumped T equivalent in Figure 1l4a and the lumped
" (pi) equivalent in Figure 14b., One can achieve better approximations by cas-
cading the above sections to yield the lumped double-T equivalent in Figure l5a
and the lumped double-m equivalent in Figure 15b. One could continue cascading
these lumped sections and in the limit as the number of sections approach infin-
ity we would have the exact distributed model. (Notice that the total line
parameters, Li’ Ri’ G, C, M, are proportioned among the number of lumped elements
in each represasntation.)

Let us apply the lumped equivalents to the network of Figure 3. Using the
single section lumped 7 network in Figure 14b we have the lumped equivalent in
Figure 16, In Figure 16 we have a simple lumped network to solve for the ratio
H(w) = VL/VS. We may use standard lumped network theory to solve this problem.
(We may write Node or Loop equations or we may assume VL = 1 volt Zﬁ? and work
backwards to obtain Vs). Note that with this method we do not need to apply
boundary conditions to determine A and B in (2-11) as in (2-12). However, this
method is an approximation to the exact dis.vibutive model.

The crucial problem here is the application of these concepts to large
networks of wires and their coupling affects. What must be kept in mind is the
trade of f between computational difficulty and accuracy of model representation.

A fundamental assumption that seems to be necegsary is that all wire voltages
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and currents are sinugoidal. Without going into the details of the justifica-
tion we may point out that the equations for wire coupling are linear and time-
invarisnt. Maxwell's equations are linear partial differential equations if

the permittivity and permeability of the medium (¢ and i) do not depend on the
electric field intensitv, E, and the magnetic field intensity, H, respectively,
Therefore a frequency domain description is equivalent to a time domain descrip-
tion through the Fourier Tranaform since superposition (for linear circuits)
holds. This simplifies the required mathematics considerably. However, as
shown above we still will be faced with the solution of ordinary (instead of
partial) differential equations (see equation (2-5)).

A common and quite reasonable approximation to circumvent the need for
differential equatione is the use of lumped 7 or lumped T equivalent networks
for re ‘esenting these lines and their coupling effects. As we are aware of,
lumped networks yield accurate results only for frequencies where the actual
circuit dimensions are "electrically short,”" i.e., for dimensions much less
than a wavelength. These lumped equivalents havi: been used for the past 50
years in the Power Industry but there the frequency(s) of interest is merely
60 HA and the regions of applicability of the lumped models can be determined
accurately. In our case, however, we will be considering frequencies up
to and possibly above the GHZ range., Therefore for higher frequencies, one
could use the double n, triple m, etc. to give more accurate results. Keep in
mind, howsaver, that these lumped equivalent networks are approximations to the
exact distributive analysis. To provide a correlation between experimental
regults and mathematically predicted results one must be careful to use the
appropriate model. For low frequencies, the lumped equivalents may yield gcod
results., For high frequencies, it may be necessary to use the exact distri-

butive model.
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An exact analysis of coupling for multi-conductor lines can be made in the
following straight forward manner using an exact distributive model, Consider
the set of n wires shown in Figure 17 all coupled over a distance £, f.e., all
lines are parallel over the distan-e f. Suppose each wire has a self inductance

and resistance per unit length denoted by 2i and r, respectively. Suppose wire

i

i has mutual inductance per unit length, m . with each of the other wires and

i}

mutual capacitance and conductance per unit length cij and gij between wire i
and each of the other wires. We then may draw the equivalent circuit for an
infinitesimal length Ax as shown in Figure 18. The line voltages Vij(x,t) and
line currents li(x,t) for i,j = 1,...,n i%j are defined in Figure 17.

Let us assume that all line voltages and currents are sinusoids, i.e.,

Vij(x.t) = Vi (x)ejwt and Ii(x't) = Ii(x)ejwt‘ Therefore we may write

3

Vij(x+AX) - Vi (x) = 3, & Il(x) + ... + BiiAx Ii(x) + ... + ain x In(x)

3

(2-49)
- = (3=
I, (x+ax) - 1, (x) Yip B Vi Obmx) + ... + ¥{ (a-1)n v(n_l)n x=Ax)
Dividing by Ax and letting Ax 4 O we have

av, , (x)

i

ax Bip 0 4.+ 3 100
-50
dIi(x) (2-50)

“ax 7 Y2 VO e Y0y Viae1)n )
where the aij and Yiua are complex impedances which are functions of w where
w= 2nf and f is the frequency of interest. These quantities are obtainaole in
a tedious but straight forward manner from Figures 17 and 18.

Equation (2-50) leads to a set of first order differentiel equations in

matrix notation as

r~ et pr— ——— [ -
v 9 3 v
- - (.'.'\’1) (n-l) - (2_51)
i X 0 1

bw e — _
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wvhere ioj is the 1 X j zero matrix with
Vu(x) Il(x)
g V23(x) Iz(t)
Tl =1 =1 (2-52)
and the (n-l) x n matrix 2 and the n X (n-l) matrix -.Y.. are given by
] — — ———
211..'.'....'.21!, Yllz.l..ll......Yl(n.l)n
z ...‘....;—..a :
2 = 21 2n y = . (2-53)
z Y .....D.O....Y
(n-l)l.......3 e n12 l'l(n'l)n
| (n=1)n] - _J

It is well known from the theory of state-variable equations that the general

solution to (2-51) is given by

"* 72n-1x
X(x)=!e + ... +!2n_1e
"* Y20-1% (2-54)
.I- (X) - -I.le '* PR + .I_zn-le
where the (n-1) x 1 vectors v1 and the n X1 vectors I1 for 1 = 1,

seey 2n~1 are arbitrary, The (2n-1) complex numbers Y4 1=1,,..,2n-1 are

eigenvalues and are determined from

0 :
n-1) ~(n-1)
1 - = 0
A (2-55)
i 2n-1 Y 0
where I, _, is the (2n-1) x (2n-1) identity matrixl 177197,

To evaluate these constant vectors in (2-54), we apply boundary con-
ditions determined by the termination networks Nl and N2 to obtain v12(0),

le(z)"""v(n-l)n(o)' v(n-l)n(s)’ 11(0), 11(.\2),....,1“(0), In(!).
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There are variovs computerized methods of determining the above eigenvalues
and wvectors, The above type of solution for multiconductor transmission
lines is a natural extension of the two-wire case which we discussed previously
and has been used in various forms[lz-lb”QZ-&7].

If this exact (within the confidence of the per unit length line parameters)
snalysis is judged te he too difficult or consumes too much computational time,
then an approximate lumped analysis can be used via the lumped n (pi) or lumped
T networks with various numbers of stages in cascade as in Figures 14, 15 and
i6. Keep in mind that this will be an approximate analysis especially for higher
frequencies,

There are many other approaches to cable coupled interference which use
various assumptions. In general, these approaches use lumped circuit concepts
for coupling between wire pairs and give valid results only for low frequencies

(or equivalently "electrically short" circuit dimensions)rzo-?3].

2.2 Field-to-wire and wire-to-field

Obviously, wires will be susceptible to electric and magnetic fields gen-
erated by antenna< and metallic boxes. What is needed is a model for determin-
ing this vulnerability oi wires and the effect of wire radiation on antennas and
boxes, We have considered and modeled the effect of wire radiation (or roupling)
on other wires., Since sntennas and meitallic boxes emit and are susceptible to
electric and magnetic fields, it is sufficient to determine the fields produced
by wires and the <:sceptibility of wires to external fields.

2.2.1 Field-to-wire

Let un firct consider the field-to-wire problem. Let uc suppore that we
have & pair of wirec (a transmicsion line) with an incident electric and mag-

netic (ield as shown in Figure 19, We will give two derivations of t'ie equations
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which relate the incident fields to the voltages and currents on the lines. The
first is given in {24]. This derivation takes into account the distributed
nature of the transmission lines and is exact in this sense. The second deriva-
tion uses simple field relations and lumped circuit concepts. Other allied
results appear in [25-27]. A great deal of interest in the field-to-wire coup-
ling problem is generated by the need for determining EMP effects on electronic
circuitry.

First, congider Maxwell's equations in point fomDJ

\V/ x'ﬁ-§+?
> ai?
‘;7 X E -3t

(2-56)
-
‘57 *D=ce
V ‘Be=o
Stokes Theorem states that
S BN DD
[V ra-damd a-de (2-57)

surface
i.e., integrating the curl of a vector quantity over s surface is equivalent to
obtaining the line integral of the vector quantity along the closed perimeter
enclosing the surface. The direction of the line integral is such that the
direction of da complies with the right hand rule, Integrating (2-56) in accor-

dance with (2-57) produces Maxwell's equations in integral form as
AN
§ u-dz-j‘ (-2—24-3) * da
(2-58)

4.;.;:..'[5 3t * da

41




-
f Dedaw I v
Closed Volume
Surface
Enclosing
Volume
(2-58)

- -
[ Bedamo
Closed
Surface

Enciosing
Volume

vhere the last two equations of (2-58) follow from (2-56) and Gauss's Divergence

Theorem, i.e.,

S - S
[ VeAdv=[ Acda (2-59)
Volume Closed
Surface
Enclosing
Volume

Consider a differential lengtih of line Az as shown in Figure 20 where the
per unit length parameters o:i the line are included. 4ssume without loss of

generality the incident fields are sinugsoidal and consist of components

Bx(x.:,t) - Bx(x,z)ejwt
E (x,1,t) = E_(x,n)e)"" (2-60)
By(x,z,t) = ll)’(x.z)e““’t
Integrating the second equation of (2-58) yields
D
Io [E‘(x,zﬂz) - E‘(x.z)] dx
e
- (e, (D,2) - E,(0,2)] de (2-61)

z
gtz D

= -ju J' I By(x,z) dx dz
z 0
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We may easily identify
D
1lim V(ztaz) - v(z) . 9(z) _lim 1 » -
Az 20 Az dz Az = 0 Az JO [E,(x,z+Az) Ex(x,2z)] dx
1 JFHi (2-62)
bewo 3t ) (B0 -E (0,2]4d =110
vhere 2 = zl + 32 and therefore have the relation
P D
9%§!1 »ale) - ju B, x,z) dx (2-23)
0
Similarly we may obtain
. D
22 4 W) = - v [ B (x,2) dx (2-64)
0
From _hese equations, one may obtain
D
i_zv_gg_ + 3YV(z) = 3Y | E (x,z) dx (2-65)
dz 0
and siailarly
) 2
\ Q-I-L;)- - 8YI(z) = - Y[E (D,2) - E_(0,2)] (2-66)
i dz

Equations (2-65) and (2-66) may be solved in standard fashion after inte-
gra:ing the source field Ex(x,z) and each solution will contain two undetermined
constants in the homogeneous part of the solution. These constants may be evalu-
ated with the boundary conditions V(0), V(£), I(0) and I1(f) once one specifies
the terminations for the line. The result will yield V(z,t) = V(z)ejuk and
: 1(z,t) = I(z)el*®.

A rather crude approximation can be obtained in the following way. This

solution neglects the scattering effect of the transmission line. We know that
a changing magnetic field will induce potential difference in & loop which 1is

proportional to the rate of change of flux enclosed by the loop, i.e.,

dy £ D
V = - -jw f f By(x,z) dx dz (2-67)
{ o dt

00
; Let us use the lumped m equivalent circuit for the transmission line and include

£ ¢ V‘ in the loop as shown in Figure 21. In Figure 21, the per unit length parameters
43
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of the lines are zl. 12, rl, rz, c,gand L, = ‘i xfH R

A 4 - r1 X CmeXxs,

G=g x £.

Now let us consider the effects of E: and Ez separately. We may wrfte

D
vV, (0) = - j E_(x,0) dx
0

Ey
D (2-68)
vV, (£) = - E (x,£) dx
Ex I; x
The electric field Ez(x,z) will produce voltages
II
vV == E (D,z) dz
z z
1 (2-69)
£
vzz - - Io >, (0,2) dz

Now suppose (for example) the termiration impedances are ZS and ZL. Since

f the equations of the line and Maxwell's equations are linear (for linear media)
then we may superimpose the eifects of By, Ex’ and Ez to find the currents in

each of the termination impedances as

(2-70)
1 52 5
which are defined in Figure 22. The accuracy of the above approximate solution
has not been dectermined through experiment. For "electrically short" lines,

however, this approximation may yield reasonably accurate results with an asso-

ciated computational advantage over the exact analysis,

2.202 Witc-tO‘field

Here we will only discuss the concepts. It is well known that a current

carrying wire will produce a magnetic field, 7" .is magnetic field can be relaied

to the current through the 3iot- Savart Law[6-5‘. Also the potential difference

between two wires of a transmission line or betweesn two points along a transmission

P
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line will give rise to a radiated electric field. Various approximations may
be used to model the transmission line as a wire-type antenna to obtain the
resulting radisted fields. The exact solutions for radiating wires are well
known once one is given the current dietribution along the wire. This piece of
informstion is usually the most difficult to obtain in the solution of antenna
problems.

Suppose we are given the source and load terminations for a two-wire trans-
mission line as in Figure 3. An exact solution for the current on each wire as
a function of distance along the wire can be found in a st. iightforward manner
as given by (2-11). Consequently, we may solve any multiconductor transmission
line problem for the currents along each wire and use relatively straightforward
integral field equations to derive the spatial electric and magnetic fields., We
then may superimpose the fields due to each wire separately at each point in space
to obtain the electromagnetic field profile due to these radiating wires. In
theory then, this problem is quite straightforward in solution. In practice, one

would probably approximate the solution at decired points in space.

2.3 Antenna radiation and reception

1f we determine the electromagnetic fields produced by an anteana then we
may determine the effect of this source upon wires through the analysis in 2.2.
At this point, we may invoke reciprocity to determine the reception capabilities
of an antenna for incident fields. To0 simplify matters, we will discuss antenna-
to-antenna coupling through some methods which have been used a great deal in the
past.

The exact colution for field-to-antenns, antenna-to-field and sntenna-to-
antenna coupling has only been solved in general, closed form for filamentary

wire-type antennas (loop, dipole and long wire). Consequently, more general
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antennas yield solutions more easily on an "input-output" basis.

For determining the coupling between twe antennas, we could assume as a
highly simplified but often used approximation that bcth antennas are isotropic
point source radiators as vhown in Figure 23. With this assumption, the radiated
power is given by

p/am’ = B ("EEe/e) (2-71)
where ; is the power per unit area passing through a sphere of area hﬂkz and
the transmitter is producing PT watts of power. In this case the Poynting vec-

tor becomes

> %
P=EXH (2-72)

and since we are assuming plane waves in free space (i.e., isotropic point source)
- -
IE| =z |u| (2-73)
< -
where |[E| is the magnitude of E and z is the impedance of the transwission medium

(377 ohms for free space). Thus we have

22

1>T/l.m>2 - JEI” (2-76)
z
or —_
- I;i
E] =—%; (2-75)

Vanp
ag the magnitude of the electric field in the vicinity of the receiving point
source antenna. We could also convert this electric field to an equivalent
voltage, V, at the base of the receiving antenna using another highly simplified
(but often used) approximation with an "effective antenna height" ﬁ as
-
vVe=nh |E| (2-76)
Clearly this is a very unsatisfactory model for reasous almost too obvicus
to mention., The model does not consider the peculiarities of the particular

antenna, such as beam pattern, etc. Also the "effective height" of the receiving
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antenna, ﬁ, can be directly calculated only for antennas of very simple geome-
tries. In most cases this quantity is very subjective and is obtainable, at
best, through direct measurement. The model, however, is the simplest quantita-
tive model of antenna coupling,

Define the effective area of an antenna as the ratio of the received power

of an antenna to the power density of the incoming wave, i.e.,
P
A= ;,B— (2-77)
in
Suppose we have a transmitting antenna of effective area AT and a receiving

antenna of effective area AR. A commonly used formula for determining the

l received power of an antenna is the Friis transmission formula[zs’ 29, 30]
P A,
T A’l‘ /3
R DZAZ

where A\ = 2"/1:' and f is the frequency of transmission. It should be noted that

i in the above usage, the effective areas AT and AR mist be given in the direction

of transmission. This formula has been used extensively today even though it was
% determined in 1946. The reason for its success seems to be its simplicity and

: the very general definition in (2-69). The burden is placed upon the user to P
determine precisely what the effective area of each antenna is, no matter how

complicated , geometrically, his antenna is.

In the case of coupiing between antennas collocated on an aircraft, the trend
has been to use the Friis transmission formula and a corr.:tion factor to take
into account the bending of the waves as they follow the curvature of the fuse-

laget28» 29 300 U0 shading and diffraction effects are included in [28].

For propagation around noncylindrical and especially unsymmetrical bodies, the

: snalysis could be amerable only to experimental determination,
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2.4 Box radiation and reception
Very little has been done in modeling field-to-box, box~-to-field and box-

to-box coupling, and it is doubtful that any significant results will be obtained
in the near future due to the variability in geometry and location of the boxes
(vhich are not designed for functional coupling purposes as with antennas) with-
in a system, This area of coupling determination seems to be the most difficult
to model. This is due to at least two reasons. The shapes of boxes containing
electronic equipment is not designed for functional purposes and, consequently,
meager standardized information is available. Furthermore, vhat is required
essentially is, first, the determiration Of the coupling to and from the box wall
and external fields and, more importantly, the coupling between the box and its
internal electronic circuitry ( which is the fundamental area of concern).

Boxes containing 400 Hz transformers have been replaced by an equivalent

magnetic dipole (see the discussion of the McDonnell Program). Other allied

resulta are found in [33].
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I11. THE BOEING PROGRAH[34]

This program was procured by the Air Force Avionics Laboratory (AFAL) to
analyze the intrasystem EMC of avionics systems and is concerned with analyzing
cable~-to-cable and direct cable conducted coupling., To illustrate the program
we will use a8 simple example, Consider the electrical network in Figure 24,

In Figure 24, the source S represents a source of electromagnetic energy
(either desired or undesired) and the receptor R represents a device which may
be critically affected by electromagnetic energy (either desired, undesired or
both). Let us assume that these devices are connected by parallel wire lines
with ground returns separated by distance D over a common length f£.

The assumption is made that the source S, load Z,, load Z, and receptor R

1’ 2

are linear devicee with respect to their input terminals. This assumption is
implicit in the representation of each of these devices with a Norton (or
Thevenin) equivalent circuit as shown in Figure 25.

In Figure 25, Zs(f). Bl(f), Zz(f) and ZR(f) are frequency dependent impe-
dances, e.g., 2(f) = R(f) + 3 X(f) where R(f) and X(f) are the real and jSmagin-
ary parts of Z(f) respectively and are functions of frequency f. The Norton
equivalent current source, I(f), for S is a frequency dependent amplitude func-
tion which is equivalent to the magnir > of the Fourier Transform of the short
circuit current associated with S. The phase anglie of the Fourier spectrum
associated with this source is neglected. There may be serious questions in
some cases about the assumption of linearity of the devices (which is inherent

in the use of a Norton or Thevenin representation). However, the magnitude of

the problem seemingly dictates this assumption as a necessity.
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The above impedances and the spectrum of the current source are determined
through direct messurements on the actual devices. The magnitudes of al(f),
zz(f) and aR(f) given by |zl(f)|, |82(f)| and |BR(f)| respectively are deter-
mined and an equivalent two terminal RIC type network is synthesized whose input
impedance are gl(f)’ az(f) and ;R(f). The synthesized circuits are such that
‘31“” - l;l(f)l, |32(f)| = Iaz(f)l. |8R(f)| = 'BR(f)l where = denotes "approxi-
mately equal to." The reason for determining an equivalent RLC network instead
of using the plots of input impedance magnitude vs. frequency is that the data
inputs to the program are simplified since only the values of the elements and
the circuit configuration of the RIC equivalent need be specified in terms of
an easily obtained input impedance equation. However, one could approximate the

~

curve |z(f)| with straight line segments and determine the equation for EZ(f)|

for this approximation to any desired accuracy. The equivolent current source

of the source, I(f), is gimply a magnitude versus frequency spectram. The sus-
ceptibility level of the receptor is a magnitude varsus {requency spectrum of

the input voltage to the receptor, Vi(f)' 8nd is determined external to the

analysis,

The transmissions lines and their coupling effects are modeled usiung the
single section lamped m equivalent as in Figure 26. In Figure 26, L = x&,

C = cxg, Cm - cmxx, M= %nxx' R{f) = r(f)Xf is & frequency dependent resistance
function which includer skin effect and £ is the common length of the geperator
and receptor transmission line,

What i= required is the computation of the magnitude of VR(f) to be com~
pave«d with the susceptibility spectrum of the receptor to dete.mine if an
incompatibilizy exists. If the pagnivude of the received voltage spectrum,
VR(f), exceeds the receptox susceptibility spectrum st any frequency then an

incompatibility exigts. The truth of the converce of this statement is of
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course completely dependent upon having a relevant and meaningful susceptibility
spectrum.

VR(f) ir computed using the assumption that the loading effect of the
receptor circuit on the generator circuit is negligible, This assumption mani-
fests itself in the following way. The voltages Va(f) and Vb(f) and the current
Il(f) in Figure 26 are computed from the circuit of Figure 27. With this infor-

mation, the receptor voltage, VR(f), is computed from the circuit of Figure 28

where Vm(f) = juMIl(f) and w = 21f,
The program is applied to the computation of interference for networks with

more than one ret of emitter wires and/or more than onc <et of receptor wires in

i the following manner. Let uc suppose that the entire cable coupling network con-
sists of p cets of generator (or emitter) wires Gl’ G?, ey Gp and q sets of

receptor wires Rl’ R oo s Rq as illustrated in Figure 29.

2’
The <ystem we are considering is then represented as in Figure 30, Each
generator-receptor pair is considered separately and modeled as in Figure 26.

(The extension to the case without the ground plane is also considered.) A fre-

: quency dependent trancfer function for each generator-receptor pair is deter-

mined ac de<cribed previously (sec Figure 26, 27 and 28) given by Hij(w) where
the subseript i repre<ent< the gencrator and the subscript j represents the

receptor. The reader chould note that this derivation implicitly assumes no

coupling between each generator, no coupling between each receptor and no coup-
ling between any generator-receptor pair other than Gi and Rj (the pair being

considered). Furthermore, it is as<umed that receptor Rj doe< not '"load" gen-

erator Gi in calculating the trancfer function “ij(w)' 1n other words, we arte

drleting all generators and all receptors except Gi and R in determining the
J

trancier function Hjj(w)' In determi 'ng Hij(w) in thic reduced network we

furthey arsume that the precence of Ri does not aftfert the values of the voltapes
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and currente in the generstor network Gi' The transfer function Hi (w) then

]

ides
provide Rj
vR (w)
Hij(w) - L. (@ (3-1)

i

under the above assumptions. These approximations were appsrently made to reduce
computation time, To provide an exact solution (within the confidence in the
line parameters and the use of the lumped v equivalent), one would have to solve
a horrendous network problem by inrluding all generator and receptor circuits
with all as<ociated cross-coupling effects., Notice that the voltage across the

generator load 2 i(f), is calculated sutomatically once one solves the generator

L

network., Therefore, the direct coupled interference transfer function is given

by G
v, 1 (w)

R
Hii(w) = —I]_(_— (3-2)

w)

At this point, let us discuss certain important concepts to be considered
in using thir program as well as any other compatibility prediction program.
Obviously, in the actual syctem deployment, the voltage across 8 receptor impe-
dance, Zij(w), will be the sum of the effect< due to all generatorc of inter-
ference (not only wire type generators but al<o antenna, box and intersystem
sources). One cannot <imply excerise thic program by determining the voltage
acrocc g wire type receptor load impedanre due to ench wire type source and
comparing ecach of there voltage spectra to the 8susceptibility threshold spec-
trum o the receptor to determine compatibility and conclude that if none of the
received voltage spectrums exceed the susceptibility threshold spectrum the
«ystem will be a compatible onr, Thie ureage would represent a grosc conceptual
error and in many caces would yield an incorrect conclusion. The receptor in

an actual <vctem will be affected to some degree by sll sourecec (wire, box,

antenna and intersystem sources.
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As sn example of the proper method of anmalysis, let us assume that the
entire system consists of two wire-type sources and one transmitter with asso-
ciated sntenna. Also let us sssume that there is only one receptor and this is
a wire-type receptor. The "system” can be modelled as in Figure 31. In Figure
31, the coupling between the wire circuits represents mutual inductance and
capacitance coupling and the coupling between the antenna and wire receptor is
only "one-way.”" In this model we are assuming only that the output of the
transmitter is unaffected by the rest of the system and the wire generators, G,
and 62, are not affected by the transmitter. Also we are assuming that there is
no box radiation or reception. Notice that we are including the effects of
intersystem sources. These intersystem sources will affect the entire system
and should be included unless it is assumed chat their effects are negligible.
We could then solve the reduced systems in Figure 32, 33, 34 and 35.

In Figure 32, we simply "turn-off" the transmitter and both current

sources Il(w) and Iz(w) and determine the contribution to VR (w) due to inter-
1

system effects only, VR (wbl. In Figure 33, we "turn-on" the transmitter,

1

"turn-off" both current sources I,(w) and I (w) and intersystem effects (in
1 2 —

making the calculations) to determine the contribution to VR (w) due to the
1

transmitter only, VR (w)z. Similarly, in Figures 34 and 35 we determine the

1
contributions to VR (w) due to the current sources Il(w) and Iz(ub only,
1

respectively,
Notice that if a wire generator is "turned-off" we do not delete the wires
from consideration. In other words, the "deactivated" wire generators still

exist but do not have excitations. For example, in Figure 33, the receptor

! voltage VR (w)2 due to the transmitter will be affected not only by the trans-

1
mitter output but also bv the parasitic nature of the deactivated generator

tines.
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Since superposition of source effects is valid for linear coupling media
(the lines sre linear and the medium is linear), the voltage across the recep-

tor load, V (w), will be given by

1
an(ﬂﬂ = V (uD + V (GD + V (wb + V (004 (3-3)

l ) , l

due to due to due to due to

inter~ the G1 G2

system trans- onl 1

effects mitter y only

only only

Now if one compares the received threshold, VR (w), to the susceptibility
1
threskold of Rl’ @ valid conclusion as to the compatibility of this "system" can

be made (if the susceptibility threshold of Rl represents the gusceptibility of

R, in a valid manner). This is the correct method of calculating the compati-

1
bility of & system and is exact within the confidence of the generator, receptor

and coupling models along with the confidence in the model of the intersystem

effects.
The Boeing program approximates this correct solution in that the response

of the receptor, VR (w), would consist of the sum of two received spectrums.

1

One of which would be due only to C neglected

1 with the parasitic nature ol 32

and no consideration of the transmitter or intersystem effects. The other

would be due only to 02 with the parasitic nature of Gl neglected and no con-
sideration of the transmitter or intersvstem effects., If one had "sufficient
reason" to believe that the effects on R1 due to the transmitter cnd intersystem
sources was completely dominated by the effects due to Gl and Gz. then within
this assumption, one should add the spectrums due to G, and G, together, This
would approximate the effect of cl and 02 on Rl' It would still be an approxi-

mation since the Boeing program, for example, neglects the parasitic effect of

circuit when calculating the responme of R, due to G,. This

the deactivated C 1 1

2
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approximation of neglecting parasitic effects of other generator lines (as well
as neglecting psrasitic effects of other rer-ptor lines) as is used by the Boeing
program is apparently felt to yield wurst case results. However, this may not
necessarily be true in all cases. For example, resonsnce effects produced by
including the parasitic nature of lines other than those of the generstor recep-
tor pair in the computation conceivably could produce receptor line responses of
greater magnitude than those calculated on a generator receptor psir basis as in
the Boeing program,

The Boeing program is an extension of other work in predicting cable coup-

ling (and in certain programs, box radiation and reception).[33’37-39]
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1
1v. THE McDONNELL-DOUGLAS PROGRAM[al

This program was procured by AFAL for the EMC analysis of airborne com-
munication-electronic systems and is currently in the final stages of develop-
ment. Essentially the program determines through analytical models of antennas,
wires and boxes as generators and receptors with associated coupling effects
whether subsystem compliance to the appropriate MIL-STD's will insure compati-
bility of the system (within the confidence in the models of the generators,
receptors and their coupling effects). Functional as well as nonfunctional
sources are considered,

The program is modular in thz* each of the above coupling effects are
calculated separately. For example, the wire-to-wire coupling is calculated
as a separate routine; field-to-wire coupling is calculated separately, antenna-
to-antenna is calculated separately, and box~to-box coupling is calculated
separately.

The wire-to-wire coupling routine uses the lumped m equivalent circuit to
represent the lines and their coupling effects. This routine differs from the
Boeing program in that the entire wire generator, wire receptor network is
solved simultaneously. In other words, the computation is not performed on a
generator-receptor pair basis and the parasitic nature of other generator and
receptor lines is included in determining the coupling between a generator-
receptor pair. Nodal equations are written {or the entire network under con-
sideration and are solved by Gaussian elimination for the network node voltages.
The per unit length parameters are derived for various shielding, grounding and
twisting configurations., For frequencies where the wire length is greater than

1/20 of a wavelength (tor the frequency under consideration) the model of the

65




s

transmission line and its.coupling effects consists of two  sections in cas~
cade, In addition, only intrabundle coupling is considered due to computer
storage limitations with the largest bundle consisting of approximately 60
wires with 4 shields, 40 wires with 20 shields or 20 wires all with shields.

The calculation is performed in discrete frequency steps and the user can input
the desired frequency range. The program has the capability to accept load and
source impedances for generator and receptor wires as RLC networks, since it is
essentially constructed as a general network analysis program. The source and
Susceptibility spectra are either the appropriate EMC specifications, measured
spectral data (e.g., for known functional signals) or an interual generation of
the magnitude of the Fourier Transfcrm for the time domain output waveform of
the generator. The program determines intermediate points between the specified
discrete points in the spectrums by interpolating log-linearly between these
points. The output of the program consists of the magnitude and phage of each
source as well as the total received voltage due to all sources.

The antenna-to-antenna coupling model presently used is based on the re-
sults of {287, This model is designed to predict coupling between antennas
collocated on an aircraft. A transmitter antenna-receiver antenna pair is
selected and checked for frequency coincidence., If frequency coincidence exists,
then an EMI margin is determived at the worst case coincident frequency, f,,
through

EM(fw) = PR(fm) - SR(fw) (4-1)
where PR is the power received from the transmitter at the worst case frequency
and SR is the sensitivity threshold of the receiver at the worst case frequency.

The power received from the transmitter, PR, is determined from
= + [ + - {
PR(fw) PT(fw) Gx(tw) GR(fw) (.Lx;fw) 2
- -5 ! _1»_1
CLR(fw) bF(fw) + 20 10glo l fmD
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where PT’ x? GR’ CLX’ CLR’ SF are the transmitter power, transmitting antenna
gain, receiving antenna gain, transmitter and receiver cable losses and shading
factor respectively. The shading factor, SF, reflects the attenuation caused
by propsgation around the fuselage and also includes a factor representing the
diffraction effect of a wing separating the two antennas. The results are
based on the work in [31] with similar results appearing in [29). The last

term in (4-2) is the Friis transmission equation where lw iz the wavelength of

the chosen worst case frequency and D is the shortest distance around the fuse-
lage between the two antennas.

The selection of the worst case frequency is performed in the following
manner. One may expand (4-1) and (4-2) into

EM = PT - 20 10310 f-SR+K (4-3)
where K is a constant for fixed Gx, GR’ CLx, CLR and D and the frequency depend-
ence of SF is neglected, The transmitter power, PT’ is specified in Figure 36a,
the selectivity of the receiver is specified in Figure 36b, and the term 20 loglof
represents a 20 dB per decade slope. The term K in (4-3) is set to zero and the
remaining three graphs are combined as in (4-3) to determine the worst case ccup-
ling frequency.

The gain functions are approximated by a two-level model; main beam gain
and mean side lobe gain. Formulas are included for computing these gains in
the absence of known data.

The program output consists of the maximum and minimum coincident fre-

quencies with the selected worst case coincident frequency. The EMI margin for

each transmitter-receiver pair is printed out,

The field-to-wire model is based on the results of [24] and translates an
L incident electromagnetic field into currents at either end of the line usirg
the known line terminations and tle distributed model for the line as described
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in I1. This model is primarily intended for use in predicting antenna-to-wire
coupling through fuselage apertures such as gear doors, canopies, etc., In this
useage, the antenna~-to~antenna analysis program is used to determine the power
incident upon the wire pair due to an on board transmitter. This incident

power is converted to electric field strength assuming plane wave, free space
propagation as described in 11 and a worst case field orientation is used for
the field-to-wire coupling analysis. Allowances are made for shielding of the
wires based on empirical data. The data output for this portion of the program
consists of the EMI margin for the receptor wire snd each transmitter. The
total effect of all transmitters on the receptor wire is not obtained,

This program also has a routine for determining box~to-box coupling. This
routine only considers power frequency magnetic box-to-box coupling at 400 Hz
as well as the third harmonic, 1200 Hz. The transformer is considered as an
N turn loop with current 1. The expression for magnetic flux produced by this
loop is easily obtained from elementary field theory (see [61). The receptor
is considered to be a power transformer feeding the input to a high gain audio
amplifier. Consequently, the model of the receptor consists of an M turn, open-
circuited coil and the induced voltage in this coil is compared to the suscepti-
bility threshold of the amplifier in determining the EMI margin,

In this program, wire-to-wire, antenna-to-wire, antenna-to-antenna and
box-to=box coupling are considered directly. However, one may also model box-
to-antenna, box-to-wire, antenna-to-box with a rewriting of the program. How-
ever, there exists no model capability to determine wire-to-antenna and wire-
to-box coupling.

In using this program, one must be careful to determine the total, or at
least the 'significant," erergy incident upon a receptor from all sources. For
example, the voltage appearing across the input terminals of a two terminal
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receptor must De the total voltage due to coupling from all wires, cases and
antennas (and intersystem sources if significant) if one wishes to relate the
results to compatibility. If the coupling medium is assumed linear, then the
program can still be executed properly in modular form to determine the energy
incident on a receptor due to each source or groups of sources and these can
then be added off-line to determine the total emergy incident upon the receptor.
Then the results can be related to compatibility.

As was discussed in II7, the independent use of the wire-to-wire program
implicitly assumes that the wire generators do not inceract with box and antenna
generators and wire receptors are assumed to not interact with box and antenna
receptors. Also inherent in each of these modular subprograms (with the excep-
tion of the wire-to-wire routine) are the assumptions that the gencrators and
receptors other than the pair being considered do not interact with each other

or the pair under consideration.

70




R X A T AV . <SR e

V. THE TRW PROGRAM

We will discuss the philosophy of the program first and then consider the
models used. This program represents a significantly new philosophy for the
EMC community. As was discussed in I, the previous method of attack for con-
sidering intrasystem EMC consisted of applying somewhat rigid and rather gen-
eral specifications to the individual subsystems (e.g., power and signal lines,
antennas, etc.) compr.cing the total system, It wa: pointed out that these
specifications were inadequate in many cases. The coupling between these sub-
systems has been considered generally only in an indirect way by adjusting the
specification limits through waivers. This adjustment is in most cases based
on engineering judgement, The difficulties in this regard are t'.at incompati-
bilities may still surface during system test as a result of the human incapa-
city to predict precisely the highly complex coupling between the many sub-
systems. Also, the MIL-STD specifications do not easily admit
trade-offs in the sense of required suppression, which would result in mini-
mum system weight and complexity.

The TRW program develops subsystem specifications which are tailored teo
the individual systems, Obviously, each system will have different degrees of
coupling between subsystems due to the different physical configurations and
types of coupling paths between subsystems. Then if one determines analytically
through a mathematical system model, which predicts this coupling, the signal
levels coupled betweer subsystems, one should be able to arrive at specifica-
tions on the subsystems unique to each system which will achieve system com-
patibility with a minimum amount of unneeded suppression and restriction. The

TRW approach is directed along these lines.

1




Of course, one may point out that there are many systems whose configura-
tion and composition are not fixed. Also, many subsystems ("black boxes") are
procured for general use in different types of systems, At first glance, this
may seem to limit the program's applicability to fixed systems and subsystems
designed for specific systems. Reference [27] contains valid arguments showing
that this need not be necessarily true. The first argument against tailored
specifications is that particular types of subsystems are procurer’ for use in
many different types of systems and these subsystems adhere to a fixed set of
specifications ingtead of a set for each application. Tailoring specificaticqs
can still be used here since each particular system could be modeled and the
composite minimum of the subsystem ~pecifications generated for each system could
be applied in the procurement of each class of subsystem which would guarantee
their compatibility with these varied types of systems. On the other hand, if
one does not wish to model each system and determine a set of subsystem speci-
fications, then the actual subsystem test data could be utilized to determine
if these subsystems would be able to integrate compatibly with each system
considered,.

The second argument against tailored subsystem gpecifications which are
unique to each system is that in many cases the system environment is not fixed
or describable, e.g., an overflying ai- -raft. 1In this case, it is impossible
to determine if any subsystem limits would insure compatibility and the best

"ingurance" that one could obtain would be to suppress all undesired subsystem

emissions and to reduce subsystem susceptibilities to the state-ot-the-art.
This would be the best we could do; however, this is clearly not cost efiec.ive,
In this case, an approximation of the environment would be better than none at

all,
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Let us now discuss the TRW approach. A communication-electronic system
consists of two types of sources of electromagnetic energy, desired or func~
tional and undesired or nonfunctional. An example of s functional source is
the fundamental frequency of a transmitter whereas the harmonics of this funda-
mental frequency are examples of nonfunctional gsources. I1f we assume the coup-
ling paths between sources and receptors are linear and time-invariant, then a
frequency domzin description of these paths, their inputs and outputs is equi-
valent to a time domain description through the Fourier Transform. For illus-
tration, let us suppose that the system consists of p functional generators, q
functional receptcrs and one nonfunctional generator and receptor each, repre-
sented by Gl""'cp’ Rl""’Rq’ and GN’ RN respectively as illustrated in Fig-
ure 37. Let us make the assumption that the receptors do not "load" the gen-
erators, Also assume that the generators do not interact and the receptors do
not interact. With this assumption, we may represent the coupling paths as
frequency domain transfer functions, Hij(w). For example, HzN(w) represents
the transfer fun:tion bztween G2 and RN'

The outputs of all functional generators are frequency s;2ctrums repre-
genting the Fourier "vansform of the time domain outputs of these generators.
The phase information is dropped and only the magnitudes of these Fourier
Transforms are used yielding a worst case analysis. The susceptibility of the
fur :ional receptors is represented quantitatively by a single number ASj.
The susceptibility index ASj is determined for a partiiilar receptor by assum-

ing that the receptor will respond to the sum of the incident frequency com-

ponents, i.e.,
£
As, = [ 2 p () (f) dt (5-1)

S
1 1
where f is frequency, fl = 10Hz, f2 = 10 0 Hz, Pj(f) is the "bandwidth" of :he

receptor port and y(f) is the total spectrum incjdent at the receptor port,
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In practice, AS_  can be more easily determined from design considerations since

3
the ports for functional receptors have well known properties, e.g., the input
to a receiver, as ovrosed to nonfunctional receptor ports.

The program first d« .ermines functional compatioility between all functional

generators and each functional receptor through a surplus margin AS; from

£ P
2 i
AS = AS_ = P, (f T H, (f) G (f } 5-2
sy -l j"{“n" (£) (5-2)
1
If AS, < 0 thea the j-tl functioncl receptor will be rendered susceptible due

h

to functional sources. Then design modifications must be instituted since this
functional receptor will certainly be interfered with when all sources (funétion-
al as well szs nonfunctional) are in operation.

If all functional receptors are compatible with all functional generators
the. we will have q surplus margins Asj for j=1,...,q which are all greater
than or aqual to zero, The interference from the nonfunctional source GN can
be allotted to these surplus margins in the following manner. Compute for j=1

) f'Z

=as! - T -
AS, = AS) v B, (£) Hy, (£) G (f) of (5-3)

1
1
1f ASI is regative then reduce the spectrum of GN(f) (which is chosen on a

vorst case, arbitrary basis) so thet (5-3) will now be nonnegative. Obviously

there are many such reductions and spectrums of GN(f) which will yield a non-

re !
negative AS, . Call thi: spectrum Gél)(f).
f
' e £) G (f) df )
AS2 - A32 - v Pz(f) HNZ( ) GN( ) (5-4)
1

i, ¢ (X
1f A82 is negative then reduce the spectrum of GN(f) 80 that AS2 is nonnegative.
Call this resulting spectrum GN(Z)(f). Continue for each j=1,...,q to yield
spactrums ”( )(f)\...,Giz)(f). For ecch frequency (frem a set of selected fre-
quency points) between f. and f,, determine the minimum of G(l)(f), ..,G(Z)( f).

1 2’
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Construct the spectrum GN (f) from these points. 1t then is clear that each
T

functional receptor will be compatible with all of the functional gemeratcors

and the single nonfunctional generator.

Now determine
P
R (£) = {151 G, (£) HiN(f)} + G () By (6) (5-5)

To measure compatibility for this system then, we must terst the nonfunctional
receptor for susceptibility by applying RN(f) to this receptor in a laboratory
situction,

For practical implementation, the transfer functions HNj(f) and HiN(f) for
i=l,...,p and j=1,...,q must be determined. To determine these, a 'worst case"

nonfunctional generator G, and receptor RN is assumed. The physical location

N
of this generatoir and receptor is de.ermined on a worst case basis for deter-
mining the abuve transfer functions.

The difficult off-line portions of the analysis concern the determination
of a relevant and neaningful susceptibility indcx Asj and also correct and
meaningful worst case generator and receptor transfer functions above. These
two areas are very crucial to the generation of a meaningful set of specifica-
ticns (tailored to the specific system), |

The question at this point is how the above analysis relates to developing
a set of specifications to be applied to all nonfunctional generators .~ the
same way MIL-STD-461 is used to insure system coupatibility, Keep in mind that
in the actual system test and deployment, each receptor (functional as well as
nonfunctional) will be subject to the affects of al: generators (functional as
well as nonfunctional). Here we have developed a specification which would

work fora system witihh only one nonfunctional generator, Obviously this is a

highly unrealistic situation. However, if we divide the spectrum CN f) by

T
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the number of nonfunctional generators and apply the resulting spectrum to each
nonfunctional generat¢-, then we have insured compatibility if all nonfunctional
generators are concentrated at the location of GN and are the same type as GN'
1f they are not, then we still will roughly add the effects of all nonfunctional
genere*ors or each of the functional receptors. This is of course an appr .i-
mation since the transfer functions between each of these nonfunctional gen-
erators and each functional receptor will not be equal to HNI""’HNq' However,
we are getting closer to uniquely tailored specifications., The TRW program in
fact uses this method to develop the individual specifications for nonfunctional
generators.

The individual subsystem susceptibility specifications are obtained in a
similar manner by dividing RN(f), given by (5-5:, by a factor representing the
total number of nonfunctional receptors. The resulting spectruw is then applied
in the laboratory to these nonfunctional receptors to determine if compliance
to the specifications will relate to compatibility.

it should be pointed out that the program iz quite flexible since as the
system design progresses, test ata on the nonfunctional generators and recep-
tors will become available and can be brought in as data input with the result
that the program can be used sol:ly as an interference arnlysis program by
classing all generators and receptors (functional and nonfunctional) as
"functional' ones. Also, once the system has been modeled, then a rapid assess-
ment of the impact of granting waivers as well as future system modifications
can be assessed with a rapid turn-around tiwe since the major portion of the
off~line work has been done, i.e., the modeling of the system.

We should point out that one of the difficult problems in implementing
this program will be the determination of recepior interfercnce margins, AS

jl
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and input bunlwidths, Pj(w). Note that we do not determine these parameters

for nonfunctional receptors in the early design stages. These parameters are
much easier to determine for functional »<ceptors than for nonfunctional ounes

in the early design stages since the functional receptors have a great deal
more informstion about their input ports and susceptibilities than nonfunctional
ones (e.g., the input to a receiver as opposed to the power line input for a
device).

Coupling Models:

All coupling determinations are performed on a generator-receptor pair
basis. For example, the coupling between a wire-type generator and a wire- |
type receptor is performed by solving only the _ircuit consisting of this pair.

The wire-to-wire coupling analysis for a generatur-receptor pair is deter-
mined in two parts. The mutual capacitive coupling between the wires is deter-
mined by neglecting mutual inductance. Next, the mutual inductance coupling
is determined by neglecting the mutual capacitance coupling. The total coupling
is then considered to be the sum of these coupling effects. Note that this is
an approximation to the exa:t analvsis of determining the total coupling by
simultaneously solving for ivnductive and capacitive coupling. Also, as dis-
cussed above, only generator-receptor puir calculations are made yielding first
order effects (i.e., the parasitic nature of other wires is neglected). Imn
this computation the source data is a magnitude vs. frequency voltage or cur-
rent source spectrum, Also, only the magnitude of the transfer function is
used in the coupling calculation yielding a worst case re.ult for this gen-
erator-receptor pair. A significant mcdeling dirference exists between this
wire-to-wire coupling computation and those of III and IV in that the distri-
butive nature of the generator and receptor wires are ot considered at all,

i.e., neither the distributed model nor the lumped ™ model is used for the
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wires themselves. Essentially this assumes that the voltages of the load and

source output of the generator iine are equal and the currents of the load and

source output of the generator line are equal. Similar remarks apply to the
§ receptor line. At present the load and source impedances are considered to be

real valued resistances with a capability to include shunt capacitance. The

program is not presently capable of accepting general complex impedances for

source and load. Various shielding, grounding, anag twisting configurations are

e e i et

included in the capability.
The antenna models are simply the specifica*ion of the E and H fields at

the antenna sgite (or 1 meter away) and the replacement of the antenna with this

plane wave. The input data needed is shown in Figure 38. So essentially the
antenna is considered to be an i:ov.ropic point source radiator whose fields propa-
gate outward uniformly in all d'.rections and whose frequency dependence is as in

Figure 38. One would have to specify f , £, and Em

1’ 2 in

antenna H field is specified in the same way and both are specified one meter

and E off-line. The
max

from the antennas.

For wire radiation (for example, wire-to-antenna coupling and wire-to-wire
coupling at large distances) the H fiell at one mever from a wire parallel to
a ground plane is determined in terms of the current on the wire using elemen-
tary field theory., Similarly, the E field at one meter from the wire is deter~
mined in terms of the wire voltage.

The field transtfer models simply relate the above fields ar one meter from

the generator (antenna or wire) to the field at the receptor (antenna or wire)
a5 in Figure 39, The field transfe:r represents a decay factor determined off
line to relate the field F2 at@to the field Py at@; for example,

1
F2 ( a ) Fl.
r
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FIGURE 38

FIGURE 39
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The field reception models relate the fields F2 at the receptor to the
voltage across the load for wire receptors and at the base of the antenna for
antenna type receptors. The 2rienna reception essentially uses a frequency
selection of the form in Figure 38.

In this program, the wire-to-wire coupling is calculated on a generator-
receptor pair basis by adding capacitive and inductive transfer for each gen-
erator-receptor pair. For wire pairs separated over moderate to large dis-

tances, the E and H field coupling is computed for each generator-receptor pair.

Also, the antenna-to-antenna, antenna-to-wire, antenna-to-box, box-to-wire,
box-to-box, box-to-antenna, wire-to-box, and wire-to-antenna coupling is cal-

culated on a generator-receptor pair basis,
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VI. THE SACHS-FREEMAN PROGRAH[351

This work was procurred by the Electronic Sy..em< .‘ivision (ESD) of the
U. S§. Air Force. We will discuss the portion of the program dealing with the
intrasystem compatibility investigation via compliance to MIL-STD-461.

This portion of the program is focused on determining whether subsystem
compliance to MIL-STD-461 will insure overall system compatibility. The inves-
tigation consists of three parts.

The Class 1 investigation determines box-to-wire and wire-to-wire coupling
and uses the wire-to-wire and field-to-wire coupling models developed by TRW
and described in V. This analysis considers wire-to-wire and box-to-wire gen-
erator-receptor pairs.

For wire-to-wire coupling, the routine selects the applicable conducted

narrowband limit (from CEOl, CE02, CEO? or CEO4) at the frequency of the recep-

tor. This conducted limit represents a maximum allowed value of current on the
emitter line and is coupled via inductive transfer to the receptor line result-

ing in a voltage across the input to the receptor, This voltage is a

e
single numericsl value and not a frequency dependent spectrum since only the
receptor frequency was considered. Next, the routine divides the value of the
above narrow band conducted limit (obtained by evaluating the appropriate CE
limit at the receptor frequency) by the emitter line impedance resulting in a
vcltage on the emitter line. It is not clear which emitter line jmpedance is
congsidered; for example, the emitter line load impedance or the impedance seen

by the source. This emitter line voltage is coupled to the receptor line through
capacitive transfer resulting in a voltage across the input to the receptor,

1Y

Again, is a single number and not a frequency dependent spectrum

vNCC

since only the receptor frequency was considered.

Ncc*
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The above calculations are repeated using the applicable broadband limits

in MIL-STD-461 resulting in VBCI and vBCC’ the inductive and capacitive coupled
broadband liwits as coupled to the receptor line respectively. The broadband
limits are mul:iplied by thz bandwidth of the receptor circuit in making these
calculations,

The values of the radiated emission limits (REOl, REO2) are determined
ayparently at the frequency of the receptor. Each wire coupling pair separated
at moderate distances (those not considered above) and each cas:~-to-wire coupling
pair are now considered by transferring the values of REOL or REO2 selected at J
: the réceptor frequency to the receptor wiré through the TRW field-to-wire coup-
| ling models resulting in voltages at the receptor input port VNE’ VNH
due to the narrowband H field emission limit, REQL.

due to the

narrowband limits and VBH

The above signal levels for narrowband and broadband interference are added

together to produce

VB = VBCI + VBCC + VBH (6-1)

T

and

—r
<
| ]

<t

+ -
N ve1 ¥ Viee Ve t Vi (6-2)

where VB is the broadband coupled interference and VN is the narrowband coupled

interference each of which 18 due to wire and box radiators only and are given

in volts. Each value is a single real number.

At this point, one must specify a threshold voltage AS at which the recep-

eid

tor malfunctions., This quantity f{s a single number given in volts. The sus-

T

ceptibility of each wire receptor to all wire and box emitters only is determined

; by sumning the toral narrowband received voltage at the receptor input, vN
T

the total broadband received voltage at the receptor input, VBT. The suscepti-

, and

bility of this wire receptor is determired from

ACTN = AS(CM) - Ny (6-3)

83




P e TRt e

and

ACTB = AS(CM) - v‘r (6-4)
where CM is a safety margin. If ACTN or ACTB is negative, then the wire recep-
tor is said to be susceptible.

The second class considers antecna-to-wire coupling. The electric field
incident upon a wire receptor due to a transmitting antenna is calculated with

the EPM~1 path loss nodelrzg]

and is *then converted to receptor input wire
'oltage with the TRW field-to-wire reception model as follows. The power re-
ceived by a hypothetical isotropic antenna in free space at the receptor wire
location is calculated through

Pp = 10 log P + G + LPROP + 30 (6-5)
where PR is the received power of this isutropic antenna, PT is the power of
the transmitter at its midband operating frequency, GT is the ,ain of the an-
tenna in the direction of the wire and LPROP is the value of the free space
path loss berween the antenna and the wire receptor. This received power is
converted to electric field strength, E, using the assumption of uniform plane
wave propagation as described in 11. The TRW E field-to-wire transfer model
is then used to obtain the resulting voltage =.ross the receptor terminals due
to the effect of this transmitter. These values are then compared to the susg-
ceptibility threshold number, AS, for the wire receptor. Apparently the effect
of each transmicter on the receptor is compared to AS separately and if any one
effect exceeds AS then the transmitter-receptor wire pair is said to be incom-
patible or at least a potential problem area exists.

Class three represents wire, box and transmitting antenna-to-box coupling.
For all emitter-to-box combinations, the program calculates the E and H field

signal levels at the receptor case and tabulates these, It is mot clear whether

this tabulation is the sum of the effects due to each emitter or whether the
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effects are tabulated individually. Furthermore, it is not clear whether these
tabulations are levels of received signals versus frequency or at a single fre-
quency; if so, what frequency is used. No further calculations are made and
apparently one would be expected to perform laboratory tests on the box of
interest by simulating these tabulated field strength(s).

Some discussion of this program is in order. In the calculation of wire-
to-wire and box-to-wire coupling, the value of the applicrable limit of MIL-STD-461
is selected at the wire receptor's frequency. It is not clear that all wire
type receptors are susceptible at only one frequency. For example, a device
is not necessarily susceptible to signals entering the power line input at 2nly
the power supply frequency. To perform a proper analysis in this regard, one
should determine the coupled signal levels at either all frequencies ox only
those for which the device is susceptible at the wire input port (if such a
determination can be made).

Finally, the modular useage of this program will point out orly certain
areas of suscepribility., For example, if none determines a wire type receptor’s
port voltage due to all box and all other wire couplings and if this valie ex-
ceeds AS (the susceptibility value of the receptor) then one can surely state
that this receptr. will be interfered with. This is, of course, completely
dependent upon a meaaingful susceptibility value, AS. However, if this value
does not exceed AS, then can one say that this wire receptor will operate com-
patibly with the system? Obviously this statement cannot be made with confi-
dence. This is due to two considerations. First of all, this receptor may be
susceptible to signals other than the single frequency chosen for the analysis.
We have not considered incident signals at other frequencies. The sa2cond reason
is a result of the fact that we have not added in the antenna and box coupled

effects. Even if there exist no antennas within the system whose fundamental
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frequency is the same as the chosen wire receptor frequency, incompatibilities
may result since this wire receptor may be susceptible to frequencies other
than the one designated as the "receptor frequency' and in particul} r one of
the transmitter fundamental frequencies. Also, one should consider not only

the fundamental frequency of the transmitter but also the spurious responses.
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V1I. CONCLU~TON

In conclusion, we may review our discussions with a brief cuparison of
the philosophies and methods of attack in each program.

First of all, we might point out that none of the above programs consider
intersystem effects. Of course, the modeling and inclusion of intersystem
effects can be a difficult problem, yet they will effect each system in an
actual deployment and should be ccnsidered.,

As for philosophies, basically the Boeing, McDonnell-Douglas, and Sachs-
Freeman programs consist of an analytical capability to determine the electro-
magnetic cnergy coupled between subsystems, This capability is used to deter-

mine whether or not compliance to the subsystem specificatious, e.g., MIL-STD-461,

will ensure system compa.ibility. This determination is crucially dependent

upon having a meaningful quantitative measure of the susceptibility of a device.

The Boeing and McDonnell-Douglas programs use a frequency dependent suscepti-

R A

bility threshold as in the MIL-STD's which, as was pointed out in the intro-
duction, needs justification since devices basically reuspond to total incident

energy. The use of a broadband susceptibility criterion provides only a rough

T AT

measure of tﬁis. The Sachs~Freeman program appears to consider a device sus-
ceptible at only one frequency which seems rather unrealistic. The TRW program
on the other hand considers a device susceptible to a measure of total incident
energy since the effect of an incident spectrum is summer.,

As for models of the coupling paths between subsystems, all programs are
in universal agreement as to the use of a frequency domain description of the

covpling paths as opposed to a time domain description., As discussed in the

introduction, this seems to be a valid approach, The wire coupling models use




lumped approximations to the exact distributive calculation. Apparently this
approximation is considered to outweigh the suspected increase in computation
time with the more exact distributive model. These approximations, however,
only are valid for frequencies where the circuit dimensjons are much less than

a wavelength and it has not been conclusively demonstrated that the distributive
calculation necessitates the large increase in cc.putational . ‘me over the
lumped approximations as seems to be expected.

All programs essentially perform the calculations of transferred emergy
on an emitter-rec.:ptor pair basis and assume that other generators and receptors
will not affect the pair being considered in the calculations. This obviously
reduces the required computation time substantially since the size of the iuves-
tigated circuits (for wire-to-wire coupling) generally requires the minimum
computational effort. The one e..ception to this generator-receptor pair cal-
culation is the McDonnell-Douglas wire-to-wire coupling program.

The antenna coupling calculations also assume no interaction between
emitters and between receptors. For example, the mutual coupling between tr-ns-
mitring antennas is not considered. Also nu computations of intermodulation,
crossmodulation or spurious responses are included for receivers attached to
antennas. The propagation models use the free space path loss equations de-
scribed in II which rely heavily upor obtaining accurate antenna gain factors
(in the direction of transmission). Furthermore, these gain factors are gen-
erally assvmed i. 1ependent of frequency which seems to be an unrealistic
assumptio:i.

Box ~adiation, recepti.n and coupling has been minimally considered appar-
ently for the reasons given in II,

The most important point to be brought to the attention of users of these

types ot programs is the tollowing., In the actual system deployment, each
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subsystem will be effected to some degree by all sources (wire, case, and
antenna coupled effects as well as intersyastem effects). 1f one determines
the effects on a receptor due to wire type sources only and obtains the result
that the receptor will be interfered with, then it is valid to conclude that
this receptor will be rendered susceptible in a system test. If, however, the
receptor is found te be not susceptible to only wire sources, then one cannot
state that the receptor will not be interfered with during system test siice
the effects due to othor sources (intersystem, case, and antenna) have not
been added in. Considering partial effects of sources cn a recentor will not

necessarily yield the complete system compatibility piciure!
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