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COMPUTER NETWORK RESEARCH

Advanced Research Projects Agency
Semiannual Technical Report

December 31, 1971

1. INTRODUCTION

This semiannual technical report covers the period 1 July 1971
through 31 December 1971. Owr activities have focused on modeling, analysis,
measurements and systems software. In Section 2 below we discuss same of
our results from modeling and measurement of time-shared ocomputer systems;
in this section also are presented results fram the network modeling and
simulation activities. In Section 3 we describe same of our network measure-
ment activity, including proposed specifications for additional equired

tools. In Section 4 we describe some of our network and systems software

development progress.

2. ANALYTIC STUDIES

2.1. Modeling and Messurement of Time-Sharing Systems

Our study of resource allocation ttrategies in time-shared computer
systems has involved complementary analytic and measurement efforts. This
section summarizes our recent work in these areas.

We are continuing research on multiple resource Queueing models.

A Master's thesis entitled "Comparison of Various Queueing Network Models"

by F. Tobagi was ocampleted in June 1971. This thesis concerned itself with
the Gordon and Newell model of closed finite queueing systems which have been
found appropriate as models for time-shared and multi-programmed computer
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systems. The idea was to take the recent work on diffusion approximations
to queueing systems and to attempt to use these approximations in the Gordon
and Newell Model. The reason for this attempt is that the Gordon and Newell
solution becomes extremely difficult with medium size and large systems.

"he results of the thesis indicate that the diffusion approximation is indeed
useful if it is applied to the critical (saturation) node in the network; as
a by-proiuct it was also found that a camplete decamposition using methods
similar to Jackson's model* is also an excellent candidate for approximating
the Gordon and Newell systems.

In the Gordon and Newell Model all of the custamers in the system
are required to be statistically identical. For example, they must all have
the same service time distribution at each resource. We are currently investi-
gating networks of queues models in which each customer may exhibit distinct
behavior.

Our work on time-sharing scheduling algorithms is continuing. R. Mintz
will present a paper entitled "Waiting Time Distribution for Round-Robin Queue-
ing Systems," which solves for the distribution of waiting times conditioned
on service required for round-robin scheduling with finite quanta at the XXII
Polytechnic Institute of Brooklyn Symposium on Camputer-Camunication Networks
and Teletraffic. Previous results gave only the mean value of waiting time
conditiored on service required.

Currently implemented and presently being documented is a time-shared
scheduling algorithm simulator prepared by Walter Sheets for his Master's
thesis. This simulation language pemmits one to synthesize a scheduling

algorithm and then simulate the behavi.r of that algorithm with artificially

*
"Networks of Waiting Lines," Operations Res., 5:518-521 (1957).
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generated traffic. The program is extremely flexible and permits one o
easily determine the gross penavior of scheduling algorithms prior to any
intense analytical effort.

A measurenent project on the SEX time-sharing system was begun by
J. Wong as his Master's thesis. Part of the thesis was devoted to the
problem of scheduling 1/0 requests to multiple disks on the same channel.
An optimal algorithm was Jetermined for such a configuration. The remainder
of the thesis concerned memory allocation. The SEX system attempts to preload
the working set of a process when it is to nn. Measurements showed that
interactive processes exhibited poor pehavior since each interactiar typically
took very little execution time and required a change in the working set.
System calls were implemented which allow a process to determine its own

working set. The executive comand interpreter was modified to set its work-

nificantly reduced page faulting for this process. We are currently investi-
gating the general notion of allowing a process to advise the operating system
of its resource requirements.

During this reporting period an extensive study of program behavior
has begqun. An interpreter has been constructed for the Sigma-7 which serves
as a basic tool for these studies. H. Opderbeck wrote the interpreter and
used it for program behavior studies for his Master's thesis. In addition
to investigating the performances of known paging algorithms, he also defined
a new class of paging algorithms and studied their performance. This new
class of algorithms determines the number of pages to be allocated to a process
o the basis of its current page fault rate. When a page fault occurs, the
new page may replace a page fram the process or be allocated as an additional

page for the process. This decision is made on the basis of the recent page



fault rate. If the page fault rate is low, the memory allocation of the
process is periodically reduced. Measurements have shown that the algorithm
tends to cause processes with very different addressing behavior to run with
approximately the same efficiency. At the ACM/IEEE Second Symposium on Prob-
lems in the Optimization of Data Cammmications Systems (Palo Alto, Calif.,
Oct. 20-22, 1971), W. W. Chu presented a paper entitled "nemultiplexing
Considerations for Statistical Multiplexors." In this work he considered
the effect of statistical multiplexors on buffer occupancy and the implica-
tions of these effects on the design of time-shared scheduling algorithms.
This paper is attached as Appendix A.

These studies are continuing, particularly in investigating the
dynamic performance of memory allocation and paging algorithms. These studies
are preliminary to the development of mdels of program behavior and studies

of multi-programming system memory allocation strategies.

2.2. Modeling and Simulation of Computer Networks

A paper has been accepted for the Spring Joint Camputer Conference
1972 authored by H. Frank, R. E. Kalm ard L. Kleinrock entitled "Camputer-
Comunication Network Design--Experience with Theory and Practice." This
paper is attached as Appendix B and discusses the design experience for the
ARPA Network. It is a rather general paper and contains some important in-
sights, concepts and guidelines for design of networks.

A seoond paper authored by L. Fratta, M. Gerla and L. Kleinrock
entitled "The Flow Deviation Method: An Approach to Store-and-Forward Camuni-

cation Network Design" has been submitted to the Networks Journal and is

attached as Appendix C. This paper discusses a heuristic procedure for ob-

taining the solution of the routing problem and of the capacity assignment



prcblem in computer networks. This work is continuing and we currently have
developed an exact method for solving these problems which seems to be rea-
sonably efficient. It has been implemented in FORTRAN and can solve a 21-
node net in about 30 seconds cpu time cn the 360/91 with an accuracy of 10~
in the minimum delay computation. We are presently attempting to reduce this
camputation time by improving a frequently used optimization routine; in par-
ticular, we are comparing the performance of a gradient method, a parallel
tangent method, and a Newton-Raphson method. Our concentration on optimally
selecting capacities fram a discrete set is continuing and we are currently
working on a suboptimm algorithm in this regard.

A third paper by G. ole and L. Kleinrock entitled "An Analysis of
the Separation Between Packets in a Store-and-Forward Network” has been
accepted for the MRI International Symposium XXII on Computer-Cammunications
Netwarks and Teletraffic, April 4-6, 1972. 1In this paper an analysis is car-
ried out for the inter-packet spacing which may be expected after a multi-
packet message travels through a number of nodes on the way to its destination.
This camputation is important in attempting to calculate the expected time
that a reassembly buffer will be occupied while awaiting reception of a multi-
packet message. The paper is attached as Appendix D.

In oconducting research for his Ph.D., Gary Fultz has carried out the
specification, performance verification and documentation of various store-

and~-forward camputer network routing algorithms during this reporting period.

Three major classificatians of routing algorithms have been investigated.

a. Deterministic routing strategies. Detemministic routing algo-

rithms compute routes based upon given detenministic decision rules and pro-

duce loop-free routes. The procedures investigated assumed multiple priority
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message traffic, a given network traffic matrix, a known network topology
and a convex network cost function (generally average message delay). Both
optimal and suboptimal techniques have been examined which attempt to find
sets of routes (and hence the network traffic flow) which minimizes the net-
work st function.

A number of suboptimal algorithms were formulated which gave perform-
ance within 1% of that found with the optimal technique, and required less
programing effort and computation time than the optimal technique. The
suboptimal methods are useful in the abstract design of low-cost networks
where the routing algorithm must be repeatedly applied during the optimi zation
of the network structure.

The results of the optimal technique are useful as both a bound on
the performance of the suboptimal deterministic routing procedures and sto-
chastic routing procedures and to gain understanding about the decamposition
of optimum flows in the network in terms of elementary flows (a special form
of basis for the description of any arbitrary network traffic flow). Experi-
mental results have shown that it is relatively easy to design heuristic
algorithm structures which are camputationally simple and have good perform-
ance.

b. Stochastic routing strategies. Stochastic routing algorithms

operate as probabilistic decision rules and utilize a certain amount of infor-

mation concerning the delays within the network. A nurber of algorithms have

been designed and their performance has been found using simulation techniques.

This class of algorithms is particularly applicable to operational networks.
Of the algorithms simulated, most of them gave rise to reasonable

values of message delay as the network traffic load was varied; however, one
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specific algorithm showed superior perfomance when transmission link failures
were introduced into the simulation.

Further study is required to assess the actual conplexity of these
algorithms when implemented in an operational network.

c. Flow control strategies. Flow control routing strategies are

perhaps a combination of both deteministic and stochastic techniques, but in
addition take advantage of the operational network protoool in their opera-~
tici. The major objective of these algorithms is to provide small delay times
for highly interactive messages, and, at the same time, provide high bandwidth
for long messages or for file transfer between remote carputers.

Most of the effort to date in this area has been concemed with a
review of what other researchers have cousidered, and special attention has
been placed on proposed techniques by BEN. The major effort has been focused
upan techniques which alleviate high congestion points within the net and
efficient storage allocation procedures within the nodes to insure the accep-
tance of arriving messages.

It is felt that flow control techniques are an important part of any
operational network doctrine and must be included in the design of the basic
network routing strategy for efficient network operation.

3. NETWORK MEASUREMENTS

This section covers our activity on network measurement over the cur-
rent reporting period. Our activity in this field has been increased sig-
nificantly and some measurements have already been taken; many more will be

taken in the immediate future.



3.1. Experiments Performed

a. A set of measurements of the subnet was perfomed to determine
the behavior of an IMP under a heavy load. The measurements were performed
by using the message generators in several IMP's sending similar length mes-
sages all to one site's discard fake Host. One of the sending sites was
ronitored using cumulative statistics messages. Three quantities were calcu-
lated: average rownd trip times (message ~ RANM time), average throughput
(including retransmissions) and average adjusted throughput (average number
of round trips times nutber of words/message) . These three quantities are
plotted as a function of the number of interfering senders in Fiqures 1, 2
and 3. The knee of each curve (where all senders are sending multipacket
messages) indicates that there is room for a maxim:n of three multipacket
messages in the reassembly buffer space. This is o sistent with what we know
about the IMP systems.

b. 2An experiment using the trace package in the IMP's was used
successfully in helping UCIA's Campus Computing Network debug the network
hardvare/software. They had an intemal trace and campared it to the trace
we get from the IMP and in doing so were able to isolate their bug.

3.2, Tools Built

At the beginning of this reporting period a set cf assembly langquage
programs existed for setting IMP parameters and collecting, in a file, mes-
sages from the IMP statistics package. Also two FORTRAN ocanpatible subroutines
existed for reading these files so that reduction of the data omuld be per-
formed by a FORTRAN program. (Indeed, same reduction prograns were written

too.)
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NOTES ON THE "INTERFERING TRAFFIC" EXPERIMENT

In the three figures, the expression "iWj" is defined to mean:

The measured IMP (UCLA) is sending i-packet messages
and the interfering senders are sending j-packet mes-
sages. All messages are destined for KAND's IMP discard.

Total throughput is measured from acarmulated statistics and represents an

average of 27 sanples. Accunulated statistics produce a count of the total
nutber of words sent from UCLA to RAND.

Adjusted throv;q_ljgut is computed on the basis of total data words sent, and
thus excl eader and other control bits.

Round trip times represent the time it takes for a message to be delivered
From UCIA to RAND and for the associated RFNM to be returned.

As the number of interfering sites increases, a new IMP traffic generator
starts to send messages to RAND's IMP discard tgrogram. The order of addition
of new interfering sites is fixed, with the n™" new interfering sender asso-
ciated with a fixed site as follows:

Total Number of Next Additional

_Interfering Senders Site Number
0 — 1 (ucCLa)
1 — 5 (BBN)
2 — 8 (SDC)
3 — 11 (Stanford)
4 — 9 (Harvard)
5 — 4 (Utah)
6 — 16 (NASA-Ames)
7 — 6 (MIT)
8 — 12 (Illinois)

12



SOME OBSERVATIONS ON THE RESULTS

The curve labeled "3" in adjusted throughput increases at 4
interfering senders. We oconjecture that since UCA is send-
ing l-packet messages and the interfering senders are sending
8-packet messages, the multipacket packet senders interfere

so severely with ane another while ocontending for reassembly
buffer space, that more single-packet messages can be sent to
discard. This may be a false conjecture, since the same effect
is not seen when the multipackets are of length 4.

Camparing curves 6 and 9 in adjusted throughput, it appears
that against the same interference (i.e. 8-packet messages),
it is better to send longer messages {i.e. 8 instead of 4)
unless you can send single-packet messages (i.e. curve 3).

When UCIA is sending multipacket messages and interfering
senders are sending multipacket messages, delays jump at 3
interfering senders because there is buffer space (24 packets)
for only 3 messages.

When interfering sites are sending single packets while UCLA
sends multipackets, there isn't much throughput loss due to
interference.

Similarly, if UCLA sends single-packet messages, multipacket
messages do not interfere very much (curves 1, 2, 3).

13
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The above set of programs were augmented by several FORTRAN compat-
ible subroutines for setting the state of IMP parameters, so that now an
experiment may be run under the control of a FORITRAN program running under
the time sharing system. (In fact, the first experiment discussed in 3.1

was performed in this fashion.)

3.3. Tools Specified

A large part of our effort during this reporting period was to
identify needed tools and to begin careful specifications of each. In so
doing, we have categorized our existing tools as well as the new required
ones.

Among the existing tools, we have the following:

1. Net statistics gatherer

a. enables/disables IMP background programs via Host
originated messages to parameter change

b. oollects resulting statistics messages sent to Host
by background programs (cumlative statistics, traces,
snapshots)

c. nms under SEX (a less powerful version, one requiring
IMP tty interaction for parameter changes, runs under
RAD 75)

2. Net statistics formatter

a. processes statistics message file(s) ocollected by (1)

b. generates tabular reports

c. nuns under SEX (also RAD 75 as a part of the Standalone
measurement progran)

3. Host traffic generator

a. generates RFNM driven, fixed or random length messages
over one or more links

b. generates randam interval, fixed or random length messages
over one or more links

c. runs under RAD 75 as part of the Standalone Network

measurement program

4. IMP traffic generator

a. generates RANM driven, fixed length messages on one link
b. nms as background program in IMP

14



Network status

a. shows local connection status (open, closed, wait, etc.)

b. shows what Hosts are up (Hosts fram which the NC?
receivaed a reset or a reset reply)

c. runs under SEX

IMP facilities

a. DEBUG - allows examination of core locations

b. PARAMETER-CHANGE - cantrols background programs

C. DISCARD - retums RFNM and throws message away

d. IMP tty - usable for interaction with [EBUG & PARAMETER
UIANGE if HOST is dead

Among the projected tools are:

1.

(8]

Network survey (almost operational now)

a. reports Host status - (NCP up/down)

b. reports oconnecticn status - what other Host communicating
with Host

c. reports idost resource status - what software is available

Remote Host traffic generator

a. generates RFNM driven or randmm interval, fixed or randam
length traffic on one or more links

b. runs at remote Host under time-sharing, as a part of a
Network handler, or standalone. Controllable from UCLA.

Remote Host traffic reflector

a. receives message

b. time tags it

c. sends it back or cycles address sequence

Remote Host discard

a. receives message

b. time tags it

c. saves times for later processing at remote Host or trans-
mission back to us

Remote Host statistics gatherer

a. performs functions of cur Net statistics gatherer

NCP stacistics hooks

a. reports amount of traffic over each connection

Ability of IMP to change message lengths to simulate higher and
lower speed lines.

15



So far we have given in SPALE Design Note #94 the careful specifica-

tion for Host artificial traffic generator. It is as follows:

SPADE Design Note #94 V. Cerf
L. Nelson
A. Ollikainen
20 Decerther 71

Specifications for a Host artificial traffic generator essential
features:

1. Transmit/receive Network messages utilizing level one protocol
(Host-IMP)

2. Dynamic modification of any or all of the following parameters
acoording to some distribution or density function:

a. period of message ( inter-arrival time)
b. length of message

c. destination of message

d. 1link # of message

e. message type

Functions necessary for implementation of foregoing features (a description
of how UCIA's traffic generator works) :

1. Programmable clock routine, driven by an event list, schedules
next message to go on each active link. Minimm required reso-
lution of the clock routine is the minimum RFNM return time on
a given link.

2. Internpt routine cbserves the state of each link and decides
whether to schedule a new message on the future event list
depending on:

a. when RFNM's are received
b. when clock interrupt occurs

3. Lists of destinations, periods, lengths and message types.
4. Accumulation of actual traffic to each destination.

Experiment traffic parameter specification (an artificial traffic generator
chould be general enough to allow the following types of traffic specifications) :

1. Destination specific

a. for each destination--specify inter-arrival density function
b. for each destination—specify length density function

16
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(Requires 2N density functions for N destinations and does not specify
message types, contents, etc.)

2. Probabilistic destination
a. sopecify density function of traffic fraction destined
for each Host
b. same as in (1) (2 density functions: inter-arrival time
and length)
(This requires only 3 density functions. Again message type is left out.)
3. Message types
a. all same
b. message type for each destination
c. message type density function
d. message type density function for each destination
(We guess that (a) and (b) are sufficient for most experiments.)

4. Experiment duration

a. specify duration initially
b. send start/stop messages to generator(s)

Experimental feedback:
1. For each destination, accumlate
a. total bits sent
b. total messages
c. experiment time
2. Record time waiting after IMP says "mot yet"

3. Record number of "link table full" messages received

17
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A Pn.D. thesis by Gerald’ Cole entitled "Computer Network Measure-
ments: Techniques and Experiments" was completed in June 1971. The results
of that study have becn used as points of departure for our recent measure-
ment activities and has formed the foundation for this work. He presented
the paper, "Perfomance Measurements on the ARPA Camputer Network," at the
AQM/IEEE Seocond Symposium on Prablems in the Optimization of Data Communica-
tions Systems, Palo Alto, Calif., Oct. 20-22, 1971, and is included here as
Apperdix E.

As we have mentioned above, measurements have begun, new tools have
been partly specified, and many new ones have been identified. We are in
the process of completing the specifications on this set of tools, and we are
finding cooperative Hosts who will permit various of these tools to be imple-
mented at their sites for the purpose of our extensive measurement program

which is now well under way.

4. NETWORK AND SYSTEMS SOFIWARE

This section covers work done by the SPAIE Group which is under the
leadership of Jon Postel. This group is responsible for maintaining and

extending the SEX time-sharing system and the development of network software.

4.1. Network Piogress

Jon Postel has been appointed a Network Facilitator by ARPA. 1In
this capacity he is responsible for aiding in the development of new applica-
tions for the network, new protoocols, and generally being of assistance to
members of the ARPA Network community. He has, for example, oconsulted with
the progranmers at Tinker AFB on protocol and program construction and the

Center for Camputer-Based Behavioral Studies at UCLA on the design considera-

18
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tions and cost of interfacing with the ARPANET. He reqularly attends Net-
work Working Group meetings, has led discussion grows and has been very
active, particularly in the defining of network protocol.

Existing network software (NCP, TELNET, LOGGER) have been kept up to
date with current network specifications. Some additional user features
have been added to these processes which are not netwark standard. For
exanple, the NCP will autamatically time-out a connection, We have also been
active in the develomment of software for use of network facilities. Primary
is RISNET, a program which provides the user side of the UCLA-OCN 360/91
Remote Job Entry Service. Another exanple is FXFER, a program which provides
access to the UCSB 360/75 Surple Minded File Service. This service has

proved quite useful in providing quickly accessible file backup. We are cur-

4.2. System Development

The SEX time-sharing System is now available for standard user serv-
ice 70 hours per week. Improvements continue to be made to the system, such
as an improved text file manipulation service and extending of graphics
facilities. Much effort has gone into providing measurement routines. We
are currently implementing a new disk scheduler to cope with the problem of
multiple disks on one channel. We are also experimenting with new resource
allocation algorithms. ‘This work is closely tied with our research efforts

in camputer system modeling.

19



5. QONCLUSIONS

Our activities then have concentrated on modeling, anmalysis and
measurement both of time-shared computer systems and of computer networks.
The ARPA Network of course forms the basic model in our network studies. Our
network and systems software has progressed very nicely. During the next
semiannual period we expect to have specified additional measurement tools
and to have exercised them in measuring and 1mnitoring network activity and

performance.

5.1. Publications and Presentations
During this period the following papers were published or submitted

for publication:
Cantor, D., "On Non-Blocking Switching Networks," to be published in Networks.

Chu, W. W., "Demultiplexing Considerations for Statistical Multiplexors,"
Proc. of the MM/IEEE Second Symposium on Problems in the Op timi za-
tion of Data /Jommunications Systems," Palo Alto, Calif. Oct. 20-22,
1971.

Cole, G. D., "Performance Measurements on the ARPA Computer Network," Proc.
of the ACM/IEEE Second Symposium on Problems in the Optimization of
Data Cammnications Systems,” Palo Alto, Calif., Oct. 20-22, 1971,

Fratta, L., Gerla, M., and Kleinrock, L., "The Flow Deviation Method: aAn
Approach to Store-and~Forward Communication Network Design," to be
published in Networks.

Fultz, G., and Kleinrock, L., "Adaptive Routing Techniques for Store-and-
Forward Computer-Communication Networks," Proc. of the IEEE Convention
on Communications, Montreal, Canada, June 14-16, 1971, pp. 39-1 to
39-8.

Kleinrock, L., Muntz, and Hsu, J., "Tight Bounds on the Average Response
Time for Time-Shared Computer Systems," Proc. of the 1971 International
Federation for Information Processing, Ljubljana, Yugoslavia, Aug. 23-
28, 1971, TA2, pp. 50-58.

Kleinrock, L., "A Selected Menu of Analytic Results for Time-Shared Computer
Systems," to be published in Elektronische Rechenanlagen.

Kleinrock, L., and Muntz, R. R., "Processor-Shazing Models of Mixed Schedul-
ing Disciplines for Time-Shared Systems," to be published in the JACM.

20
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The following presentations were given:

Kleinrock, L., "Some Computer Network Models," Computer Science [upartment,
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DEMULTIPLEXING CONSIDERATIONS FOR STATISTICAL MULTIPLEXORS*
Wesley W, Chu

Cuw puter Seience Depurtment
University of Californfa
Los Anpreles, Cultfornta 90024

Abstract

Demultiplexing serves as an important
function for atatistical multiplexors, Its pur-
pose is to reassemble the received messuge and
distribute it tc the appropriate destination. The
demultiplexing buffer can be modeled as a finite
waiting room queuing model with batch Poisson
arrivals and multiple distinct constant servera.
Simulation method {8 used to study the buffer
behavior for the uniform, linear, step, and
gecmetrie trafiic destination functions, The
relationships among buffer overflow proba-
bility, buffer size, traffic intensity, average
message length, and message destination are
preaented in graphs to provide a guide in the
design of demultiplexing buffer, Simulation
reaults reveal that huffer input meascge which
have ahort average message length and uniform
traffic deatinution yleld best buffe. behavior.
Thus, in planning the CPU acheduling algorithm
and in selecting the demultiplexing output rates,
the computer communications system that uscs
the atatistical multiplexing technique should alao
conaider the desired output statistics to achieve
optimal demuitiplexing performance.

I. Introduction

To increase information processing capa-
bility and to share computer resources,
remotely located computers and/or terminals
are connected together by communieation linka.
Many auch computer communication systems as
time sharing systems and distributed computer
aystems are already in cxiatence and in opera-
tion, The additional cost to such systems {s
the communications cost, In many cases, the
communjcation voat 18 a significan? portion of
the total operating cost, To increase channel
utilization und reduce communication cost,
asynchrontus time division multiplexing has
been proposed for data communications. ! The
design conaiderations of such a multiplexing
(statistical multiplexing) system has been '
reported in rucent Uterature,2- Hore, we
study the design considerationas of the

‘Thls research was supported by the U.S. Office
of Naval Research, Research Program Office,
Contract No. N00014-68-A-0200-4027,

NR 048-120 and the Advunced Research
Projects Agency of the Department of
Defense Contract No. DAHC 15-60-C-0285,
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asynchronous thne diviston de wultiplexing
syatemn which {s an Inte-gral part of the statistical
multiplexor desipn, I the multiplexing case,

the outputs from the syutemn oo polng o o
dingle destination, for Cxmnple, o computer,
while the ontpuls frow the demaltiplexing system
are going to mony de stootions, such os different
users und/or computer s shiown in g, 1,
) —
Ju)-- 1}-: M -
ful— 1" ¢
Ll |
(o) for o bhwe shanng wystem
AL N Y e
- ] . l _I‘ -—&
—=lo Sl }'~
i l o

(b) for o distributed compuler system

{3, ueer

[0, statistical demultiptesue

terrrungt

fw), wotisticat muttiplesar
[€], compurer
€, ™ computer

Fig. 1 Statistical Multiplexing Systeins

The demultiplexor may consist of u buffer
and a switching circuit. The input trutfic to the
biffer consists of strings of characters (bursts),
The switching circuit distiibutes the output from
the buffer to the appropriate destinations accord-
ing to the deaignution in the maasage nddreas,
Thus, tho demultiploxor performance is strongly
influenced by the buffer behavior which depends
on the buffer input traffic and its destination
characteristics, A queuing model with a finite
walting room, batch Poisson arrivala, .nd
multiple distinot constant outputs (Fig, 2) is
used to atudy the buffer behavior,

B ——



-—;—'—-—. '/“|
a,B,y ——e 1/
_——-——’ .
N Pe e /e
( lnput) (outpute)
a message inter-arrivol time
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_u,  transmission rate for the I™ destination
P, traffic intensity for the ™ destination

N buffer size

Fig. 2 A Model for Demultiplexing Buffer

The complexity of the demultiplexing buffer
makes exact anaiysla of sueh A model methemat-
feally Inlroctable . Thwrefore, computer stmu-

lation his been need 1o atudy the rolationships
amaong mes age esthotba finetion, avernjie
traffic level, mesne tonesd lengeth, overflow
probability (the rraetion ol fhe total mmber of
mesgapies veforted e the mifrer), and nffer
gize,  These rettion i are portrayed in
graphs and ave hopeataed fo degfpning demnlti-

plexing systeme el stiore =l -forward computer
networks,
11, /ln:!'l_v!"_(w of Iy -m!Hiplu-__\-|||”.n!|'(_‘_|-‘.ql_'

The fnput messe o o the Imffer can be
I'Cpl‘(.‘ﬂclll(‘(l by Phie o et et message
arrivalg, mesaore ongth somebeeanige desti-
nationg.  Thege o enctere e Intimately
related to Yhe bulfior behovioe, In order to
degeribse the inpal pee ovden arelving at the buf-
fer, three randian enehber cenerators are nereds;

a which covreapuinels Lo tiagre futer-arelval
times, [} which rovie grenlyto the number of
characters L the ac e, kg which corre =

sponds to the dvitination ol the mesdsage. In

the simulation made ], the e eage Inter-urrival
times @ are assnned to b cxponentially dis=-
tributed, * ond the mesaape hengths § are

*In the distributed coonpnter network as shown in
Fig. ib, the traffic inpnt to the demultiplexor
{8 the outpnt fram the multiplexor. In some
cages, the traffic onlpnt from the multiplexor
euan be approxlniated i Poisnon distributed.
Should the nultiplexor output become very dif-
ferent from Poisson,” then the actual message
inter-arrival-time statistica should be used in
the aimulation,
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agsumed to be geometrically distributed. The
destination distribution {a transformed from the
destinntion function as discussed in the follow-
ing:

The destination funetion describes traffie
intensitics for the set of m destinations; that is,

fd(l)'ﬂi 1e1,2,....m (1)

where py is the traffic intensity for the ith
destination.

The message deatination funetion for a
given set of users depends on their applications
and should be derived from measured statistics.

In order to perform random sampling on
traffic deatination, we need to transiorm fa)
into a mcaaage destination distribntion, f (1).
This transformation ean be performed by nor-
malizing Eq. (1) to a probability destination
function; that 18,

m
f7(i)=fd“)/12:l pj {=1,2,...,m (2)

Thus,

3.1;

f (1) =1

=1 7

where m is the total number of message
destinations,

A set of random numbers, {€_, Egr £}

corresponding to random variables a, g, and ¥
are gencrated to reprcaent a meegsage arriving
at the demultiplexing aystcm. When a message
arrives at the buffer, two operations take place:
First, the status of the designated faeility is
interropated, If the facility is buasy and the
buffer is not full, the burst erters the bulfer
and i1 concatenated with the gueue of ehuracters
wuliting for that facility. If the facility is idlc,
and If the buffer is not full, the firat charaeter
of the burst is aent to the facility while the
remalning charaetera entcr into the buffer and
output at each subsequcnt clock time. Second,
the contents of the register thai keep track of
the total length of the buffer is updated. Because
of distinct destinationa, the total voiume of
output from the buffer varice with a, 8, and .
The output from thic demultiplexing bulfer

_depends on both the number of characters in

the buffer and their destinations. The simula-
tian program keeps a reeord of the numnber of
clenctors in the buffer at the heginning of each
messnpe scrvice intorval, When the length of an
arviving message exceeds the unoceupied storage
spacc of the Luffer, then a huffer overflow event
haa occurred, Tho frequency of occurrence of
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such an overflow event gives the estimate of
buffer overflow probability, Pos. A flow chart
of the simulation program is shown in Fig. 3.
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S The buifer overtiow wobebilities wars compuied from the
Wuties aueue ngine sbisined from the GPIS olmuinties.
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Fig, 3 A Logic Flow Chart for the
Buffer Simulation Model

One of the most important parameters
that describes the traffic congestion of the
demultiplexing system is traffic intensity, Since
the output messages fror the buffer are sent to
various destinations, the traffic intensity of
each destination would be different and would

equal

At
p‘._l_l. (9)

My

where

A = message arrival rate for the ith
destinations

l‘ = average message length for the ith
destination :

bt transmission rate for the ith
destination.

The average traffic level, p, for the
demultiplexing aystem ia the average of the traf-
fic intensities of the m destinations; that s,

72 ) p | )

- 3

To study the effect of destination distributions
on buffer behavior, five types of destination
functiond are uscd in the simulation mnodel uy
shown In iy, 4, T'he relationships wnony Py,
buffer gizes, and destination distributions for
aclected £'s anl p's are obtuined from stinu-
lation and portrayed in Figs, 5 and G,
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The expeeted queuing delay due to buffer-
ing during demultiplexing 18 another importunt
parameter {n the deaign eonsideration of statia-
tieal multiplexors, Sinee moat systems allow a
very low overflow probability, the expected
walting time due to buffering ean be approxi-
mated by thut of an Infinite waiting room queuing
model with Poigson arrivals and geometric
service time, The expacted walting time w,; for
message sending to the th destination 1a

2 -
AE(X ) A (22, -1)
2(1- o)

Wt 201-5,)

(5)

where E(Xlz) ia the seeond moment of ti.e mes~-
sage length X; for the 1th destination.

character-service-times

Since the average arrival rate and the
average mcasage length for each destination are
different, the expeeted queuing delay due to
demultiplexing for vach destination {8 also dif-
ferent and should be computed from its asaoel -
ated traffic intensity and average mesasage

length,
111, Discussaion of Results

The reclationships between buffer size and
buffer overflow probability for aselected average

36

Reproduced from

9} 1
vba be:! available copy.

traffic levels, average burst lengths, and traffic
destination functions are portrayed in Figs. 5
and 6. For a given average message length,

and desired level 9f overtlow probability, the
requived buffer size tuercoses us the average
traffle level Incrcane o, Further, the required
buffer ntee vartea drasticadly with the tHivdsage

destinathon luwe o, Conpe b thae Ty
typos of Lrattte b st bad bon tane Uiaes e
o shandalian, e o plven aeorapee Loattie
level, thiruntorm - the o e Hon required

the graadlest iode e abne, aad Do atep 2 ddest] -
satlon function regaberod the o pecst hatfer
slze, ‘This s Le roalue sad
quentny deday Inovo o e enganent Ay with

pe Thus, for i oven ave e 10 e level,
iitfercut typed ot de thod oo tiong

yleld ditferent baitov ot - o on anple,
If one of the de diactfonc, 101 caity Joaded, the
averuge tradhic hovel ot ), <5 4te i could by
very Jow, but s eatermedy Lorge hutfer (s
needed, Povther, the ospe Liabapa uliy delay for
mesdoee sendbyg bt L Do Togaled dhestt] -
natlon woulil e vary b, e Yo thot the
effect of desthudtan e 1 oo Ltler b vior
Inercases ad averagte ol oo} Increases,

cobag bothe Lo

Shiaulation coqaulta o Lo o bhehavior
shed Hpht on thee eebad w s L Leeen the
denaltiplexor tratfie opat et e derubt -
Plexing system pertarmae o . adave Hpdtlically,
the results show thut 1o naviat - the wioe of the
demnultiplexdng bufor ond qusanee delay due to
buffering, we should schedai the input.s to the
demultiplexor buffer apja o, .1, Iy cqually,
Thia can be achiceved by «ouaiaing the volume
of input traffic to the buttor tor voojous Jdestina-
tions, scleeting the output 1oan v sglun rate of
the buffer, or both, 1n o ttrne -0y ty outem,
input traffic to the demulti g voa Lulfer 1,
governed by the computer sobiedating ahrorithin,
such aa the size of CI'U yusutiun time. 11 we
know the relationship® betwern the CPU dqu aitum
time and the volume of the CP'U outputy, then a
variable quantum time schedulling algoritinn
would be effective to schedule an cqual amount of
output traffie to various destinatlons, {'he buffer
output‘rate ean also be chunged to adjust the
traffic intensity. To achicve a untform truffic
destination distribution, we should aastyn high
transmisaion rate linus to those destinations
thut have high volumes of traffic.

In our simulation model, tun buffer output
desatinations are used. Since the {nput truffic to
the buffer {8 random, the ten output destinations

‘Thla relationship depends on the computer
system and program behavior in question, and
could be obtained via meusurement or
gimulation.



ean algo be viewed a8 ten groups of outputs pro-
vided the outputs in each group have approxi-
mately the same value of traffie intensity, * When
a demultiplexdng buffer has more than ten outputs,
wc could group them into ten groups according

to their traffie intensities, and then select the
appropriate graphs to estimate {ts buffer
behavior,

The simulation waas performed by using
the PSS program on the H3M 360/981 at UCLA.
‘T'he computing tiine required for the simulation
depends larpely on the sample size and the num -
ber of destinations used, For a givena, 3, and a
destinatlon distribution, the eomputing time
requived for an experiment (which representt a
curve on the graph) of 109 samples and ten
dcstinations {s about flve minutes. As {s com-
mon in many stochastic experiments, their
rcsuits are senaitive with sample sizes. A
larger simaple nise ylelds a winore aceurate ecsti-
mation. {'ovr a compromjsce between accuracy
and compating titne required, a sample gize of
105 was sclectid (or cach experiment.

(AN I:x.mwic

Consider the e wiym of the demultiplexing
gystem for a thn . Juoring system that employs
the statlstical moHiplexing technique as shown
in Fig. la. The gt 1raifie to the demulti-
plexor {9 yrenerats] fecan thee enmputer and can
bo approximated oo Polasan aerivala, The
mesgsage longth on be approstimated as geomet-
rieally diateibwt o with umeon of 20 charactoera,
ffurther, the mie ssage destinatlon con be porti-
tioned into tew prvuaps oned fhe destinntion funce -
tlon hag i step e fooc on v qhiown fn iy, 4c,
The avorage trafts Lo b bttt 0.8, From
Fig, 6h, to achicey e o avertoe ppohabilty of
10’5, the tequited Soatn e 50, U0 chivme -
ters., from Fo. (O, the oxpe Cfed queuing
dcliay due to bultering tor the hipleer teaflte des-
tination jrvoup 1+ b dlevacto e aeryicestimes
and the hover t Hodion proup {8 3%
charactiev-srrvoe v . FPlereefore, the aver-
age-servioe- v b oo 2 /2 183 chaene -
ters-gervice-tin ooy nppose we chnngre
the CPU schetnhin s to o varjable quantim time
scheduiing alpnvithn., Ity aaatpning lnrger
quantum tines to the o lower traffle intensity
destinations, the «doatinatoom functlon chonges
from a step-his function to an approxiimately
uniform functl- il 1 oo iy, Gh, the required
bhuffer gize to nehfeve 1) 10-5 {a 2,200 char-
aetery, and from iy, (9), the queuing delay iz
78 character ~derviee thnes, We note that both
thc required buffer size and the queuning delay
due to buffering have been improved after

Phe b

%

Simulation rcsults verified this eonjeeture for
two or three outputs in a group,

3
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ehan;ing the CPU achcduling algorithm. Ina
practica) system dcsign, 've should further
conaidcr the inquiry responac time constraints,
the overhead cost of various wcheduling algo-
rithms, and the CPU throughput,

V. Conclusions

The statistical demultiplexor consists of a
buff :r and a switching circuit, Pue to thc com-
plex output structure of thc demultiplexing
buffcr, its behavior is studied vin computer gim-
ulation. Simulation results revcal thut the
traffic destination function has a drastic effect
on the demultiplexing huffcr behavior, The best
buffer behavior is achieved by the uniform desti-
nation function; that is, the amouni of traffic
scnding to various destinations are cynal, Since:
the CPU scheduling algorithm in a timc-sharing
gystem strongly affccte the traffic destination
function, computer opcrating systems kave large
influcnees on demultiplexor performance. For
examplr, a variable CPU quantum timc sched-
uling algorithm may be effective In producing a
uniform dcstination function and may yleld better
demuitipioxing performance, Thus the simula-
tion modcl and the results in this paper serve as
a useful guide in designing the demultiplexing
systcm and in planning an optimal computer
communication system,
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ABSTRACT

The design of the ARPA Computer Network brought
together manv individuals with diverse backgrounds and
philosophies. 1In this paper, we review the methods used in
the design of the Network from the vantaae of over two years
experience in its development. The design variables, system
constraints, and performance criteria for the network are
discussed along with an evaluation of the tools used to
design an efficient and reliable system. The design
procedures and the conclusions reached about the network's
properties appear to be generally applicable to messaqge
switched networks. Conscaucntly, the results of this paper
should be useful in the design and study of other
store-and-forward computer communication networks.

*This work was supported by the Advanced Research Projects
Agency of the Department of Defense under Contract No. DAHC
15-70-C-0120 at the Network Analysis Corporation, Contract
No. DAHC 15-69-C-0179 and DAHC-71-C~0088 at Bolt Beranek
and Newman Inc., and Contract No., DAIIC 15-69=C=0285 at tiie

University of California at Los Angeles.
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I. INTRODUCTION

The ARPA Network (ARPANMNET) project brouaght togethcer
many individuals with diverse backqrounds, philosophies, and
technical approaches from the fields of computer science,
communication theory, operations research and others. Tnhe
project was aimed at providing an efficient and reliable
computer communications system (using messaqe switchina
techniques) in which computer resources such as programs,
data, storaagqe, special purpose hardware etc. could be

shared amona computers and among many uscrs (3s]. The
variety of desiqn methods, rangina from theoretical moucling
to hardware development, wvere primarilv emploved

independentlv, although coorerative efforts amonqg desianers
occurred on occasion. As of November 1971, the network has
been an operational facilitv for manv months, with about 20
participatinag sitcs, a network information center accessible
via the net, and well over a hundred rescarchers, svsten
programmers, computer center dircctors and other technical
and administrative personnel involved in its operation.

In this paper, we rcview and evaluate the nethods used
in the ARPANET desiqgn from the vantage of over two ycars
experience in the development of the networlk. In writina
this paper, the authors have each made equal contributions
duringa a series of intensive discussions and debatcs.
Rather than prescnt merely a summary of tihe procedures tiat
were used in the network design, we have attempteu to
evaluate onc anothers methods to determine tiheir advantaqges
and drawbacks. Our approaches and philosophies have often
differed radicallv and, as a result, this has not been an
easy or undisturbing process. On the othe: hand, we have
found our collaboration to be extrememly rewardina and,
remarkably, we have uncovered many similar properties about
the network's behavior that seem to be generally applicable
to messaae switched networks.

The essence of a network is its desian philosophv, 1its
nerformance characteristics, and its cost of implemcntation
and operation. Unfortunatelv, there 1is no generally
accepted definition of an "optimal" network or even of a
"qood" network. For example, a network designed to transmit
larqe amounts of data onlv during late evenina hours miaht
call for cstructural and performance characteristics far
different from one servicing large numbers of users who are
rapidly exchanaing short messadges during business hours. we
expect this topic, and others such as the merits of messaae
switching vs. circuit switching or distributca vs.
centralized control to be a subject of discussion for manv

years [1,14,32,34].



7oy

o Page 3

A cost analvsis performed in 1967-1968 for the ARPA
Network indicated that the use of message switching would
lead to more economical communications and better overall
availability and utilization of resources than other methods
£34,36). 1In addition to its impact on the availability of
computer resources, this decision has generated widespread
interest in store-and-forward communications. In many
instances, the use of store-and=-forward communication
techniques can result in greater flexibility, higher

reliability, significant technical advantagqge, and
substantial economic savings over the use of convential
common carrier offerinas. An obvious trend towarus

increased computer and communication interaction has bequn.
In addition to the ARPANLT, research in several laboratories
is underway, small experimental networks are being built,
and a few examples of other government and commercial
networks are already apparent [5,7,31,40,41,47,483.

In the ARPANET, each time-sharing or batchh procecssina
computer, called a lost, is connected to a amall computer
called an Interface Message Processor (I"P.. The 1'tv's,
which are interconnected bv  leased 5U kilobit/second
circuits, handle all network cormunication for their liosts.
To send a message to another Host, a Host precedes the text
of its messaade with an address and simplv delivers it to its
IMP. The 1I''Ps then deternine the route, proviue error
control , and notify the sender of its receipt. The
collection of Hosts, 1Imps, and circuits forms the message
switched resource sharing network. A good description of
the ARPANLT, and some early results on protocol development
and modeling are given in [3,15]. Some experimental
utilization of the ARPANLEY 1is described in L42)]. A more
recent evaluation of such networks and a forward 1look 1is
given in £35,39]).

The development of the Network involved four principal
activities:

(]) The design of the IMPs to act as nodal store-and
forward switches,

(2) the topological design to snecifv the capacity anu
location of each communication circuit within the
network,

(3) The design of higher level protocols for the use of
the network bv time-sharing, batcii processina and
other data processing systems, and

(4) System modeling and measurement of network
performance.

Each of the first three activities were essentially
performed independently of each other, whereas the modeling
effort partly affected the IMP desian effort, and closely
interacted with the topological design project.
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The IMPs were desiqgned by Bolt Beranek and hNewman Inc.
(BBN) and were built to operate independent of the exact
network connectivity:; the tonoloaical gtructure was
specified by Network Analysis Corporation (NAC) using models
of network performance developed by NAC and by the
University of California at Los Angeles (UCLA). The major
efforts in the area of system modeling were performed at
UCLA using theoretical and simulation techniques. Network
performance measurements have been conducted during the
developrnent of the network by BBN and by the HNetwvork
Measurement Center at UCLA. To facilitate effective use of
the net, higher level (user) protocols are under development
by a group of representatives of universities and research
centers. This group, known as the Network Working Group,
has alreadv specified a Host to Host protocol and a Telnet
protocol, and is in the process of completing other function
oriented protocols €4,29). We make no attempt to elaborate
on the lost protocol desian problems in this paper.
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II. THE NETWORK DESIGN PROBLEM

A variety of performance requircments and system
contraints were considered in the design of the net.
Unfortunately, many of the key design objectives had to be
specified 1long before the actual user requirements coulu be
known. Once the decision to employ message switching was
made, and fifty kilobit/second circuits were chosen, the
critical design variables were the network operating
procedure and the network topoloqgy; the desired values of
throughput, delay, reliability and cost were system
performance and constraint variables. Other constraints
affected the structure of the netwetk, but not its overall
properties, such as those arising from decisions about the
length of time a message could remain within the network,
the location of IMPs relative to location of Hosts, and the
number of Hosts tc be handled by a single IMP,

In this section, we identify the central issues related
to IMP design, topological design, a* 1 network modeling. 1In
the remainder of the paper, we desc.ibe the maejor design
techniques which have evolved,

2.1 IMP PROPERTITS

The key isswe in the desian of the I''Ps was the
definition of a relationship between the IMP subnet and the
Hosts to partition responsibilities so that reliable and
efficient operation would be achieved. The decision was
made to build an autonomous subnet, independent (as much as
possible) of the operation of any Host. For reliability,
the IMPs were desianed to be robust against all line
failures and the vast majority of IMP and Host failures.
This decision required routing strategies that dynamically
adapt to changes in the states of IMI's and circuits, an
elaborate iow control strateqy to protect the subnet
against lost malfunction and conaestion due to IMP buffer
limitations. In addition, a statistics and status reporting
mechanism was needed to monitor the bechavior of the network.

The number of circuits that an IMP must handle is a
desiagn constraint directlv affecting bLoth the structures of
the IMP and the topological design. The speed of the IMP
and the required storage for program and buffers depend
directlv upon the total reaquired processing capacity, which
must he high enough to switch traffic from one line to
another when all are fully occupied. Of great importance is
the vroperty that all IMPs operate with identical programs.
Thir technique greatly simplifies the problem of
und:»»»standing network operation and makes network
modifications easy to perform.
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The detailed physical structure of the INP is not
discussed in this paper [2,15]). However, the operating
procedure, which guides packets through the net, is very
much of interest here. The flow control, routing, and error
control techniques are inteqral parts of the operating
procedure and can be studied apart from the hardware by
which they are implemented. Most hardware modifications
require changes to many IMPs already installed in the field,
while a change in the operating procedure can often be made
more conveniently by a change to the single operating
program common to all IMPs, which can then be propagated
from a single location via the net.

2.2 TOPOLOGICAL PROPERTIES

The topological desiqn resulted in the specification of
the location and capacity of all circuits in the network.
Projected Host ~ Host traffic estimates were known at the
start to be either unreliable or wrong. Therefore, the
network was designed under the assumption of equal traffic

between all pairs of nodes. (Additional superimposed
traffic was sometimes included for those nodes with
expectation of higher traffic requirements) . The

topological structure was determined with the aid of
specially developed heuristic programs to achieve a low
cost, reliable network with a high throuqhput and a general
insensitivity to the exact traffic distribution. Currently,
only 50 kilobit/second circuits are being used in the
ARPANET. This speed line was chosen to allow rapid
transmission of short messages for interactive processing,
as well as to achieve high throughput for transmission of
long messages. For reliability, the network was constrained
to have at least two independent paths between each pair of
IMPs,

The topological design prol:lem requires consideration
of the following two questions:

(]) Starting with a given state of the network
topology, what circuit modifications are required to
add or delete a set of IMPs?

(2) Starting with a given state of network topology,
when and where should circuits be added or deleted to
account for long term changes in network traffic?

If the locations of all network nodes are known in
advance, it is clearly most efficient to design the
topological structure as a single qlobal effort. However,
in the ARPANET, as in most actual networks, the initial
desianation of node locations is modified on numerous
occasions, On each such occasion, the topoloay can be

completely reoptimized to determine a new set of circuit
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locations.

In practice, there is a long lead time between the
ordering and the delivery of a circuit and major topological
modifications cannot be made without substantial difficulty.
It is therefore prudent to add or delete nodes with as
little disturbance as possible to the basic network
structure consistent with overall economical operation.
Figure 1 shows the evolution of the ARPANET from the basic
four IMP design in 1969 to the presently planned 26 INMP
version. Inspection of the 24 and 26 IMP network designs
reveals a few substantial changes in topology that take
advantage of the new nodes being added. Surprisingly
enough, a complete reoptimization of the 26 IMP topoloqy
yields a network only slightly less expensive (about 1t per
year) than the present network design [28].

2.3 NETWORK MODELS

The development of an accuratc mathematical model for
the evaluation of time dclay in computer networks is amona
the more difficult of the torics discussed in this paper.
on the one hand, the model must properly reflect the
relevant features of the netvork structure and overation,
including practical constraints. On the other hand, the
model must result in a mathematical formulation which is
tractible and from which meaningful results can be
extracted. liowever, the two requirements are often
incompnatible and we scarch for an acceptable comnromise
between these two extrencs.

The major modelina effort thus far has been the study
of the behavior of networks of queues £21). This emphasis
is logical since in message switched systems, messages
experience queueing delays as they pass from node to node
and thus a significant performance measurc is the speed at
which messages can be delivered. The queueing models were
developed at a time when there were no opecrational networks
available for experimentation and model validation, and
simulation was the only tool capable of testing their
validity. The models, which at all times were recognized to
be idealized statements about the real network, were
nonetheless crucial to the ARPALLY topological desian effort
since they afforded the only known way to quantitatively
predict the properties of different routina schemes and
topological structures. The models have been subsequently
demonstrated to be very accurate predictors of network
throughput and indispensible in providing analytical insight
into the network's behavior.

The real problem confronting the designer is to create
a system which provides suitable network performance at an
acceptable system cost. In particular, for given
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performance constraints on average packet delay, throughput,
reliability and total network cost, he must design the IMP
hardware and its operating procedure , select the topology,
and assign capacities to each channel. This desiqn must
typically be conducted without the benefit of accurate (or
often even reasonable) estimates of the user traffic
requirements. Futhermore, the design is constrained, for
example, by the discrete nature of the available channel
capacities, and the number of channels which an IMP can
service., A design constraint for the ARPANET is that, on
the average, a packet must travel from origin to destination
in 0.2 seconds. This complete problem formulation is
sufficiently complex that it is difficult to beqin the
mathematical analysis, much less to obtain an "optimum"
solution, The key to the successful development of
tractible models has been to factor the problem into a set
of simpler dqueueing problenms. There arc also heuristic
design procedure that one can wuse in this case. These
procedures seem to work quite well and are described later
in the paper.

However, if one specializes the problen and removes
some of the real constraints, “heory and analysis become
useful to provide understanding, intuition and desian
guidelines for the oriainal constrained problen. 'This
approach uncovers global properties of networl behavior,
which provide keys to good heuristic desiagn procedures and
ideal performance bounds.
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III. DESIGN TECHNIQUES

In this section we describe the approaches taken to the
design  problems introduced in Section 1II. We first
summarize the important properties of the ARPMANEY desiqgn:

(1) A communications cost of less than 30 ccnts per
thousand packets(approximately a megabit).

(2) Average packet delays under 0.2 seconds through the
net.

(3) capacity for expansion to 64 1IMPs without major
hardvare or software redesign.

(4) Average total throughput capability of 10 = 15
kilobits/sezond for all Hosts at an IMP.

(5) Peak throughput capability of 85 kilobits/second
per pair of IMPs in an otherwise unloaded network,

(6) Transparent communications with maximum messaqc
size of apprﬂfﬁmatelv 8000 bits and error rates of
onec bit in 10 or less.

(7) Approximately 98% availability of any IMP and closc
to 100% availability of all operating IMPs from anv
operable IMP.

The relationships between the various design efforts is
illustrated by these properties. The topological desian
provides for both a desired average throuahnut and for two
or more paths to be fullv used for comrunication between any
pair of Hosts.The operating procecdure should allow any pair
of Hosts to achieve those objectives. The availahility of
111Ps to communicate reflects both the fact that I!tPs arc
down about 2% of the time and that the topology is selected
so that circuit failures contribute little additional to the

total system downtime.
3.1 IMpP DLSIGHN

The IMP design consists of two closely coupled but
nonetheless separable pieces == the physical hardware
specification (based on timing and reliability
considerations and the operating procedure) and the design
and implementation of the operating procedurec using the
specified I""P hardware. The IMP originally developed for
the ARPANET contains a l6-bit one microsecond computer that
can handle a total bandwidth of approximately one
meqgabit/second (e.qd. twentv 50 kilobit/second circuits) if
all the messaaes are maximum size. In the worst case, where
all the messages are short, the IMP capacity is about 0.3
megabits/second [157. Hardware is likely to change as a
function of the require IMDP capacity but an operating
procedure that operates well at onc IMP capacity is likely
to be transferable to machines that provide different
capacity. However, as a networl: grows in size and
utilization, a more comprehensive operating procedure that
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takes account of known structural properties, such as a
hierarchical topoloqy, may be appropriate.

Four primary areas of I!MP design, namely messaqe
handling and buffering, error control, flow control, and
routing are discussed in this section. The IMP provides
buffering to handle messages for its Host and packets for
other IMPs. Error control is requirea to provide reliable
communication of Host messages in the presence of noisy
communication circuits.

The design of the operating procedure should allow high
throughput in the net under heavy traffic loads. Two
potential obstacles to achieving this objective are: (1) The
net can become congested and cause the throughput to
decrease with increasina load, and (2) The routing procedure
may be unable to always adapt sufficiently fast to the rapid
movement of packets to insure efficient routing. A Flow
Control and Routing procedure is needed that can efficiently
meet this requirement.

3.1.1 Message Handling and Buffering

In the ARPANET, the maximur messaduac size was
constrained to be approximately 8000 bits. A pair of hosts
will typically communicate over the net via a sequence of
transmitted messages. To obtain delays of a few tenths of a
second for such messages and to lower the requirea IMP
buffer storaqe, the IMP program partitions each message into
one or more packets each containing at most apnroximately
1000 bits. Each packet of a message is transmitted
independently to the destination where the messaqge 1s
reassembled by the INP before shipment to that destination

Hocst. Alternately, the llosts could assume the
responsibility for reassembling messages. For an
asynchronous IMP-Host channel, this slightly simplifies the
IMP's task. However, if everv IMP-llost channel is

synchronous, and the lost provides the reassembly, the I
task is considerably simplified at the expense of "IMP-like"
software in each Host and error control on the IMP=-Host
circuit. Since each Host would require a different program
to perform these functions, this would be a very costlv
process compared to the simnlicity of writina a common
program for all IMPs. On balance, it 1is 1least costly to
provide reassembly by the I'Ps or to restrict the messaaqe
lengths to a single packet at the possible expense of
lowerced throughput.

The method of handling buffers should be simple to
allow for fast processing and a small amount of program.
The number of buffers should be sufficient to store enouah
packets for the circuits to be used to capacity; the size of
the buffers may be intuitively selected with the aid of
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simple analytical techniaues, atvimisitiiboRe OT example,
fixed buffer sizes are useful in the INP for simplicity of
design and speed of operatijon, but inefficient utilization
can arise hecause of variable length packets. I1f each
buffer contains A words of overhead and provides spact for M
words of text, and 1if messaqe sizes arc uniformly
distributed between 1 and L, it can be shown f45) that the

choice of M that minimizes the expected storagc is
approximatcly -VAL. In practice, M is chosen toO be

somewhat smaller on the assumption that most traffic will be
short and that the amount of overhecad can be as much as,

say, 25% of buffer storage.
3.}].2 ELrror Control

The I''Ps must assume the responsibility for providina
error control. There are four possibilities to consiaucr:

(1) Messages are dolivercd to their destination out of
order.

(2) buplicate messaqges are delivered to the
destination.

(3) Messaqges arc delivered witl errors.

(4) Messaqes are not delivered.

The task of proper scquencingd of messages for deliverv
to the destination Host actually falls in the province of
Ihhoth error control and flow control. If at most onc messaae
at a time is allowed in the nect between a pair of losts,
proper sequencing occurs naturally. A duplicate packet will
arrive at the destination IMP after an acknowledgnent has
been missed, thus causing a successfully receiveu packet to
be retransmitted. The IMPs can nandlc the first two
conditions by assigning a sequence number to ecach packet as
it enters the network and processinq the seauence number at
the destination I'P. A llost that performs reassembly can
also assian and process sequence numbers and check for
duplicate packets. For many applications, the order of
delivery to the destination 1is immaterial. For priority
messages, however, it is typically the casc that fast
deliverv recuires a perturbation to the sequence.

Frrors are primarily caused by noise on the
communication circuits and are handled most simply by error
detection and retransmission between each pair of LiPs alona
the transmission path. This technique requires extra
storaqe in the vp if either circuit speeds oOr circuit
lengths substantially increase. Failures in detectina
errors can be made to occur on the order of years to
centuries apart with little extra overhead (20 =30 parity
bits per nacket with the 50 kilobit/second circuits in the

ARPANLET) . Standard cyclic error detection codes may be

uscfully applied here.
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A reliable system desian insures that each transmitted
message is accurately delivered to its intended destination.
The occasional time when an IMP fails and destroys a useful
in-¢ransit message is likely to occur far less often than a
similar failure in the Hosts and has proven to be
unimportant in practice, as are errors due to IMP memory
failures. A simple end to end retransmission strategy will
protect against these <=ituations, if the practical need
should arise, However, the IMPs must be designed so that
they can be removed from the network without destroying
their internally stored packets.,

3.1.3 Flow Control

A network in which packets may freely enter and lecave
can become conqgested or logically deadlocked and cause the
movement of traffic to halt [5,17). Flow control teciniques
are required to prevent these conditions from occurring.
The provision of extra buffer storage will mitigate against
congestion and deadlocks, but cannot in general prevent
thenm.

The sustained failure of a destination Host to accept
packets from its IMP at the rate of arrival will cause the
net to fill up and bhecome congested., Two kinds of loaical
deadlocks, known as reasscmbly lockup and store-and-fcrvard
lockup mav occur, In reassenbly lockup, packets of
partially reassembled messages are blocked from reaching tne
destination I"P, (thus preventing the messaqge from beina
completed and the reassemblv space freed), by other packets
in the net that are waiting for reassembly space at that
destination to become free. In a store and forward lockup,
the destination has room to accept arriving packets, but tae
packets interfere with each other by tying up buffers in
transit in such a way that nonec of the packets are able to
reach the destination [17]. These phcnomena have only been
made to occur during very carefully arranged testina of tue
ARPANLT and by sinwulation [49].

In the original ARPANET design, the use of software
links and RF!IMS protected against conaestion by a single
link or a small set of links. However, the combined traffic
on a large number of links could still produce concestion.
Although this strategy did not protect aaainst lockup, for
the 1levels of traffic encountered bv the net to date, tie
method has provided ample protection.

A particularlv simnle flow control algorithm that
augments the original IMP design to prevent congestion and
lockup is also described in E17}. This scheme includes a
mechanism whereby packets may be discarded from the net at
the destination IMP when congestion is about to occur, with
a copy of each discarded packet to be retransmitted a short
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time later by the driginating Host's IMP. Rather than
experience excessive delays within the net as traffic levels
are increased, the traffic is queued outside the net so that
the transit time delays internal to the net continue to
remain small. Thigs strateqgy prevents the insertion of more
traffic into the net than it can handle.

It is important to note the dual requirement for small
delays for interactive traffic and high bandwidth for the
fast transfer of files. To allow high bandwidth between a
pair of Hosts, the net must be able to accept a steady flow
of packets from one Host and at the same time be able to
rapidly quench the flow at the entrance to the source IMP in
the event of imminent congestion at the destination. Tihis
usually requires that a separate provision be made in the
algorithm to protect short interactive messages from
experiencing unnecessarily high delays.

3.1.4 Routing

Hetwork routing strategies for distributed networks
require routing decisions to be made with only information
available to an IMP and the IMP must exccute those decisions
to effect the routing £14,15). A simple exarple of such a
strateay is to have each I'tp handling a packet independently
route it alorng its current estimate of the shortest path to
the destination.

For many applications, it suffices to deal with an
idealized routing strateay which may not simulate the IMpP
routing functions in detail or which uses information not
available to the IMP. The general properties of both
strategies are usually similar » differing mainly in certain
implementation details such as the availability of buffers
or the constraint of counters and the need for the routing
to quickly adapt to changes in IMP and circuit status,

The IMPs perform the routing computations using
information received from other IMPs and local information
such as the alive/dead state of its circuits. In the normal
case of time varving loads, local information alone, such as
the lenath of internal queues, is insufficient to provide an
efficient routing strateav without assistance from the
neighboring I'Ps, It is possible to obtain sufficient
information from the neighbors to provide efficient routing,
with a small amount of computation needea per I'P and
without each IMP requirinag a topological manp of the network.
In certain applications where traffic patterns exhibit
reqularity, the use of a central controller miaght even be
preferable, However, for most applications which involve
dynamically varving traffic flow, it appears that a central
controller cannot be used more effectively than the I!Ps to
update routing tables if such a controller is constrained to
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derive its information via the net, It is also a less
reliable approach to routing than to distribute *he routing
decisions among the IMPs.

The routing information cannot be propagated about the
net in sufficient time to accurately characterize the
instantancous traffic flow. An efficient alaor.ithm,
therefore, should not focus on the movement of individaal
packets, but rather usc topolonical or statistical
information in the selection of routes. For examnlc, bv
using an averaqing procedure, the flow of traffic can Le
made to build wup smoothly. This allows the routine
algorithm ample time to adjust its tables in each I''p in
advance of the buildup of traffic.

The scheme originally used in the ARP2A network had each
I"MP select one output 1line per destination onto which to
route packets. The line was chosen to be tihe one with
minimum estimated time delay to the destination. The
selection was updated every half second using minimum time
estimates from the neighhoring INPs and internal estimates
of the delav to each of the neiahbors, Even thouah the
routina algorithm only selects one line at a time per
destination, two output lines will be used if a queue of
packets waitina transmission on one lire builds un bLeforc
the routing update occurs and another line is choscn.
Modifications to the scheme which allow several lines per
destination to be used in an update interval (during which
the routinag is not changed) are possible using two or more
time delay estimates to select the paths.

In practice, this aonroach has worlked quite effectively
with the moderate levels of traffic experienced in the net.
For heavy traffic flow, this strateqy will be inefficient,
since the routina information is based on the lenqth of
queues, which we have seen can change much faster than the
information about the chanae can be distributed.
Fortunately, this information is still usable, although it
can be substantially out of date and will not, in gecneral,
be helpful in making efficient routing decisions in tne
heavy traffic case.

A more intricate scheme, recently developed by B,
allows multiple paths to be efficiently used even during
heavy traffic [18]}. Preliminary simulation studies indicate
that it can be tailored to provide efficient routinag in a
network with a variety of heavy traffic conditions. This
method senarates the problem of defining routes onto which
packets may be routed from the problem of selecting a route
when a particular packet must pe routed. By this technique,
it is possible to send packets down a path with the fewest
IMPs and excess capacity , or when that path is filled, the
one with thc next fewest IMPs and excess canacity, etc.
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A similar approach to routing was independently derived
by NAC wusing an idecalized method that did not reaquire the
IMPs to participate in the routing decisions. Another
approach using a flow deviation technique has recently been
studied [13]. The intricacies of the exact approach lead to
a metering procedure that allows the overall network flow to
be changed slowly for stability and to perturb existinag flow
patterns to obtain an increcased flow. These approaches all
possess, in common, essential ingredients of a desirable
routing strateqv,

3.2 TOPOLOGICAL CONSIDERATIONS

An efficient topological design provides a high
throughput for a given cost. Although many measurcs of
throughput are possible, a convenient onc is the average
amount of traffic that a single INMP can send into the
network when all other IMPs arc transmitting according to a
specified traffic pattern. Often, it is assumed that all
other IMPs are behaving identically and each IMP is sending
equal amounts of traffic to each other INMP. The constraints
on the topological design are the available common carrier
circuits, the tarqet cost or throughput, the desired
reliability, and the cost of computation required to perforn
the topological design,

Since, there was no clear specification of the amount
of traffic that the nectwork would have to accomodate
initially, it was first constructed with enough excess
capacity to accomodate anv reasonable traffic reaquirements.
Then as new IMPs werc added to the system, the capacity was
and is still being syvstematically reduced until the traffic
level occupies a substantial fraction of the nctwork's total
capacity. At this point, the net's capacity will be
increcased to maintain the desired percentaqge of loading. At
the initial stages of network design, the "two-ccnnected"
reliability constraint essentially determined a minimun
value of maximnum throughput. This constraint forces the
average throughput to be in the range 10-15 kilobits per
second per IMP since two communication paths between every
pair of II'Ps arc necded. Alternativelv, if this level of
throughput 1is required, then the reliability specification
of "two-connecctivity" can be obtained without additional

cost,
3.2.] Reliability Computations

A simple and natural characterization of network
reliabilitv is the ability of the network to sustain
comaunication between all operable pairs of I!MPs. For
design purposes, the requirement of two independent paths
Letween nodes insures that at least two IMPs and/or circuits
must fail before any pair of operable IMPs cannot
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communicate. This criterion is independent  of the
properties of the IMPs and circuits, does not take into
account the "degree" of disruption that may occur and hence,
does not reflect the actual availability of resources in the
network., A more meaningful measure is the average fraction
of IMP pairs that cannot communicate because of IMP and
circuit failures. This calculation requires knowledge of
the IMP and circuit failure rates, and could not be
rerformed until enough operating data was gathered to make
valid predictions.,

To calculate network reliabhility, we must consider
elementary network structures known as cutsets. A cutset is
a set of circuits and/or IMPs whose removal from the network
breaks all communication paths between at least two operable
IMPs. To calculate reliabhility, it is often the case that
all cutsets must be eitner enumerated or estimated., As an
example , in a 23 IMP, 28 «circuit ARPA lNetwork design
similar to the one shown 1in Fiqure 1(d), there are over
twenty million ways of deleting only circuits so that tho
remaining networ¥ has at least one operable pair of IMPs
with no intact communication paths. Table 1 indicates the
numbers of cutsets in the 23 IMP network as a function of
the number of circuits they contain.

A combination of analvsis and sinulation can be used to
comnute the averaqge fraction of non-communicating I}P pairs.
Detailed descriptions of the analysis methods are given in
[44] while their application to the analysis of the ARPALLY
is discussedin [43). The results of an analysis of the 23
IMP version of the network are shown in Ficure 2. The curve
marked A shows the results under the assumption that IMPs do
not fail, while the curve marked B shows the case wherc
circuits do not fail. The curve marked C assumes that both
IMPs and circuits fail with equal probability. In actual
operation, the average failure probabilitv of both IMPs and
circuits is about 0.02, For this value, it can be secen that
the effect of circ. . failures is far less significant than
the effect of IMP failures. If an IMP fails in a network
with n IMPs, at least n-1 other I!'Ps cannot communicate with
it. Thus, good network design cannot improve upon the
effect directly due to IMP failures, which in the ARPANLT is
the major factor affecting reliabilty. Further, more
intricate reliabilitv analyses which consider the loss of
throughput capacity because of circuit failures have also
been performed and these losses shown to be negligible £28].
Finallv, unequal failure rates due to differcnces in line
lengths have been shown to have onlvy minor effects on the
analysis and can usually be neglected {27].

3.2.2 Topological Optimization
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During the computer optimization process, the

reliability of the topology is assumed to be acceptable if
the network is at least two-connected. The object of the
optimization 1is to decrease the ratio of cost to throuqunut
subject to an overall cost limitation. This technique
employs a sophisticated network optimization proaram that
utilizes circuit exchange heuristics, routing and fiow
analysis alqorithms, to generate 1lov cost desians., 1In
addition, two time delav models were initiallv wused tof
l)calculate the throughput corresponding to to an averaac
time delay of 0.2 seconds, (2) estimate the packet rejection
rate due to all buffers filling at an I!1P. As exncricnco
with these models grew, the packet rejection rate was founu
to be nealigible and the computation discontinucd. The
delay computation (equation (7) in scction 3.3.2) was
subsequently first replaced by a heuristic calculation to
spced tiie computation and later eliminated after it was
found that time delays could be guaranteed to bhe accewntablvy
low by preventina cutsets from being saturated. This
"threshold" behavior is discussed further in section 3.3.

The basic methed of optimization was described in (@Y ]
while extensions to the desian of larae networls arc
discussed in [9]. The method onecrates by initially
aencrating, either manually or by computer, a "startina
network" that satisfies the overall netwvorhk constraints bhut
is not, 1in general, a lov cost nctwork. The computer tnen
iteratively modifies the starting networt in simple stens
until a lower cost network is found that satisfies the
constraints or the process is terminated. The process is
repeated until no further improvements can be found. Using
a different starting network can result in a different
solution. lowever, by incorporating sensible heuristics and
by using a varictv of carefully chosen starting networks and
some dearee of man-machinc i1nteraction, "excellent" final
networks usually result. Experience has shown that there
are a wide variety of such networks with different
topological structures but similar cost and performance.

The key to this desiqn effort 1is the heuristic
nrocedure by which the iterative network modifications arc
made. The method used in the ARPALLT design involves the
removal and addition of one or two circuits at a time. Many
methods have been employed, at various times, to identify
the appropriate circuits for potential addition or deletion.
For example, to delete uneconomical circuits a
straightforvard procedurec simply deletes sinqle circuits in
numerical or<ar, reroutes traffic and reevaluates cost until
a decrease in cost per megabit is found. At this point, the
deletion is made permancnt and the process begins aaain. A
somewhat more sophisticated procedure deletes circuits in
order of increasing utilization, while a more complex method
attempts to evaluate the effect of the removal of any
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circuit before ary deletion is attempted., The circuit with
the greatest likelihood of an improvement is then considered
for removal and <o on.

There are a huge number of recasonable heuristics for
circuit exchanges. After a great deal of experimentation
with many of thes2, it appcars that the choice of a
particular heuristic is not critical. Instead, the speed
and efficiency with which potential exchanages can be
investigated appcars to be the limiting facter affecting tne
quality of the final design. Finally, as the size of the
network increases, the grcater the cost becones to perforr:
any circuit exchange optimization, Decomnosition of tae
nctwork design into regions becomes nccessarv and additional
heuristics are needed to determine effective decomnositions,
It presently appecars that these methods can be used to
de~ign relativelv efficient networks with a few hundred IitPs
while substantially new procedures will be nccessary for
nctworks of grcater size.

The topological desiqgn requires a routing algorithm to
evaluate the throughput capability of anv given networ:.
Its properties must reflect those of an implencniable
routina alqorithm, for example, within the ARlrP2IES.
Altliough the routing problem can be formulated »c a
"multicommodity flovr problenm" [10)} and solved Ly lincar
programming for netvorks with 20 - 30 I'rs [8), faster
techniques are necded when the routing alqorithm is
incorporated in a desian proceaurc, The design  proccdurce
for the ARPA Network tonoloqy iteratively analvses tiousands
of networks. To satisfv the requirements for srec., an
algorithm which selects the least utilized path witi. tnc
minimum number of INMPs was initially wused 112). This
algorithm was later renlaced by onec which sends as much
traffic as possible along such paths wuntil one or mere
circuits approach a few perceont of full utilization [223].
These highly utilized circuits are thon no longer alloved te
carry additional flow,. Instead, new paths with exciess
capacity and possibly more intermcuirate nodes are found.
The oprocedure continues until some cutset contains only
nearlv fullv utilized circuits., At this point no additional
flow can be sent. For desiqgn purpocos, this algorithm is a
highly satisfactorv replacement for the more complicatcu
multi-commodity approach., Using the alqgorithm, it has been
shovin that the throualinut capaliilities of the ARP, letwork
arc substantially insensitive to the distribution of traffic
and depend mainly only on the total traffic flow witnin the

nctwork.
3.3 ANALYTIC MODELS OF KLTWOIK PLRRCOR'W.CE

The effort to determine analytic models of systen
performance has proceded in two phases: (1) tihc prediction
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of average time delay encountered by a packet as it passes
through the network, and (2) the use of these queueing
models to calculate optimum channel capacity assignments for
minimum possible delay. The model used as a standard for
the average packet delay was first described in [21) where
it served to predict delays in stochastic comrunication
networks. In [22], it was modified to describe the behavior
of ARPA~-like computer networks while in £23), it was refined
further to apply directly to the ARPANET.

3.3.1 The Single Server Model

Queueing theory [20] provides an effective set of
analytical tools for studying packet delay. Much of this
theory considers systems in which messages place demands for
transmicsion (service) upon a single communication charnnel
(the single server). These systems arc characterized by
A(T), the distribution of interarrival times between demands
and B(t}, the distribution of service times. When the

average demand for service is less than the capacitv of the
channel, the system is said to be stable.

When A(Y) is exponential (i.e. Poisson arrivals), and
packets are transmitted on a first~come-first-served basis,

the average time T in the stable svstem is

—

e ()
T.—(—_Hl-p + ¢

where A is the average arrival rate of messages, t and Zz

are the first and second moments of B(t) respectively, and
fs)f ¢l. If the service time is also exponential,

When A(®) and B(t) arc arbitrarvy distributions, the
situation Dbecomes complex and only weak results are
available. For example, no expression is available for T;
however the following upper bound yields an excellent
approximation [19] as p —> 1:
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where qa, and q; are the variance of the interarrival

time and service time distributions, respectively.
3.3.2 Networks Of Queues

Multiple channels in a network environment give rise to
queueing problems that are far more difficult to solve than
single server systems. For example, the variability in the
choice of source and destination for a message is a network
phenomenon which contributes tc  delay. A principal
analytical difficulty results from the fact that flows
throughout the network are correlated. The basic approach
to solving these stochastic network problems is to decompose
them into analyzable single-server problems which refEect
the original network structure and traffic flow.

Early studies of queueing networks indicated that such
a decomposition was possible £50,51); however, those results
do not carry over to messaac switched computer networks due
to the correlation of traffic flows. In f21] it was shown
that, for a wide variety of communication nets the length of
a given packet could be considered as an independent random
variable as it passes from node to node. Although this
"independence” assumntion is not physically realistic, it
results in a mathematically tractable model which does not
seem to affect the accuracy of the predicted timc delays.
As the si - and connectivity of the network increases, the
assurption becormes increasingly more realistic., With this
assumption, a successful decomposition which permits a
channel=by-channel analysis is possible, as follows.

The packet delay is defined as the average time whiech a
packet spends in the network from its entry until it reacihes
its destination. The averagc packet delay is denoted as T.
Let i!lk be the average declay for those packets whose
origin is IMP j and whose destination is I'P k. We assume a
Poisson arrival process for such packets with an average of

Y packets per second and an exporential distribution of
paég%t lengths with dan average ox %u. bits per packet.
With these definitions, if ¥ is the sum of the
quantities UBR, then [21]
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Let us now reformulate equation (4) in terms of single
channel delays. We first define the following quantities
for the ith channel: Ck as its capacity (bits/sccond) ;

» as the average packet traffic it carrics
(packets/second); 12 as the average time a packet spends
waiting for and using the ith channel. By relating the
{AY to the {Vjﬂ via the paths selected by the routing
algorithm, it is easy to see that £21)

Dt

i (5)

T= ) Lo
iy 1

With the assumption of Poisson traffic and exponential
service times, the quantities T jfe given_by equation
(2). For an average packet length of ! y t= ! and
thus # /“t‘

T = 1 (6)

Thus we have successfully decomposed the analysis problem
into a set of simpnle single-channel problems.,

A refinement of the decomposition permits a
non-exponential packet length distr:bution and uses equation
(1) rather than equation (2) to calculate T2 ; as an
approximation, the Markovian character of the traffic is
assumed to be preserved. Furthermore, for computer networks
we include the effect of pPropagation time and overhead
traffic to obtain tne following equation for average packet
delay [22,23)
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Here, "L' represents the averaqe length of a Host packet,

and /J4. represents the average length of all packets
(including acknowledgements, headers, requests for next
messages, paritv checks. etc,) . within the network. The
expression ‘/,'(‘-f[()«i/uci)/(uci = M) 4P represents  tha  averaae
packet delay on“wne ith ‘enannel. The term (A;/uC;)/(C; = A,)
is the average time a packet spends waiting at tne IMP for
the ith channel to become available., Since the packet must
compete with acknowledgments and other overhead traffic, the
overall average packet length / appears in the
expression. The term %, l¢; is the time required to transmit
a packet of average length 'a_ . Finalily, K is the nodal
processing time, assumed constant and for the ARPA I!'P,
approximately equal to 0.35 ms; P/ is the propagation
tine on the ith channel (about 20 ms for a 3000 mile
channel).
Assuming a relatively homogeneous set of (:; and
P.‘,‘ , no individual term in the expresson for delay will
dominate the summation until the flow in one channel (say
channel £, ) approaches canacity. At that point, the term
7?; , and hence T will grow rapidly, The expression for
delay is then dominated bv one or more terms and exhibits a
threshold behavior. Prior to this threshold, T remains
rclatively constant.

The accuracv of the time delay model, as well as this
threshold phenomenon was demonstrated on a 19 node network
{14] and on the ten node APPA net derived from Figure 1l(c)
by deleting the riqghtmost five 1IMPs, Usina the routing
procedure described in the last section, [28) and equal
traffic between all node pairs, the channel flows Al were
found for the ten node net and the delay curves shown in
Figurc 3 were obtained. Curve A was obtained with fixed
1000 bit packets*, while curve B was generated for
exnonentially distributed variable 1lenath packets with
average size of 500 bits. In both cases A and B, all
overhcad factors were ignorced. DNeote that the delav remains
small until a total throuaghput slightly grecater than 400

*In case A, the application of equation (1) allows for
constant packet lenatiis (i.e. zero variance).
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kilobits/second is reached. The delay then increases
rapidly. Curves C and D respectively reprcsent the same
situations when the overhecad of 136 bits per packet and per
RFNM and 152 bits per acknowledgment are included. Notice
that the total throughput per INP is reduced to 250
kilobits/second in case C and to approximately 200
kilobits/second in case D.

In the same figure, we have illustrated with x's the
results of a simulation performed with a rcalistic routing
and metering strateqy. The simulation omitted all network
overhead and asumed fixed 1lengths of 1000 bits for all
packets.

It is difficult to develop a practical routina and flow
control procedure that will allow each IMP to input
identical amounts of traffic. To comparc the delay curve A
with the points obtained by simulation, the curve should
actually be recomputed for the slightly skewed distribution
that resulted. It is notable that the delay estimates fron
the simulation (which used a dynamic routina strateqy) ana
the computation (which wused a static routing strateqy and
the time delay formula) are in <close agrecment. In
particular, they both accurately determnined the vertical
rise of the delay curve in the range Jjust above 400
kilobits/second, the formula by predictino infinite delay
and the simulation by rejecting the further input of
traffic.

In practice and from the analytic and simulation
studies of the ARPANCYT , the average qucueina delay is
observed to remain small (almost that of an unloaded net)
and well within the design constraint of 0.2 seconds until
the traffic within the network approaches the capacity of a
cutset. The delay then increases rapidly. Thus, as long as
traffic is low enough and the routing adaptive enougn to
avoid the premature saturation of cutsets by guiding traffic
along paths with excess capacity, queueing delays are not
significant,

3.3.3 Continuous Capacitv Optimnization

One of the most difficult design problems is the
optimal selection of capacities from a finite set of
options. Althouagh there are many heuristic approaches to
this problem, analvtic results are relatively scarce. (For
the specialized case of centralized networks, an algorithm
vielding optimal rcsults is available [11]). Waile it is
possible to find an economical assignment of discrete
capacities for, say, a 200 IMP network, verv little is known
about the relation between such capacity assignments,
message delay, and cost.
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To obtain theoretical properties of optimal capacity
assignments, we first ignore the constraint that capacities
are obtainable only in discrete sizes. In [21] the problen
was. posed where the network topologv and average traffic
flow were assumed to be known and fixed and an optimal match
of capacities to traffic flow was found. Also, the traffic
was assumed to be Markovian (Poisson arrivals and
exponential packet lengths) and the independence assumption
and decomposition method were applied. For each channel,
the capacity €. was found which minimized the average
message delay T, at a fixed total system cost D. (Since

Aifee is the average bit rate on the ith channel, the
solution to any optimal assignment problem must provide morc
than this minimal capacity to each channel. This is clear
since both equations (6) and (7) indicate that Te will
become arbitrarily large with less than (or equal to) this
amount of capacity. It is not critical exactly how the
excess capacity is assigned, as long as C.” Aefee ) The
optimization further assumed that a total of D dbllars was
available to provide the channel capacities and that the
cost of the ith channel was linear at a rate of :
dollars per unit of channel capacity; that is

Dt x24d.c, . The simpler form for T«  in equation
(6) is used in this formulation and T is as given in
equation (5).

The solution to this problem assians a capacity to the ith
channel in an amount equal to %b,yb plus some excess
capacity proportional to the sauare root of that traffic.
With T evaluated for this assignment,

= 2 (8)
n R OWA
e i
S ' .
Herc R" }_A,o renresents the total rate at which
packets flovw within the net and De is the difference

between D and the amount which must be spent to provide each
channel with capacity Rjﬁ“., narely



Page 25

A.d
T i 0 |
Dy =D % B (%)

--- * ‘ 3
Moreover, P is easily shown to represent the average

path length for a packet.

If d¢_ = 1 for all channels, D® gQ'C vherce C
represents the total capacity within the network.* In this
case,

T=-—ua-ln—_-ﬁ-5)— (%.&’XFX )2 (10)

lere ( = VI(C is the ratio of thec rate 7,«- at which bits
enter the network to the rate (¢  at which the net can
handle bits. the quantity ‘f represents a dimensionless
form of network "load." As the load @ approaches '/g ,
the delay T grows verv quickly, and this point e = s
represents the maximum load which the networl: can suprort.
If capacities are assigned optimally, all channcls saturate

simultaneously at this joint. In this formulation N is a
design parameter which depends upon the topoloay and the
routing procedure, while is a parameter which denends

upon the input rate and the total capacity of the network.
Equation (10) provides insiaht into topological structurc
and routing procedures [21].

In a recent paper f26] , it was observed that, in
minimizina T, a wide variation was possible among the packet
delays YT¢ . As a result, the problem of finding the sets

of channel capacities which minimize T was considered,
where
A 1
iy 1

The solution for the optimal channel capacity assignment
with a given value k, denote by Cj is

*The assumntion QQ = 1 is of practical importance in
the case of satellite channels [33].
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i - (a;) ;‘1/k+1 (*2)
m
With this capacity assiqgnment,
1+k
- 1/1+k
pk) o =(:2- )(E (K ) (13)

Note that the assiagnment C" is the previously mentioned
assignment which minimizes” T, and '78 is the previously
stated value of delay. As k 1incrcases the
variation in the 12 decreases and as k —=>» eg

D) _A_i_+ e (14)
C. — 't 3
A 3
In the limit, the channel capacity is aSQ1qnea to give each
channel its minimum required amount N4/ plus a constant
additional  amount, All  the Tg are  equal and
- « Moreover, setting k = 0 vyields
= _p_-zd.
UDe 3 J
A AP
c‘(o) = =4+ — (15)
1 H ﬂNdj

FPor this assignment, the value of T 1is identical to the
value it achieves when k —»e0 , althouqgh different channel
capacity agsignments typically occur at these extremes [40].
If all ' =1 a channel capacity is assigned in proportion
to the traffic carried by that channel (commonly known as
the proportional capacity assignment). Although the valuc
of T is minimized for the capacity assignments which
result when k = 1, T increases slowly as k varies from unity
and, morcover, the variance of packet delay 1is minimized
when k = 2,

In studving the ARPAKET [23] a closer representation of
the actual tariffs for high speed telephone data channels
used in that networP was provided by
setting li where 0 £« % 1.* This
approach requlres hé’éolutlon of a non-linear equation by
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numerical techniques, On solving the equation, it can be
shown that the packet delay T varies insignificantly
with &\ for .3 € & <£ 1, This indicates that the
closea form solution discussed earlier with o =14 is