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SUMMARY

Technical Problem

The Network Analysis Corporation contract with the Advanced Research
Projucts Agency incorporates the following objectives: To deteimine

the most economical configurations for the ARPA Computer Network;

to study the properties of store-and-forward networks, and in particular
to investigate the rrlationship between traffic, routing, throughput,
and cost for large networks; and finally, to develop procedures for

the analysis and design of reliaole and survivable computer and com-
munication networks.

General Methodology

The study of ARPA Net design properties hac heavily uscd the NAC
computer network design programs for generating low cost systems.
The approach to the reliability problem has combined analysis, com-
binatorics and computer simulation to derive efficient reliability
analysis schemes. The heart of the research program has been a dual
attack on basic network theoretical. problems and the cevelopment of
computational techniques for efficiently handling large network
structures.

Technical Results
Some of the results accomplished during the reporting period are:

® A projected 26 node design is shown to be within 1% of atheorstical
globally optimum solution and a projected 40 node design using hypo-
thetical node locations indicates that the economic trends exhibited
by the previous evolution of the ARPA Net can be expected to continue.

® A detailed throughput reliability analysis of the ARPA Net con-
sidering element failures, traffic requirements, routing, and accept-
able delays shows that the Network is highly xdaptable tn component
failures.

e It is shown that the high peak bandwidths presently achievable
within the Network are obtained at virtually no cost.

¢ A new routing procedure yielding throughputs extremely close to
the optimal during heavy traffic is described. This new algorithm
represents a major computational breakthrough for the "shortest
path problem," which is one of the most fundamental of network
analysis.

e Major computational improvements for large network reliabxlxty
analysis are described.



Department of Defense Implications

The new technical resuits extend our previcus conclusions about the
economic viability and practicality of ARPA-like networks for DOD
communications. The results on reliability increase the range of
networks that can be studied to include very large networks of the
kind that would be required for Defense Communications. The new
computational results on routing. shortest paths, and connectivity
will increase the savings resulting from optimization of these
networks.

Implications for Further Research

The present results point to the need and aid in the progress of
research in a number of areas incluvding: determining the relation-
ship between network connectivity, size, relizbility and survivability;
developing new optimization algorithms for very large network design:
developing design procedures for large networkes which specifically
incorporate reliability/availability requirements as constraints.
Furthermcre, the significant computational irprovements in the con-
nectirity and shortest path algorithms open new possibil ities for
the imnproved optimization of other network structures such as large
scale systems of Telpaks and other leased line options.
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1. DESIGN PROBLEMS FOR COMPUTER NETWORKS

The present Network Analysis Corporation contract with the
Advanced Research Projects Agency incorporates the following
objectives:

® To determine the most economical configurations fer the
ARPA Computer Ne:work.

® To studv the properties of stcre-and-forward networks, and
in particular to investigate the relationship between traffic,
routing, throughput, and cost.

® To develop procedures for the analys;s and design of reliable
and survivable computer and cbmmunication netwgrks.

The research effort has resulted in a constantly evolving net-
work optimization computer program which is able to produce extremely
economical networks. The program's capabilities have been advanced
.20 the point where networks with several hundred nodes can be handled.
’

Cost-throughput characteristics for a 200-node store-and-forward net-
work were determined. These characteriqtics extend the results of
previous studies which showed that large ARPA-like networks are
econcnical to operate using the present equipment of the ARPA Net..

For the ARPA Computer Network, low cost networks have been.

derived and augmented as the network has grown. It has been shown

that the ARPA network provideg near 6ptima1 performance and retains



its high throughput capabilities under variations in input traffic
rates. )

Activity in the reliability and survivability areas has focused
on formulating realistic network survivability criteria and develop-
ing procedures for analyzing and designing large networks. The
effort has resulted in the development of analysis methods more than
1000 times more efficient than conventional schemes.

Many formidable problems remain in the optimization of the design
of computer networks. These problems which are under study at NAC
include:

Network Choice. 1In ge'=2ral, there are [(F_(_I‘}:l)):][(.ﬂ.(gﬂl - M) /M

ways of arranging M links among N rodes. Considering all possible

designs by computer is out of the question, and no known theoretical
method exists for finding an optimal computer-commurication layout.

Discrete Elements. Components usually are available in discrete

sizes. ‘Thus, line speeds can be at 2000, 2400, 3600, cees, 9600, ...,
50,000, 240,390 baud, etc. This means an integer optimization prob- |
lem must be solved. Except in special cases, no theoretical methods
now exist for problems of practical size.

Nonlinearities. Component cost structures, time deiays, and

reliabilities are all nonlinear fuﬁctions. Typical cost functions

are neither'"concave" nor "convex" and no analytical methods are




available to obtain optimal solutions feo. networks containing such
elements.

Present methods for topological optimization involve the
heuristic application of a family of optimization procedures called
"branch exchangeg." Branch exchange methods are rearch procedures
énd for network designs incorporating realistic constraints on
routing, throughput, delay, cost, reliability and physical imple-
mentation, the complexity of the computation is on the order of n3
to n® where n is the number of nodes. For networks with several
hundred nodes, present procedures are inadequate because of the
large amounts of computer time needed to perform the optimization.
Therefore, entirely new classes of optimization techniques must be
developed for large scale networks. Research on these new procedures
is now underway. |

Routing. For a centralized network, the routing problem reduces
to a flow control problem since‘there is only one path between any
pair of nodes. On the cther hand, for distributed networks like

the ARPA network, twc different kinds of‘routing problems must be

solved to specify and operate an efficient network. Routing procedures

used for design must be effective for finding low cost networks.
However, once a particular network structure has been selected, it

becomes essential to take full advantage of ‘the location and capacity

3.



of each line and node. Furthermore, the routing procedures installed
in the pnhvsical network must (1) keep network "overhead" low and
(2) adjust to variations in traffic as a function of time. For the
design problem traffic fiows are usually assumed to be time invariant.
A variety of alternate routing prccedures which can be rapidly per-
formed by computer are then possible. These procedures must model
the dynamic routing strategies which are actually implemented in‘fhe
network. Furthermore, the performance of a particular routing strat-
egy is critically dependent on the capacities assigned to the links.
In many procedures either these capacities are assigned before the
routing is performed, or a routing is first performed and capacities
then assigned. The difficulty with sueh approaches is that a priori
the routing-capacity assignment combination is biased and often any
changes of effecting economics are reduced. Thus, problems of
importance are: (1) to find routing procedures which are realistic
and simultanecsly can be run in milliseconds during optimization'
routines, and (2) that no general procedures are yet known for as-
signing capacities from a wide range of.options while simultaneously -
optimizing the routing used in the design procedure. We view this
as one of the most important open problems.

clustering. The design of small networks (say, less than lOO
nodes) is relatively straightforward. However, the design for

larger networks is under intensive study. At present, it appears
t ' ] N -



that the most fruitful approach to design and implementation will
be based on the partitioning of the network into regions, or
equivalently, constructing a large network by connecting a number
of regional networks. To send a message, a sender might speci‘y
(1) the destinat;on regicn and (2) the destination node in that
region. 1In order to create effective partitions, we must solve a
variety of "clustering" problems.

Nodes may be clustered into regions for numerous reasons such
as (a) to partition status information for use in routing, flow
control, and othe:r decision Process within the operating network:;

(b) to determine regions of low, medium and high speed lines in
hierarchical structures; (c) to determine decombositions for topologi-
cal designs, and (d) to find concentrator/multiplexer locations.

The literature on clustering and partitioning is large but frag-
mented and spread over many domains including information retrieval,
taxonom& and networks. A potentially valuable research area is

the application of knowﬁ clustering techniques to computer networks.
This requires the assignment of appropriate “distance measures" to
take into account cost, capacity, traffiec, delay, reliability and
routing.. Almost no theoretical results are presently known for this

problem.



Reliability. An essential characteristic of any good network

design is that it not suffer significant degradation in performance
if some elements fail. With the state of current technology, both
nodes and communication links have nontrivial downtimes. Therefore,
the nstwork design must provide for these failures by having suffi-
cient alternate paths to satisfy €flow requirements and time delay
constraints. For example, some networks arc made reliable by in-
stalling parallel nodes and lines while the ARPA design utilizes
distiibuted control »nd multiple independent paths betwezn each
pair of nodes.

Ths. network reliability problem has two aspects--analysis and
design. Reliability analysis, even for large nets, has now been
advanced to the point where it appears relatively straightforward.
Preliminary studies indicate that for large networks, reliability
may be the dominant design constraint. However, the development
of desién techniques which handle realistic reliability constraints
is still in its infancy.

In this report, we summariza NAC's“studies of computer network
analysis and design during tﬁe period 15 June 1971 to 15 December

1971.




ARPA Net Studies

Chapter 2 describes NAC's studies of the economic and growth
characteristics of the ARPA Network. In Section 2.1, the continued
evolution of the Network is discussed and it is seen that a projected
26 node design is within 1% of the theoretically globally optimum
but unrealizable solution that would exist if all nodes were to ke
connected at the same time without the constraint of an installation
schedule. Of equal importance, a projected .40 node design using
hypothetical node locations indicates that the economic trends ex-
hibited by the previous ;volution of the Net can be expected to
continue.

Section 2.2 provides a detailed throughput reliability analysis
of the ARPA Net. This analysis considers element failures, traffic
requirements, routing, and acceptable delays as well as other per-
tinent network characteristics. This study shows that as long as a
pair of nodes can sustain any communication, the network will have
sufficient capacity and routing algorithms will be able to utilize
this capacity to attain throughputs near the ideal design levels
achievable under failure free conditions.

Section 2.3 considers two problems: (i) The cost of providing the
peak bandwidths of 85 KBPS per node pair that are presently realiz-

able in thce ARPA Net; and (2) The incremental costs for adding




user type" nodes tc the ARPA Net. For the first problem, it is
shown that only insignificant savings can be aéhieyed by allowing
major reductions in the ARPA Net's peak bandwidth CAQSBilities.
For the second problem, cost-fperformance tradeoffs for adding new

network nodes are established.

Routing

The objective that time delay be minimized subject to a set
of flow constraints makes the routing problem a variation of a
nonlinear multicommodity flow‘problem. This probleq'which was
discussed in our Second Semiannual Report, can be readily formulated
as a separable convex pProgramming problem.with the delay as the
objective function and the conservation of flow and capacity limi-
tations as the constraints; but for networks with more than a few
nodes it is not computationally efficient to solve the programmine
problem, and this approach cannot be used during the design stage.

A heuristic routing procedure (described in Semiannual Reports
1 and 2) routes flow over the least utilized paths contaihing a
minimum number of nodeé. This approach yields throughputs within
5%~20% of optimum; and in addition to being fast (over three‘
orders of magnitude faster than the programﬁing aproack), it
facilitates minor changes of.the network étructﬁre. On the other

hand, it dées not take good advantage of possible split routing



and variations in link capacities, and leaves room for considerable
improvements especially in the case when the network contains a
wide distribution of different line capacities. (An apparently
desirable characteristic of very large networks.)

A generalizgtion of the above routing procedure is discussed
in detail in Section 3.2 of Chapter 3. Different types of flows
are simultaneously routed over the paths with minimum numbers of
nodes. (These paths are "shortest paths" using a simple unit
metric for each line.) When no sho?test path with excess capacity
is available, the saturated lines are deleted from the network and
flows are then routed over the shortest paths of the remaining
subnetwork. The process is continued until the network is dis-
connected. The new procedure yYields throughputs extremely close
to the optimal during heavy traffic. Furthermore, the "routing
strategy is very similar to physical routing schemes under study
for the ARPA Network, and it exhibits analogous behaviorial
broperties.

Equally important, the new routing‘algorithm represents a
major computational breakthrough for the "shortest path problém."
The problem is one of the most fundamental ones of network analysis.
New algorithms for this problem, which appeér to be the most effi-

cient yet devised, are given in Section 3.3. 1In Section 3.4

. -




the computational efficiency of the new algorithms are compared

with the previously accepted "best" algorithm.

Reliability

Due fo the success and economic potential of the "ARPA-like"
networks, the size of computer networks can be expected to increase
rapdily. A large number of computers in a computer network gives
rise to several questions about its reliability. For the ARPA Net,
the principal reliability requirement for network designs of less
than 30 or 40 nodes is that there exist two node disjoint paths
between every pair of nodes. This guarantees that at least two
nodes or links must fail before any two nodes cannot communicate
with one another. Many detailed reliability analyses of networks
designed in this way indicated that this approach guarantees suffi-
cient reliability for the network taken as a whole for nets similar
" to the current AKRPA Net. The first question of interest is: does
the two node disjoint path method suffice as the number of nodes
grows?' Closely related to this question is: what minimum amount of
network investment is required, as the number of nodes increases, in
order to maintain a given level of netﬁork reliability. In Section 4.2
Preliminary results bearing on these questions are given. Simply
stated, it does not appear that network reliability constraints’
can be met for very large nets simply by réquiring two node dis-

joint paths between each pair. Move sophisticated techniques for

10.




designing large nets will be required. Such techniques are currently
under investigation.

For many reasons 1t seems imperative that large computer nets
will exhibit some hieraxchical or decomposed structure. In Section
4.3 the computational consequences for reliability analysis of a two
level hierarchical approach is investigated ian which the nodes are
partitioned into subnetworks called "regions" interconnected by a
"global" network. In the same section, the related question of what
size regions yields minimum computation for analysis is explored.

Finally, to make reliability analysis of large networks feasible,
computationa. improvements over the techniques employed for the
smaller networks must be developed. A detailed analysis of the
growth of computation with network size for various reliability
analysis techniques is found in Section 4.4, and new techniques
that are considerably faster thah previously known techniques are

specified.

11.



2. ARPA NETWORK ANALYSIS AND DESIGN

During the reporting period, a number of optimizations were
performed to introduc< new nodes into the ARPA net, to test and |
impreve overall network economy and reliability, and to study the
economic and grthh characteristics of the ARPA network. The

results of these studies are summarized in the following sections.

2.1 ARPA NETWORK GROWTH

Since initially there was no clear knowledge of the total
traffic the network would have to accommodate, the network was
first constructed with enough capacity to accommodate any reason-
able traffic requirements. At the initial stages of the design,
the "two-connected" reliability constraint forced the network
throughput to be in the'rangg 10-15 KBPS/node since two communica-
tion paths between every pair of IMPs is needed. As new IMPs are -
added to the network, the capacity is being systematically reduced
until the traffic occupies a substantial fraction of the network's
total capacity. At this point, the network's capacity will be in-
creased to maintain a -desired percentage of loading. To insure
that this process can be efficiently performed, each basic confiéu—
ration is designed so that additional links can be added to

economically increase network throughput.

iR. [ AE



If the locations of all network nodes are known in advance,
it is clearly most efficient to design the topological structure
as a single global effort. However, in th. aARrpa Net, as in most
actual networks, node locations are added and modified on
numerous occasions. On each such occasion, the topology could be
completely reoptimized to determine a new set of link locations.

In practice, however, there is a long lead time between the
ordering and the delivery of a link and major topological modjifi-
cations cannot be made without substantial difficulty. It is
therefore prudent to add or delete nodes with as little disturbance
as possible to the basic network structure consistent with overall
economic operation. Figure 2.1.2(a) shows the 26-node ARPA Net
derived using the pPolicy of adding new noées with mininum disturb-
ance to the basic 15-node configuration existing in March 1971 in
the least costly manner. This 26-node net has a link cost of.ap-
pProximately $880, 000 per year, a throughput of about 9.9 KBPS/node,j
and an average availability of communication paths between 96% of
all node pairs.

At approximately 26 nodes the growth pattern within the net
makes it desirable to implement some fundamental changes in network
structure. The original net expanded eastward from a 4-node con-
figuration on the West Coast. Because of this origination, the

West Coast had somewhat more cépacity than other parts of ﬁhe

!

13.




country. Also, because of the excellent relative location of the
UTAH node, two of the three planned cross country paths utilize
this node thus creating a great dependence in the enlarged net.
Finally, the expanded net has a number of new nodes in the
washington, D.C. area. A redesign of the network taking advantage
of these facts is shown in Figure 4.2.2(b). The new network design
was aimed at changing as few existing or ordered links as possible,
maintaining a throughput of around 10 KBPS/node, and increasing
network reliability.

The new network design, which is redrawn for visual conven-
ience in Figure 2.2.2(c) has a link cost of $810,000 per year
($70,000 per year lower). Significantly, the network reliability
has also been increased to a point where further substantial in-
creases can be made only by either adding many new links or reducing
IMP downtimes. A graph of reliability versus element downtime is
shown in Figure 2.1.2(d) for the designs in (a) and (b).

Tc test the overall economy of the design shown in Figures 4.2.é(b)
and (c), another design was produced. The additional design was
generated under the assumption that all 26 nodes were to hie inter- .'
connected into a network at the same time, with no restructions ‘on
link locations. This design, which represents a"global" optimization,
is szhown in Figure 4.2.2(e). This topology, which is believed

optimal under uniform traffic requirements, has link costs of $800, 000

14 .
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TABLE 2.1.1

NODE COORDINATES
OPERATIONAL OR PROPOSED LOCATIONS

Node Node Location
Number Node Name Latitude Longitude
1 ucra 34 04 118 31
2 SRI 37 22 122 10
3 UCSB 34 30 119 45
4 UTAH 40 40 111 50
5 RAND 34 00 118 35
6 BBN 42 30 71 20
7 SbcC 34 01 118 33
8 MAC 42 30 71 12
9 ILLINCIS 40 05 88 30
10 HARVARD 42 30 71 15
©11 CARNEGIE-MELLON 40 30 79 50
12 ETAC (WASHINGTON) 38 50 77 €9
13 SAAC 38 55 77 10
14 LINCOLN LABS 42 35 71 20
15 CASE 41 30 81 45
16 STANFORD 37 18 122 10
17 MITRE 39 00 77 00
18 NCAR DENVER 39 30 105 o0
19 uUch . 38 39 121 45
20 AFWS OMAHA 41 00 96 00
21 ROME, N.Y. 0 43 15 75 25
22 NASA 37 17 122 02
23 Usc. 34 00. 118 21
24 TINKER 35 27 97 32
25 McCLELLAN 38 35 121 30
26 NBS 39 08 77 10
27 NEW YORK 41 15 73 47
28 UcsSD 32 55 L7 20
29 ABERDEEN 38 60 7 .Q
30 . FT. BELVOIR | © 38 65 77 0
Rank Anng :

Largest HYPOTHETICAL LCCATIONS

Cities
31 3 CHICAGO 47 49 87 37
32 4 PHILADELPHIA 40 0 75 13
33 5 DETROIT 42 22 83 10
34 9 ST. LOUIS 38 39 90 15
35 14 MINNEAPOLIS . .44 58 |~ I 23 15
36 15 BUFFALO 42 54 78 71
37 16 HOUSTON : 29 46 - 95 21
38 17 MILWAUKZE = . 43 10 < 87_56
39 19 SEATTLE 47 36 122 20

40 20 DALLAS 32 45 96 48

17
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FIGURE 2.1.2(e)

~~_Unconstrained 26-Node Net Optimization

Cost: $800,000/year .
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2.2 ARPA NET THROUGHPUT RELIABILI™Y ANALYS IS

A simple and natural characterization of network reliability
is the ability of the network to sustain communication between all

operable pairs of iodes. For design purposes, the requirement of

communicate. This criterion is independént of the properties

of the nodes and links, and does not take into account the "dagree"
of disruption that May occur. Hence, it does not reflect the
actual availability of resources in the net.

A more refined measure is the average fraction of node pairs
that cannot communicate because of node and link failures. To
calculate this measure, knowledge of the element failure rates
must he available or estimated. If desired, the availability
of specific nodes and the existence of specified communicating
node pairs can also be considereqd using this formulation. Herver,
the "expected fraction of noncommunicating node pairs" is still a
purely topological reliability measure which does not completely
reflect the "adequacy" pf a network operating without some of its
components.

The most detailed level of analysis of reliability incorpor-~

ates element failures, flow requirements,routing, acceptable delays

26 .



and other pertinent network characteristics. In order to test
the adequacy of the ARPA Net under the most stringent of condi-~
tions, a reliability analvsis treating these factors was Performed.
The 23-node ARpa Net studied in detail in the Third Semi-
annual Report was considered to maintain continuity of treatment.
The effect on éhroughgut at average delay 0.2 seconds was examined
by removing nodes and linkslfrom the network and applying the NaC
routing and analysis algorithms to the remaining network. 7o
Perform a total analysis, an unmanagable nunber of computations
would be required. Therefore, throughputs for only one and two
node failures and one and two link failures were calculated. 7o

be conservarive, it was assumed that al}] removals of three com-

Since there are many such combinations Which are not cuts (for
eéxample, only about 25% of the pPossible three link combinatiéns
are cuts), the actual average network throughp;t is slightly
higher than the numbers given below. °

Table 2.2.1 and 2.2.2 show the effects of link and node
failures on network throughput under the assumption that all

traffic requirements are equal. The‘nominal throughput of the

23 node net with a1l elements operable is 11.5 KBPS/node.

26.



rable 2.2.1 shows the effect for link failures while Table 2.2.2
shows the effect for node failures for element dcwntimes of 2%.
(The estimates for downtimes in the operating network;. Table 2.2.3
and 2.2.4 itemize the basic data summarized in the first two tables.
combining both the node and link failure effects yields an average
throughput of approximately 9.0 KBPS/node. Thus, the traffic
handling capability of the operating net can be expected to be
close to the nominal throughput under ideal conditions. (In fact,
the results of flow sensitivity analyses under varying traffic
requirements and perfect component operations indicate throughput
variations of 10%-20% are to be expected under even ideal conditions.)
An alternative interpretation is that as long as Jair of nodes

is able to communicate at all through the net, the network will
have (1) sufficient capacity and (2) the routing algorithms will

be able to utilize this capacity to provide acceptable throqghf

puts.

27.




TABLE 2.2.1

EFFECTS OF LINK FAILURES ON THROUGHPUT

Link Failure Probability = 0.02
Expected Throughput = 10.1 KBPS/node

One link failed

I.
3ample mean = 9.1 KBPS/node
Empirical distrcibution function:
Throughput
less than & © 7 <
% : 0 Tk 25.0
Maximum throughput = 11.5 KBPS/node
II. Two links failed

Sample mean = 7.0 KBPS/node
Empirical distribution function:

Throughput |
less than * © 1 2
% s 7.9 7.9
9 10 11
83.1 94,6 99.5

Maximum throughput = 11.2 KBPS/node

28.

Sample deviation

-

1.45 KBPS/node

9 10 11 L)

46.4 67.9 85.7 100

Minimum throughput = 6.8 K&/ node

Sample deviation = 2.57 1BPS/node

6
25.9

7
41.2 -

8
60.3

3
7.9

4 5
7.9 18.2

12

100

Minimum throughput = 0.



TABLE 2.2.2

EFFECTS OF NODE FAILURES ON THROUGHPUT

Node Frailure Probability = 0.02
Expected throughput = 9.9 KBPS/node

I. One node failed
Sample mean = 8.5 KBPS/node Sample deviation = 1.64 KBPS/node
Empirical distribution function: '

Taroughput  , 4 6 7 8 9 10 11 1

% : 0 4.3 4.3 17.4 39.1 56.5 82.6 91.3 1901

Maximum throughput = 11.10 KBPS/node Minimum throghput = 6.27 KBPShod:

II. Two nodes failed

Sample mean = 6.1 KBPS/node  sample deviation = 2.72 KBPS/node
Empirical distribution function: '

EEonglipeacy il 2 5 -4 5 6 7 8

less than Y
% : 0 12.6 12,6 12,6 12.6 33.6 38.3 51.0 71.9
9 10 11
90.1 97.6 100

Madimum throughput = 10.80KBPS/node  Minimum throughput = C.
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TABLE 2.2.3

EFFECTS OF LINK FATLURES ON THROUGHPUT

Single Link Failures

Links Throughput
Failed (KBPS_/x)ode)
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i .- e _ — 11,4
L be 5] S — . - - 10.6.
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(16422} Helo -
H18026)- 2 = 8a2- '
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TWO LINK FAILURES

Throughput ' Throughput
Links Failed {KBPS/node) Links Failed J{KBPS/node)

€ 1y 3)9( 1y 5); 10.57. ( 1y 2)9(12y17) 9¢73
C 1y 3)9( 1y 2). 10.84 ( 1y 2)9(14,y2]) 8.89

( 1y 3)e( 2y 3) 000 (_ly 2)y(15520) 7.78

( 1y 3)9( 2922) 11400 ( 19 2)y(15,21) 9.27

C 1y 3)9( 2y 4) . 8.34 (L1ly 2)9(16922) 10,69
( 1y 3)9( 4423) 9.27 ( 1y 2)9(18y20) 8459
( 1y 3)9( 4y 9) 739 ( 1y 5)y( 2y 3) 10.57
(19 3)9( 4y18); - 8440 ( 1y 5)9( 2y22) 973

C 1y 3)9( 916): 10.35. 1y S)e( 24 &) 6476
19 3)9( 5y 7). — 9453 ( 1y 5)7( 4923) 916

( 1y 3)s( 5519) —7+26 1y S)y( 4, 9) ", 8e22
(19 3)9( 6919) L. Te81 (19-5)9( 4,18)_ -.8e02.

( 1y 3)9( 6y 8) 110615 ( 1y 5)y¢ S919) 70261'
19 .2)9( 6910) L6676 ( 1y S)y( Sy16) 676
( 19 3)9( 7423) L 9.44 ( 1» S)e( 5y 7, iy ¥ 94
L1y 3)s( 8y 9) ~ 8449 ( Iy S)y( 6919) 7481
(19.3)s( 8y14) 8465 L1y 5)9( 6y 8)- 10.08
(. 1y 3)+(10+13) —Te68 U1y 5)e( 6410) 6676
§-19.3)9(llel7) --8400. L ds 5)e( 7523) 29019
( 19.3)9(11s15) 6076 £ 19._5)y( Bs. 9)_ ~8a48_
{19 3)9(12413). 2999 (19 5)s( 8y14) ~.8.66
{.19.3)9(12517). 973 A lv S)»(10+13). 768
(19.3)9(14y23) 8489, 19 .5)s(11917)_ L7468
1. 19_3)9(15520) ! —T130_ {(_19_5)9(11915). —6e76_
(19 3)9(1592])) - 9e27_ (.. 1’_5)3(12’13) __9 52
(.1l 3);(16’22) 10641 AL )5 5)1(12’17) _9 0l_

( 1y 3)5(18+20)_ ~.8.17. (19_5)9(14y2]) _8.89_
(Cly 2)e(. 1y S). 10657 A1l S)9(15420) ;§.49‘
(19 .2)9( 24 3) Ad1.20_ . i“lg_S)jjISvZI)‘ .9.29
(Cly 2)5( 2y 4) -8e34 L 1s 5)s(l6s22): ] 8 00
(1y.2)9(_2922) 11410 o 5)1(18’20) vnlie 16
(L1s 2)9( 44923) =927 | 29 3)s.( 2y &) - . ~B8e34_
(1 2)9( 4y 9! 758 L 29:-3)s( 2422) - 10439~
(19 2)9(_4418) 840 . .20 _3)9( 4423) 8446
( 19.2)9(.5,16)_ 10.57. 29 _3)s( 4y 9) - oy
(19 2)9( 5y 7). —~9.81_ £.29.3)9( 4v}18) i - 8e39_ .
(ly 2)y¢ 5919). ~1.026_ (.29 _3)s(_ 5s16l‘ . 10.18 -
ALy 2)0 (. 6+19) Te8)_ (_29:.3)9( Sy 9477
19 2)0( 64 8). 10613 (2% _3)s( 5v19) _ 126
19 2) 0 ( 6910) 6476 ¥ .29 3)s( 6919) 7481
( 19.2)y¢ 7+23) -.90.?3.! (29 3)s( 6, 8) 10.17_‘
(. ls 2)9( 8y 9) 8e49_ .29.3)9¢( 6910) _ _6,76_
C 1y 2)9( 8y14) . -8¢65_ A.29.3)9( 7423) | 9473
( 1y 2)5(10913)" 768 £.29.3)5(. 89 9) ] 8e27.
( 1y 2)9(lly}7) ~8400. ol By © I nt? 8’14)J ,”8 65

( 1y 2)’(11’15)£' -6076_ A2y ~3)9(10913) ! L 7.68
( 1l 2),(12,13)1 ~-9e59 2y 3)9(11v17£ 8400
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Throughput Throughput

Links Failed {KBPS/node) _Links Failed {KBPS/node)
( 2y 3)9(11915) ~6e76_ 29 4)9(12517) 8446
( 2y 3)9(12413) . ~ 9459 . A2y 4)y(la,y2]) " 8.85.
(29 3)9(12417) 973 (29 4)y(15,20) 7.58_
(29 3)s(ity21) 8.88 (.29 4)9(15,21) 9.14
( 2y 3)y(15,20). ;- 8028 (29 4)9(16922) L be00_
( 29 3)9(15,2]) ! 9, 28 A2y 4)49(18520) -.-7.58_
( 2y 3)s(loy22) 10.94 (. 4923)y( 44]8) _ 8439
( 2y 3)9(18920) | 8 59 (_4923)9( 4y 9) _6e 63
(/2922)9( 2y 4) | 8434 (. 4923)9( 5916) 9.24
( 2922)9( 4423) _L,8.59, A_4923)9(_ 5y 7)_ _kO 00_
( 2922)9( 4y 9) 1003 (_4923)9(_5419) —5407_
( 2922)9( 4y18) —8e39 (49230, ( 6+19) . 4463
( 2+22)9( 5416) . i 000 (-4923).0 (.65 8) L 7e6i_
( 29.2)9( 5, 7) ~9483 (-4923)9.(_6910)._ —6e49_
( 2922)4( 5419). i—Te26 (_4923) 9 (. 7423)_ _0.00_
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(.2922)9( 6410) 6076, - £%923)9(10913)_ —T+68_
(.2022)9( 7523) |-9,73. (-4923) 5 (11917)_ 8400
(.2+22)9( 8y 9) 1.8e06 (-4923)5.(11415)_ —6476_
( 2022)9( 8y14) -~ 864 (4923)9(12413)_ 8485
(.2922)9(10913) | _T¢68_ (-4923)9(12517)_ _8.98_
( 2922)9(11417) —-B.00_ {.4923).9(14921)_ _8.87_
(2922)5(11415)_ ~-6e76. A-4923)(15,20)_ 8485
( 2922)5(12413) 9059 (.4923)4.(15,21)_ 9416
(2922)9(12517) 973 0 4923)9(16922)_ L9.27_
( 2+22)4(14y21) ! 8487  L4923)5(18920) 0 - - g.59_
(1 2922)4(15920) 7.89 ! C A69.9)9( 4918) -
( 29221, (15,21) '_9.:9} L 49 _9)s( 5516) _7.58
( 2922)9(16422) o.004. 49 9)9( 59 7) 8ell
AL 2922)9(18920) .8 .‘ — A 49 9),y( 5'19) i = llg a0
(29 4)9( 4y18)"° 7.581 (49 9)9( 6919) _4e42_
( 29 4)9( 4423) 4463 L:-80.9)0( 69.8)_ | 7,24
( 29 4)9( 4, 9) 6.49 | A 49 _9)o( 6910) ‘-,_,,_6,o7§.,
( 29 4)9( 5’16) 69763 (__4’ 9)’( 7’21) __7.30 )
(29 4)9( 5y 7) 5.21 (49 9)y( 8,y 9) 10600
(29 4),¢ 5919) 4e86 | . 49 9)9( 8r14) _Te84_
29 4)9(_6919) 4463 (45.9)9(10913) _Te68_
(29 _4)9( 6y 8)_ —6.80_ 49 _9)9(11917) ,‘6063
(29 4)o( 6910)_ ~6049_ (.49.9)4(11915) . 5496
.29 _4)9(_74923). —4086_ .45 9)9(12413, 8459
{29 _4)4( 8y 9) . ‘__7041- . 4y 9)9(12917) . Te48_
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Links Failed

4918)9( 5916)
4918)e( S9 7)
4918)9(-5919)
4918)9( 0919)
4918)9( 69 8)°
4918)9( 6910)
4Gel18)9( 7923)
4elB)e( By 9)
4918)9( B914)
[ 4918)9(10913)_
( 4918)9(11017)
( 4918)5(11415)..
{ 4918)9(12913)
( 4918)9(12917)
(_4918)9(1l4921)

( 4918)+9(15920)
(_4918)9(15921) .

(_4918)9(16922)_
( 4918)9(18920)
(_S916)9( 5919)

(_5116)9( 59 7).

(_ Sel6)e( 6919)_
( S916)9( _69._8).
(_Sel6)e( 6910).

(.5916)9( 7+23)"
(. 5+16)9( 8y 9)_
(. 5+16)s( 8914)
(_5+16)5(10+13).

(_Se16)s(11917)._
( S5916)9(11+15)

_5916)9(12913)
_5916)9(12917)

Sel6)9(l4s21),
5916)9(15920)_
5916)9(15921)

S916)9(16922).
S916)9(18+20)_

Sy
S .

Sy
Sy

S

S

Se

Sy

X

S

T)s( S919)
7)s( 6919)
T)s( 69 8)

T)e( 6910)

7)ol T923).
TYe( 8y 9)

T)e( 8e14)
719 (10913)

Tiynilllel7).
7)9(11915),

Throughput

(KBPS/node)

. 7650

8¢40
—4e49
4e42

8.06
- 8e40
i\ 4.42

4449’

_4e63
5.96
“6 49
4486
_ 5443
b 63
0.00
4.86
8.40
FO 00
- ry-{-}
_9 35
i_Te81
1013
6.76
h9 2S;
B9,
[-8.466:
L._7.o 6 Q‘
LB.OO
6.76

8400
L.6.76}
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Throughput

Links Failed (KBPS/node)
( Sy 7)9(12+13). 8.98
(.Se T)e(12s17) ‘1 8.85
{ Se T)e(l4e21): '8489
{ Se 7)9(15+920) 6487
(.59 7)9(15921) Be97
{ Sy T)e(16+22) 9450
{ Se 7)9{(18420) 7458
( 5919)9( 6919) 0400
£ 5919)9( 69 8) 5e21.
( S5919)9( 6410) 6649
( S919)9( 7923) Se43
( S+19)s( 89 9) 4eb2
(_5919)9( 8914) 671
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(.5919)9(15+20) 4e42!
-( 5919)9(15521)_ 6670 .
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Throughput Throughput

Links Failed (KBPS/node) Links Failed (KBPS/node)
( 65 8)s(14921) 8406 ( B914)y(15421). 0400
( 65 8)9(15,20) ~Te70. ( 89164)4(16422) 8465
( 6y 8)4(15,21) --8¢00 ( 8914),(18520) 4463
(65 8)y(16+22) 10617, —(10+s13)s(11917) 0400
( 65 8)9(18920). _T.82 ~(10913)5(11915) 000
( 6910)9( 7523) 6449 (13513)5(12+13) 10400
( 6510)s( 8y 9) 6449 (10913)9(12517) 0.00
( 6510)9( 8y14) —4e49 (10913) s (14921) ‘ {4486
( 69i0)s(10913) .0e00 (10913)5(15420) 5 21
( 6910)9(11917) _0.00 (1091319 (15521) _5 43
( 6910)9(11+15). 000 (10513)5(164922) _Te68
( 6910)9(12913). _ 0400 _L10913)9(18920) 4486
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( 6910)9(14921) ~4.63° (11s17)9(12+13)_ 0600
( 6910)5(15+20). . 4.86_ (11917)5(12917) . 0400
(-6510)5(15+21) -‘* 86. ~(11917)9(14921)_ _6e 76
(.6510)9(16922). L6 o 76 ~(11917)9(15420) _T.68_
( 6910)5(18420). 4463 (11917)5(15921)_ _7.68_
(_7923)5( 8y.9). ~8e26. (11917).9.(16922). _8.00_
(752309 ( 8914). ~8465 (11517).4.(18520) 6476
(.7+23)5(10+13) ~Te68_ . _(11915)9(12913)_ 0400
0 7923)9(11917)_ 8400 (11915)9(12917) L 0.00_
X -7923)9.(11915)_ . ~6476. C S(l191S)s(14921).  _6.76.
~(_7+23)5(12913) 8485 ~(11915)4.(15920)_ 6476
.7923) 5 (12417). 8485 ~(11915)9(15921). L 6e76_
(_T+23)y (14421). —8.88_ (11515)9(16922)_ - 6476
(.T7923)9(15920)_ ~Te78. (11915)9.(18+20)_ 676
~(_T+23)9(15421) -9429 C 1Pl Bla il 2 1T AT _0.00_
(-7+23)9(16922)_ L9e02. (12513) 9 (14921). ' _S5.43_
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( 8914)9(12913) ' 486 £15920)9(18+20) ! 0400
( 8914)9 (12917, | 5443 (15921) 9 (16922) 928
( 8514)9 (1492104 ; 0400 . 1-415921) 9 (18920) T .5e%3

t
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TABLE 2.2.4

EFFECTS OF NODE FAILURES ON'THROUGHPUT

Single Node Failures

Node Throughput
Failed (KBPS(node)
) B T T 10444
2 Be46_
3. —— 11 .06'_;
b 4456
- 6,27
6 6.27_
_ 1 ; ' 9.76_
_ 8 7e94
-9 & : ' 1665
_10 _ 7e40_
L1110 Te71_
._12 90.99_. .
i3 ¥ b 9435
-...19 8..0,72_4
,._15 . ;6 ° 5,4.._'
_16 - 10.66_
LT ‘« L S 'y, 750
18 8,40 '
19 i el : : “ - 74.8“1_“
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w3l a s R TR L e T LT 8D
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TWO NODE FAILURES

Nodes Throughput Node Throughput
Failed (KBPS/node) Failed {KXBPS/node)
1+23} 9.37 2922 9.67_
ly 2 , 000 13,23 _.9.84_
s 3 + 10,60 " 3y 4 ‘-' 4,66
i.", 44} (,,,‘0066‘ ' 3,'5‘. 6.92-
‘,,l! 5 _6.92 ,.3! -b_ : 6.06
ly 6 6406, 3, 7 : 9,70 -
1. 7 L;.aa_‘ 3y 8. 7.92
‘1. 8 _ 7496 L3y 9. 7434
e 9y 8,08 23,10 7413
YR L7413 3y11 7.43
_dall! ;_7,.,4_3, 3y12 9,71
plsl2; _9.62: ' 3513 8,97
1913° ~8e97, 3914 8455
1yl6 8455 3,15 | 6,31
L1915 6431 3r16 10,07
~lsl6 8.9 : [3.171 : 9.35
1,17 - s.97; , 13,18 | 8.21"
_lel8’ [-8e22. ' 3919 7.65
_1s19 L T.e65] | 32200« - _ 8445
_.1 L 20_‘ *...7.61.4 ',.3.9.21_ \_..6,._82...
_1s21 881 1 3s22 10,80
_is22] 1006 B Fas 23 ' 4,66
2923 a9 , 4y 5 . 0.00
2y 3. _9.617.. ' : 4y 6 0.00
2a 4 L 4.66] 4y 7 0,00
2y. 5. ____0.00_4 ’ 49 8 ;. 0,00
Ly b | 4,66 L4e 9 —4449_
2y T LS, ‘3_8.1’ ' 410 —hebl
25 B 7460 T4y11] “4.49_
2.9 L6413 Y V- _4.49_
~2210_ L Tel3 © 413 L 4abl
2yll. '_..7.0."03_‘.6 el 449
2sl2. 8,35 4,415 0400
2513 [ 8.20 Cayie ] 4,66
2y14 ' 8450 4174 4449,
2315 4 6431 “hy18. _4e49
2916_ L 0.00_ 0 lgeye |- 0400
2,17 _8.81_ . 4520 0400_
2918 e 97..] " 4021 ] L4949
2e19. L4694 L49224 .. " 4,66
2520 7496 v - 1se23% - . [o.00_
2921 | 881 .Se_ 63 10,00
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Nodes Throughput Nodes Throughput

Failed (KBPS/node) Failed (KBPS/node)
59 1 6.31_ 1416 9,23 _
S 8 Lbetl i Tel7 —Ba81.__
5! 9{ * _‘0."1__ 7!18 5.22
9910 _6:31 7919 S.61
Seil_| _5.38_ 7,20 8420
EYS T _6.06_ 7,21 | BoB2
5913 ~£.31_ ) 7422 9,80
Seléb . _6e31l_ 8+23 ' 7469
_>y15_ _bebl -8y 9 190
5elb_ b 92... ‘...._.d.! 10__. b 049_
ECTYY A _6406_  Bell 5.38_
9,18 _6.49_ __del2.. 4,94 _
_.b ] 19< _.6,. 3 1‘. ;.......8_’_1 3.._ r__“ Y 66__.
520 ‘..4.41._' . 2 Belb . d :’.85—
5,21 _6406_ 8515 ' 0.00_
_Se22_ 0,00 : , 8916 7493
6523 _4.66_ —8s17_ 25438
,ﬁb' 1. : .._4.94.. ‘ ',._.8!1 = '_,,4.41._
ﬁg ’. ,g._. ..2.21_. L8919 _bobl
oot e v e
6511 10400 B2 7290
6912 0400_ : 9,23 | _7.02_
ﬁ.e_,_i_z_ L.z ...2.0_-.. . ;;_9_.1.0_. i Llel3
_6y 4 | L4049 ' L9411 4, 6,58
6415 . o - : (oot
8e15_ 0.0 912 Lae24_
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O = i-6e06 :..__.9,9) b6s ,__7.,57_..
6920 SIS e LN 6,00 7.51
6921 Fa.66_ . () WY Taoel
0922 _ 6406 : L9919 b4l
f,.7’23._. N 69.76- 1 '._._9’20... ._‘#0‘01
i ; ’ g | ‘_; .gg_ L 9921 LB &~
799 L 782 'R 94228 “Te23 1
7010 17.13_ © 110523 - .13 L
-7’11-., ‘7043,.... § '\_10’.11.-4 . AOQOO “
7,12 L8.81_ 10a12_ 0.00_0
T741300 8.97 ., 110,130 8497 _
Tela [ 855" ~10s1% L4466 _
7 ’ l 5 ,.-6_ ‘3 1_._ i ';.10:’*15... . 0 [ 00_..
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Nodes Throughput Nodes Throughput

Failed (KBPS/node) Failed (XBPS/node)
10s16 - 7413 14917 {631
10,17 0400 14418 4466
10,18 © 4466 14419 L6492,
10419 ;_>-I..ol3-: : 1é, 20__; L.‘f.g‘f_l
10920 - "09"_‘ -1_"921_ -8082.'
10,21 494 | 14422 _ 8454
' 10422 ~Tel3_ 15,23 6431
‘11,23 1.43_ _15416. __6._3_1_}
1lel2 ~000_ 15,17 .0.00
11,13 To.00” 15,18 0400
r_llol"_ L lel3 . 15416 b4l
111415 i 43 . ,_LS_L}.’_O_ 631 :
l1is16] - _ 7443 ' 115921 16431
P17 9435 _ 15,22 6631
1ls18: 7413 16423 - _9.18_
| 11419 L5499 . A6s17: 9435
. 11,20 _Te43_ i 16518 -8.08 —
tll,2l. _Te43_ 116419 _7.65_
Lll v 22 l ._701_93__- ,._16920..: t— _'7.020_..
12,23 ~8.811 -ées2l. © - _g.81,
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2.3 ECONOMIC CONSIDERATIONS

2.3.1 Peak Throughput

Usage of the ARPA Network will differ from node to node.
Generally, one can expect two kinds of users in the net--those
whose peak bandwidth requirements are not very different than
their average ban@width'needs and those who occasionally require
very high bandwidths in relatiqn to their average usage. The
latter case includes users employing jinteractive graphics.

The ARPA Network as presently configured allows a typical
user to enter or receive transmissions at a peak rate of about 85 KBPS
if the net is not heavily loaded. Some users may never require such
capacities. The question which then arises is: can average service
of about 6 KBPS per node be provided to such users at a lower cost '
than that presently obtainable by the ARPA Network. |

Average requirements of 6 KBPS per node and 2-connectivity can
be supplied by installing two 9.6 KBPS links at the node requiring only
low peak.throughput.. Since the monthly cost for such a line, $650
plus $0.40/mile, is gsignificantly lower than the $850 plus $5.00/mile |
for a 50 KBPS line, one might think that.considerable savings would
result for a node not requiring high peak fhroughput. To test this
hypothesis, the.following experiment was performed.

The thirty nodes presently in or under cpnsideration for the

ARPA net were considered with ten additional nodes chosen from the

. 39.



largest metropolitan areas not represented by the first thirty.
A low cost 40 node network was then de;ived usiny only 50 KBPS lines.
This network is shown in Figure 2.1.2(g) and the noues used are listed
in Table 2.1.1. The 40 node network had a cost of $1,025,000 and
a throughput of 6..0 KBPS/node. Then, five sets of twenty nodes each
were randomly selected from among the forty nodes. Each node in
each set of twenty nodes was assumed to require low peak bandwidths
so that these nodes could be connected into the net by either 9.6 KBPS
or 50 KBPS lines, whichever was more econumical. The network struc-
ture was separately optimized for each set of twenty nodes and the
cost savings achieved by allowing the 2.6 KBPS lines was calculated.
Finally, all forty nodes were assumed to reruire only low peak through-
puts and the network optimization was fepeated.

she results of the experiments dramatically indicated that thé'

9.6 KBPS line option is not generally useful for the ARPA Network. -

In the vast majority of cases, even when the 9.6 KBPS lines were
allowed, the NAC computer.optimization progréms selected 50 KBPS lines
for the most economical configuration. fn fact, in only three caseé‘
were 9.6 KBPS lines found useful. These cases are listed in Table 2.3.1

and illusfrated in Figures 2.3.1, 2.3.2, and 2.3.3. The twenty fhnimﬂy_ %

selected nodes for each optimization are listed in Table 2.3.2, and

the results of the optimizations,in Table 2.3.3.

8
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TABLE 2.3.1

TRANSFORMATIONS FOR 8.6 KBS LINES

Transfcrmation

Applicable for 9.6 KBS
at Node

39
37
23

Throughput unaffected.

TABLE 2.3.2

TWENT Y RANDOMLY SEIECTEZD NODES FOR WHICH 3.6 KBPS LINES ARE ACCEPTABLE

Group
I

II.

III.

Iv.

VI.

Node Numbers

l, 4, 5' 6'
33, 34, 35,

1, 2, 3, 5,
34, 35, 36,

1, 2, 7, 9,

33, 34, 35,

l' 2' 3' 4'
33, 35, 37,

4' 5' 7, 8,
30, 31, 33,

All nodes.

9, 10, 11, 12, 15, 20, 21, 22, 23, 25, 30,
37, 39 ’ :

6, 10, 11, 12, 15, 16, 18, 19, 22, 28, 31,
37, 39 - :

11, 13, 16, 20, 21, 24, 28, .29, 30, 31, 32,
36, 37 . :

5 6, 7, 8, 11, 14, 21, 24, 25, 26, 28, 29,
39 : - e

—

9, 10, 11, 13, 14, 15, 17, 20, 25, 27, 28,
35, 38 - :
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TABLE 2. 3. 3

NETS WITH 9.6 KBS LINES

Nodes which can Transforma=- Cost

have 9.6 K Lines tions Used KS Throughput
Group I : A, B, C 973.74  All throughputs
for I - vV,
6.0 KBS/Node
Group II A, B 992.77 34 Khkcket/Hr/Node
_ | |
/
Group III B 1,018.30 [
Group 1IV . A, B : 992.77
Group V None 1,025.51
Group VI ' A, B, C° 973.74 }
All nodes allowed Coﬁplete Redesign 789.72 5.72 KBS/Node

(average delay ' 34 K packet/Hr/Node
1.0 seconds) : . -

Note: Nets for Group I-IV all deliver average time delay no
greater than 0.2 seconds.
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FIGURE 2.4.4

AN INTERESTING VARIAT ION

Here some nodes, judic\iously selected, are
connec“ed by a 50 KBPS cross-country path
7ielding an average delay of .35 seconds
but low peak capacities,

$854.46 K

6.0 KBS/Node

34.4 K Padets/trhade

50 K3Ps

. »%— 9.6 KBPS




The yearly network line costs for the various optimizations
ranged from a low of $973,740 to $1,025,510. The maximum savings
$51,770, which would have to be averaged over 20 nodes, represents
only 10 percent of the line cost per node which itself is only
approximately half the overall cost pPer node. Furthermore, the
average savings for the entire $1,025,000 network is less than
$25,000~-a very small savings in return for a loss of high peak
capacity for half the network.

The strong conclusion is that except in a few special casesm

(such as connecting a low requirement Seattle node), it is undesir-

able to use 9.6 KBPS lines in ‘the ARPA Network.

2.3.2 Incremental Costs

The rapid growth of the ARPA Network céeates the problem of
equitably distributing the cost of the network over its commﬁnity
of useré. There are two kinds of network users--ARPA contractors
at universities and resear¢h centers and non-ARPA_contractors who
are joining the network to utilize resources such as the ILLIAC IV.
The former group of users have been principally responsible for the
growth and development of the networx and the transition from an’
experimental project to a viable, economic tool broadly applicable
to Defense Department communication problems. The latter user group

is contributing the operating environment that will allow the network

49.




The problem of dlstrlbutlng costs between the two user groups
is the subject of this section. There are several reasonable ways
to attach this problem. oOur approach is as follows:

1) 1The 15 node network shown in Figure 2.3.1 connecting the
original set of ARpaA contractors is first examined, and its through-
but and cost determined. T evaluate network throughput, two types
of analyses are used. The first assumes equal traffic between all
pairs of nodes and the flow per node leading to an average time
delay of 0.2 seconds is calculated. The second considers five

nodes--BBN, UCLA, UCSB, SRI, and MIT--as network resources. Equal

ten times as great as the forward traffic. The average throughput
per node with this traffic pattern is then calculated at a 0.2
second time delay.
2) A 26 node network is derived by adding 11 new user nodes
-

in the second category to the original 15 node net. The augmenta-

tion is made to minimize the incremental cost of addinhg the 11 nddes,

without regard to througunut. The throughput of the 26-node net,

which is shown in Figure 2.3.2, ig calculated under a variety of

50.




conditions. The traffic matrix TR = [tri,j] where tri,j is the

flow from node i to node j is Partitioned in the following manner.

Original
15 nodes- 1l New nodes
‘.\—A_q M-
" ]
TR ¢ TR
original 1 i 2
|
11l new nodes {J TRy : TR, J
ol '

The traffic in each of the four submatrices is adjusted independently.
Using varying traffic patterns the flows in TR; are selected to
Yield a specified percentage of the full load that could be handled

by the 15-node network. The maximum amount of traffic that can then

ferent assumptions about traffic patterns. 1In some of these calcu-~
lations, NASA and Ncar are ‘considered to be additional network
resources.

3) The planned 26-node network shown in Pigure 3.2.3 is
analyzed in the same manner as the network discus;;d in 2).

The object of the three analyses is to compute the incremental
cost to add the new nodes into the network, the cost required to

provide service equivalent to that provided by the 15-node network

to the original 15 nodes, the throughput that can be supplied to

"he new nodes if this should be required.

51.



The results of the analyses are shown in Table 2.3.4
Simple conclusions that can be reached from this table are:

1) A fixed line cost of approximately $16,500 per new
node is directly attributable to the addition of the new nodes
if the cost of the 15~node net is subtracted from the cost of the
26-node net.

2) Depending on the traffic pattern, the new nodes'can
transmit between 0 and 25 kilopeckets per hour in the 26-node net
if the original nodes receive throughput equal to that provided ;;
the 1l5-node network. Additional throughput can only be provided
to the new nodes by degrading'the service to the original nodes
or adding new communication links to the network. Our previous
studies have shown that the incremental cost per megabit (ér
kilopacket) to add network capacity is aboug 12.5 cents if the
network is ideglly operated 24 hours, 7 days a week (168 hoﬁrs‘per

week). Therefore, under more typical 6 day, l2-hour service, the

incremental cost per kilopacket is approximately 30 cents.

5%,
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3. ROUTING STRATEGIEL FOR COMPUTER NETWORK DESIGN

3.1 The Routing Problem

The routing problem'in a commuanication network is to define
a set of rules determining the path(s) over which messages should
flow from one site to another. This problem is extremely camplex,
especially for a network of computers. A good routing procedure
must be a compromise between three somewhat conflicting require-
ments: (1) The efficiency of any network design requires that
the routing procedure make full use of available line capacities.
This can be interpreted .s either minimizing the average delay
from message inception to arrival subject to a set of flow re-
quirements or maximizing the throughput subject to a specified
maximum delay. (2) The repeated use of the routing procedure
during the design process raquires it to be inexpensive to apply.
Thus, . it must be computationally efficient. (3) The procedure

should be realistic. It should be similar to the on2 to be

L
~

actually implemented in the final oﬁerating network and have
the same general characteristics. \

The objective that the delay be minimized subject to a
set of flow constrants makes the routing proﬁlem a variation of

a nonlinear multicommodity flow problem.' This problem which

was discussed in our Second Semiannual Report cali be readily
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formulated as a separable convex programming problem with the
delay as the cbjective function and the ccnservation of flow and
capacity limitations as the constraints. N

The minimum delay or maximum throughput can be achieved if
the routing procedure follows the soulutior of the programming
problem. However, for networks with more than a few nodes it
is not computationally efficient co solve the programming problem,
and this approach is extremely expansive for repeated appliéations
of the routing algorithm for use during the design stage.

By careful analysis of the soiutions from the mathematical
programming approach, it can be observed that most (over 80% in
our studies) of all flow requirements are routed over paths
with the min:mum number of nodes. A Heuristic (described in
Semiannual Reports 1 and 2)deduced from this observation is
to route flow over the least utilized such paths. This approach
gives.a result within 5%-20% of the optimum. In addition to
being fast (over three orders of magnitude faster than the pro-
gramminy approach), it facilitates minor changes of the network
structure. On the other hand, it does not take advantage of
split routing, and the variations in link capacties, and leaves

rocem for considerable improvements e¢specially in the case when

the netwdrk contains a wide distributior of different line

capacities. (An apparently desirable characteristic of very

L ]

large networks), 1 “{

59.




The routing procedure discussed in detail in this chapter
is a heuristic one allowing split routing. Different types c%
flows are simultaneously routed over the paths with minimum num-
bers of nodes. (These paths are "sho-test paths" using a simple
unit metric for cach line.) When no> shortest path with excess
capacity is available, the saturated lines are deleted from the
network and flows are then routed over the shortest paths of the
remaining subnetwork. The process is continued until the net-
work is disconnected. Equally important, the algorithms used
represent a major computational breakthrough for the shortest
path problem. The main algorithm is based on "Floyd's algorithm"
with special recognition of the fact that the node degrees in‘a
computer network are usually low. By this technique, a message
is sent down a path with fewest intermediate nodes and excess
capacity, or when that path is filled, the one with next fewest
intermediate nodes and excess capacity, etc. Computationwise,
it is in the same order of magnitude, bﬁt faster than the first
heuristic (pproach. Yet its results are extremely close to the

optimal solution during heavy traffic. Furthermore, the routing

strategy is very similar to physical routing schemes under stﬁdy.

for the ARPA Network and it exhibits analogous behaviorial

properties.

60.
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3.2 A Mondified Routing Algorithm for "ARPA-~like" Networks

It was shown in our Second Semiannual Report %“hatc the
heuristic minimum node routing strategy would yield a near
optimal solution (within 5% to 20%). This heuristic algorithm
described is especially efficient during the retwork optimiza-
tion process. However, it has two drawbacks when it is used for
the sole purpose of traffic routing. First, all minimum node
paths between each node pair are generated while only one path
is used. Computer time may be saved if only the paths to be
actually used are generated. Second, the routing process ter-
minates if any one link is saturated. Highesr throughput could
be obtained if alternate paths are then used.

The new routing algorithm provides the two improvements
described. Based on Floyd's algorithm (3, 4], minimum node paths
(hereafter called shortest paths) are generated between all node
pairs. The required traffic is then routed over the unique path
for each node pair. The traffic flow between each node pair
and on each link is then uniformly increased or decreased until
the f£low is equal to the capacity for the mo;t utilized 1link.
The saturated link(s) is then removed from the network and the
capacity on each link is replaced by its residual caéacity at

this point. - A shortest gath'is again generated for each node’

6l.
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Pair and additional traffic is routed as before. The process

1s repeated until the network is disconnected. Although the
approach is heuristic, the result is so close to the optimal one
for high traffic that no significant difference can be observed
for the networks we have studied znd there is no need to draw
the delay curves for comparison.

Using Floyd's algorithm, the distasce matrix D = [di,j] and-
pPath matrix p = [pi,j] are defined so that di,j is the distance
between i and j and Pi,j is the first intermediate node on the
shortest path from i to J. Let NN be the number of noées in the
network. To generate minimum node paths, di,j may be initially
set equal to unity. On the other hand, it is easy to use many
other path selection criteria by judiciously selecting other

values of the d. ..
i3

A Basic Algorithm (Floyd's Algorithm)

Step 0. Set D = [di,j] and initialize the path matrix E = [PiLj]

such that

direct distance between i and j if i is

i,5 T 9§ connected to j.
o0 otherwise

Py

J if i is connected to 3
0 otherwise

o3

Let r = 1.
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Step 1. For i =1, 2, ..., NN and j = 1, 2, s++-s NN (1f D is symmetricg
the above statementi is replaced by i=1,2, oo o NN-l and j=i+1,.., NN)

let {pl'j if di,] s di,r + dr,j

Step 2. Stop if r = NN. Otherwise, let r = r+l and go to Step 1.

The computation complexity of this algorithm is on the order
of NN3,and for a long time this algorithm has been generally
recognized to be the most coﬁputationally efficient general
shortest path algorithm. However, its drawback is its failure
to take advantage of both low degree and high degree nodes.

For instance, the distance and-path matrices for a tree network
are easily obtained with a compviati on the order of NNZ. On
the other hand, if the initial distance matrix satisfies the
triangle inequality (d; ) + dy,§ 2 d; ;5 for all i, 3, k) and the
network is close to a complete graph, the computation complexity
is on the order of NN. :

The implementation of the routing strategy given below

specifically generates time savings by individually considering

i =

10
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high and low degree nodes. As a result, computational complexity
is reduced to an order close to NN? for networks like the ARPA
net. Detailed experience with running times is given in the _

next section as is a generalized algorithm for the shortest path

problem.

Improved Routing Alg...thm

Step 0. Initially, D and P are given as before.

Step 1. Removal of Pendant Nodes

Remove all nodes with degree of 1 and reduce the degree
of their adjacent nodes. Go to Step 2 if all nodes in the network
80 obtained have a degree equal to 2 or greater. Stop if a node's
degree is reduced to zero. (In thigrlater case, the original net<
work is not coAnected if the number of nodes removed so far is
less than NN-l. Otherwise, it is a tree. ) Repeat the process

untll a termlnatlon condition is met.

Step 2. Removal of Nodes with Degree Two

Let i be any node of degree 2 and 1et,§ and ﬁ be its
adjacent nodes. If da."]’c‘ > df,i # @ e i,je set pf ﬁ-pﬁiand pﬁ a=pp o,
Set df § = df 4 = Min {df;ﬁw a3, T+ at k} and consider nodes -

J and % to ve adjacent. . A
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Step 3.

3.0

3.1

3.1.1.

3.1.2.

3.1.3.

3.2

T R T

Labeling Nodes with Deqree Greater than Two.

Let Q be the sct of hodos of degree greater than 2 and
let N' be the number of such nodes.
Let 1' be any element of Q

Set g = {ifand b, = i' and let k=1 g 1

Let Ay = Ak 1° For each j adjacent to bk but not in

Pke 10t L= Itl, by = j, and & = a U {5}

If A # Me_1r let k = k+1 and gc to 3.1.1.

If pﬁJ #N, stop. (If)ax| # N',the net is'not connected.)
Otherwise, set Ag = Ap for m = k+1, ..., N'.

Define ¢; = fh'|h € g and dp,i =dj,,; = @ in the
initial distance matrix}

Forr=1, 2, ..., N let r' = br and for iE_Ak and

j € Ci set

P, ., if di,j Sdi,r + dr,

_ 3,1 '3
Py,i~ ‘
Pr,i otherwise.
I L0 A ILRC TR Y N
pi,J

\Pi,r' Otherwise -

djoi dio'j = Min {dilj' di_'r' -+ dr'oj} k

© 65, -




Step 4. Labeling Nodes of Degree Two

Retuin degree two nodes to the net in the sequence

opposite to the one with which they were removed in _ !
Step 2 (i.e., last node removed is first node returned,

etc.) For each node g in this sequence with adjacent

A

nodes j and k, and for any j €q, let

» A A A
Py, i = P33 LT aggeang 4y |
Py, otherwise. ‘ : |
™3 A A A&
J lf di'j + dj’j - df,ﬁ + dﬁ,j
Py . =
i.J ﬁo_therwise
A = 4 . - 1 O 3 : . ] |
dj,i d’l\,j Min {df,f + dﬁ*lj ‘ df'ﬁ + dﬁ,j} . I

Let Q = Qu{’i‘} .

Step 5. Labeling Pendant Nodes

Return pendant nodes to the net in the opposite sequence

to the one with which they were removed in Step 1. For
-~ ’ A

each node i in this sequeuce with adjacent node k, and

for any j € 4, let

6un
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The above steps generate shortest paths for all node pairs.
The steps separately consider degree one and two nodes. For
large nets with higher average degrees, it is also possible to
consider separately degree thfee, four, ..., nodes, with consid-
erable computation savings; However, the average degree of a
node in the ARPA net is about 2.2 and so these steps are not
necessary. The next step is to determine the traffic on each
link. A straightforward method is to obtain the shortest path
for each node pair from the path matrix and add the flow for this
node pair to each link of the path. This method would require
a computation complexity of NN3. We thexefore use the following
approach which requ;res oniy NN2 operations. In each such

operation, a tres repiesenting a combination of NN-1 paths is

searched instead ofall individual paths.

\/
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Step 6. Assign link flows

Por each Jj =1, 2, ..., NN,
6.1 Let TR(i) be the requived flow frop hode i to nogde j

for i = 1, 2, ees, NN.

=g - <
6.2 Let J - l Jk for k g l' e , NN SU.Ch that djkl'J; \%k"'j
if k' > g
6.3 For x = 1, », e+, N and jkE J, let

TR(ijoj) = TR(ijoj) + TR(jk)

6.4 For i = 1, 2, *+«, NN, set BTR(i,pi’j) = BTR(i,pi'j)+ TR(1V,.

out eéxceeding the appropriate delay constraints. For the ARpa
net, this Constraint is g.2 Seconds. The time delay analysig
model is described in the Second Semiannual Report and for

Convenience, is summarized below.

delays over the Circuits, If T; is the megn deléy time on the

i-th 1link » then the average delay time T is
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§ r A,
i ¥ -

where Ai is the total number of packets on the i~th link per
unit time and ¥ is the total number of packets Per unit time
entering the network.

I£ C; is the capacity of the i-th 1ink, 1//4' the average
length of a Host Packet, and 1/M the avirage length of all
packets in the system including acknowledgments, requests for
next riessages, headers, acknowledgments, parity checks, etc.,

ti2n T can be explicitly written as

’ Z{U [/"Ci in 1= X //cq +Pi+K]] .

The expression

1,1 Ailes .
\\ ah My lody /Me, €25

represents the average time delay experienced on the i-th link

by an information pPacket. he term

1 Aj/V“Ci

C ey




- vy

is the average time an informa;ion packet spends waiting at the
IMP for the i~th 1link to become available. Since the informa-
tion packet must compete with acknowledgments and other overhead
traffic, the overall message length 1//4 appears in the expression.
The term_l/ci/ﬁ' is the time reguired to transmit an information
packet of average length 1/A'. Finally, K is the nodal process-
ing time, assumed constant and for the ARPA IMP, approximately
equal to 0.3 ms;: P, is the propagation time on the i-th 1link
(about 20 ms for a cross country 1link).

This formula used in conjunction with a static routing
procedure to specify the link flows, is extremely useful to ob-
tain curves of estimated time delay. For example, cousider
the ten node ARPA Network shown in Figure 3.2.1. Using the new
routing procedure described and equal traffic requirsments be-
tween all nodj\iqirs, the Ai were found and the delay curves

shown.in Figure 3.2.2 were obtained. Curve 5 was obtained with
fixed 1000 bit packets* while curve B was generated for expone;;
tially distributed variable length paékets with average size

of 500 bits. 1In both cases, all overhead factors were ignored.

Note that the delay remains small until a throughput slightly.

greater than 40 kilobits/second/IMP is reached. The delay then

increases rapidly. Curves C and D represent the same situations

* In Case A, a generalization of the basic formula is used to
allow for constant packet lengths (i.e. zero variance).
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when all overhead factors are included. Notice that the through-
put per IMP is reduced to 25 Kilobits/second .n case C and to
slightly under 20 kilobits/second in case D.

In the same figure, we have illustrated with X's the results
of a detailed simulation performed by Bolt, Beranak and Newman
with a realistic routing and metering strategy, For
simplicity, the simulation omitted all network overhead and
assumed fixed lengths of 1000 bits for all messages. It is
notable thav the delay estimates from the BB.. simulation (which
used a dynamic routing struteqgy) and the computation based on
the static routing strategy are in close agreement. 1In particular,
they both accurately determined the vertical rise of the delay
curve in the range just above 400 kilobits/second, the formula

—
by pPredicting infinite delay and the simulation by rejecting
the further input of traffic. Furthermore, the simulation diqd .
not require identical traffic from each IMP (as did the.staticu
routing procedure) ang therefore the curve could actually be
recomputed with a slightly skewed traffic distribution for
even closer agreement.

In practice and from the analytic and simulation studipsf
of the ARPA Network, the queueing delay is observed to remain

well within the design constraint of 0.2'seconds-until the
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traffic within the network approaches the capacity of a cutset .
The delay then increases rapidly. Assuming that alternate
routing guides excess traffic along paths with excess capacity,
no circuit will be operated a* full capacity for very long until
this point is reached and thus no sustained Queuing backup should
occur. Thus, as long as traffic is low enough and the routing
7#daptive enough to avoid the saturation of cutsets, queuing
delays will not be significant.

One complete application of the rew routing algorithm
enables us to route along shortest paths about as much flow
as the suboptimal method discussed in our Second Semiannual

ottt i,

Report. Thus, one may expect throughputs within 5-20% of optima;
and if this is acceptable (for example, during optimization)
there is no need to proceed further. 1If, on-the other hand,
better results are required, saturated links may be removed one
Or more at a time and the complete Procass repeated. After each
such iter: cion, more traffic can be sent through the network.
As an example, the 23 node network shown in Figure 3.2.3 Fhas
five saturated links. Five iterations were required to obtain
these flows before a cut was removed and the network was
disconnected. The performance of the nétwork after each itera-

tion is plotted as throughput versus delay curves in Figure 3.2.4,
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3.3 New Shortest Route Algorithms

NAC's improved shortest route algorithm consists of two parts:
a modified versicn of Floyd's algorithm and a node truncation step.
Step 3 of Section 3.2 represents a modified version of Floyd's
algorithm. This version is especially efficient for, but not
limited to, networks satisfying the triangle inequality. A basié

step for the ordinary Floyd's algorithm is to set di 5 = Min {di k
’

+ dk 5° di j}.for all k, i, j. This equation performs unnecessary
’ ’

~

additions and compafisong for those j's which are directly adjacent
to i, and for those j's and i's which do not have a path to k with
a finite value. In our modification, we only choose those j'é,
which do not neighbor i, and thereby saGings on computation can
be made for highly connected networks. Furthermore, we only ‘
choose i's and j's which have a finite path to k; thereby wa
caﬁ save computing time for sparsely connected networks.

Steps 1, 2, 4 and 5 in Sectiop 2.2 represent the node
truncation part. The purpose of the truncation is to reduce
the size of the network being considered so that computation:can
be simplified when eitheh the ordinary or the modified Floyd's
algorithm is applied on the remaining network. As already stéfed,
the node truncation technique is not limited to r.odes of dggree
one and two as long as the savings on applyinéiquyd's algorithm

warrants the extra overhead involved in the truncation. For
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efficient use of the algorithms, we need to snow at which
level of node degrees, the node truncation approach is no

longer advantagenus. We will discuss two cifes.

The General Case

In this case link costs (lengths) . -y assume any value as
long as there is nd> circuit whose sum of costs is negative.
Symmetry of the link cost matrix is not necessary.

Let NN be the number of nodes in the network and D the
degree of the node to be truncated. Thé number of additions
and comparisons required at the time the node is removed from
the net is equal to D(D—l); The number of additions and com-
parisons required at the time the node is returned to the net
is.Z(D-l) (NN~-1). The to%xal numbgr of additions and comparisons
required for the node truncation is therefore equal to (D-1)s
(2MM + D-2). The number of additions ané comparisons saved if
Floyd's algorithm is then applied to the remaining net is
NN (NN-1) (NN-2) - (NN-1) (NN-2) (NN-3) = 3 (NN-1) (NN-2)..
Therefore, the net saving on the number of additions and com-
parisons is: 3(NN-1)(NN=2) - (D-1) (2NN-D - 2). This number is
positive for D<NN-1 and zero if D=NN-1l. ~Therefore, except for the
limiting case of a completely connected'ﬁet, the node truncation

technique is always faster than Fioyd's method. The algorithm

T




for handling the general case is given below.

(1) GENERAL NODE TRUNCATION SHORTEST PATH A?ﬁORITHM

Step 0.
Step 1.
1.1

1.2

Step 2.

2.1

2.3

Let K =1,

Removal of pendant nodes

If there are no degree one nodes, go to Step 2.

Pick any degree one node and renumber it as vK. Let
By be its adjacent node, and reduce the degree of By
by one. Let K = K+l and go to 1l.1.

Removal of nodes with degree greater than one.

Rename the remaining nodes as Vi VNN-lr ceer Vg +

such that their degrees Dyy 2 ¢++2Dg. Let H = NN~K+1l.

adjacent to Vi in the remaining network, where g(K) = Min

{DK, B-1}.

For i,j =1, 2, ... q(K), set

———

d K o

K; /Ky

= Min /4 L Hpd + 4 }
i’ { Ko K3" "Ry, vy VKK

= P ; ; &
K. |1 { KilKj if dKi,Kj s dxl,VK N d‘f{,x(

Pk, S

1'3
pKi'VK otherwise

DKi = DKi+1 if Kj is not.directed to Ky

Dgy = Dgy*1 if Ky is not directed to K;

Ky, Ko, ..., Kq(K) are considered to be adjacent to each

other.
79.




2.4 If H=2, go to Step 3. Otherwise let H = H-1 and

K

K+1, and go to 2.2.

Step 3. Labeling

3.1 For j = K+1, ..., NN, set /
N - Min <&
4,vg Tkichy SLdJ'Ki * dKi’VK}
pj,vK = pj,h where h satisfies dj.vK = dj,h + dh,vK

a, s = Min o+ d, .
VKnJ KiéBK {derKl-'- Kirj}

pVva = pv}{r where r satisfies de,j = dVK' r+ dr,j

3.2 If K= 1, Stop. Otherwise, let K = XK-1 and go to 3.1
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The Special case: Symuetry and triangle inequality are satisfied.

It can be shown that regardless of the exact degree of any node
the node truncation approach is always faster than the ordinary
Floy<'s algorithm. However, the modified version described earlier
of Floyd's algorithm may be faster for nodes with large degrees.
The exact values depend on tha: topology of the network, and there
is no simple formula to determine the breakpoint. We evaluate the
tradeoffs between the two approachegzas/follows. We calculate a
node degree DT such that if D<DT where D is the degree of any node
during the labeling process, then it is computationally more effi-
cient to remove the node via truncation than to consider the node
during labeling by the revised Floyd's algorithm.

Assume that the modified Floyd's algorithm is to be applied on
the network remaining after node k is remo;ed. Let DCi be the
number of nodes not adjacent to node i in the starting network.

Let D be the degree of node k and let
NN

TCD = N CD.
Lo *
i=1
The net saving on the number of additions and comparisons is more -

than
%[(TCcD (NN=-2) - (TCD-ZCDk)(NN-d)] - % (D-1) (2NN+D- 2)

= k[TCD+2cnk (NN--3) ) = %(D -1) (2NN+ D-2)

2 CD, (NN-3) - %(D-1) (2NN+D-2)

2 (NN-3) (NN-p-1) - %(D-1) (2NN+D-2) 1

= %(-D% - (4NN-7) D+2(NN-1)2) >0 for D< .42 NN

£1.




Therefore, fo. any D<.42 NJ it is always better to use trunca-
tion For the special case being considered (i.e. a symmetric
distance matrix which satisfies the triangle inequality) the algorithm

may be stated as given below.

(2, SPECIAL NODE TRUNCATION SHORTEST PATH ALGORITHM
Step 0. Same as in general case.

Step 1. Same as in general case.

Step 2.

2.1 Same as in general case.

2.2 If D» 0.42 NN, go to Step 3.

2.3 Let B, = K,, K,, ..., K be the sets of nodes adjacent
K 1 2 DK

to Vi in the remaining network. Let EK be a subset of By
which contains nodes adjacent to Yk in the starting network.

For i=1, 2, ..., DK - land j = i+1, ..., DK set

~—

d =d = Min%:l L d +d .
if a4 <d + 4 -
B oy v pxi,xj K; s Kj Ky o Vg Vio K3
K./ K,
i Py otherwise.
i’ Vk
: <
pKJ 'Kl if dKl'Kj T dKj,VK + dVKIKJ
PRy Ky :
g el otherwise
K"VK
J
Dp =Dy = DK + 1 if K; and Kj are not adjacent nodes.
i 3 i

Kl, Ky, «.., Ky are considered to be adjacent to each

other in the remaining network.




2.4 Let. H=H - 1 and K = K+1. If 4 = 2, go to Step 3.

Otherwise, go to 2.2.

Step 3.

3-0 Let Q = {VNN, VNN_l, e 00, VK} ’ N' = NN-K+1
3.1 Same as in Section 2.2.

3.2 Same as in Section 3.2.

Step 4. Labeling
4.0 K = K-1

4.1 For any je {K&l, ceey N} = Eg »set

[}
]

. d . = Min )gq. + d v
Jo Vg Vg J KiCBK{J'Ki Gt K}

where h satisfies dj.vK = dj,h + dh,vK

4.2 If K=1, Sstop. Otherwise, let X = K-1 and go to Step 4.1.

Even though we have only considered the shortest path
problems for all node pairs, the node truncation techniques can
also be used to determine shortest paths bhetween specified pairs

of nodes.
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2.4 Let H=H - 1 and K = K+1l. If H = 2, go to Step 3.

Otherwise, go to 2.2.

Ster 3.

3.0 Let Q. i {VNN, VNN_l, o0 oy VK} ? N. = N-N-K"'l
3.1 Same as in Section 3.2.

3.2 Same as in Section 3.2.

Step 4. Labeling

4.1 For any je€ {K+1, boog N} = Ex , set

o}
i

. . = Min . +

o
"

jvi pjoh ! pv j A valh ’

where h satisfies dj.vK = dj,h + dh,vK

4.2 If K=), Stop. Otherwise, let K = K-1 and go to Step 4.1.

Even though we have only considered the shortes: path
problems for all node pairs, the node truncation techniques can
also be used to determine shortest paths between specified pairs

of nodes.




3.4 computational Comparisons

The ordinary Floyd's algorithm, NAC's shortest route algorithm,
and traffic assignment algorithm hove been applied to various 10
node, 20 node, 3C node, 40 node, and 80 node networks. The computing
times are recorded and are listed on Table 3.4.1. ARPA-like and ARPA
networks for these experiements are shown.on Figure 3.4.1, Figure 3.4.2,
Figure 3.4.3 and Figure 2.1.2(g). M:_imum spanning trees are based
on ARPA nodes and are given on Figure 3.4.4 to Figure 3.4.7. Minimumn
link x-connected graphs [1] are those that are x-connected and
are constructed with minimum number of links. (A graph is x-connected
if it requires the removal of at least x nodes to disconnect it).
Y¥inimum link 2, 3, 4 and 5 connected 10-node graphs are shown on
Figure 3.4.8. Those with more nodes are formed in a similar way.
Data from Table 3.4.1 are graphed as a function of computing time
versus number of nodes in Figure 3.4.9. These curves clearly indi-
cate thét somput .tional complexity is proportional to NN3 for
ordinary Floyd's algorithm regardless of the topology and is proior--
tional to NN2 for NAC's algorithm when apnlied to telecommunication
networks (i.e.tree structures, ARPA-like networks, 2-connected networks,

etc.),and is proportional to NP for traffic assignment. For moderate ‘(most

nodes with degrees higher than 2) and high connected networks, . the node




trunc ation part is not used in these figures since it was
not felt that programming this general algorithm would be
immediétely necessary for our ARPA net studies. The NAC
modified version of Floyd's algorithm; even when used alone
outperforms the ordinary one, especially for highly connected
nets. The main advantage the modified version has over‘the
ordinary one is it: use of the triangle inequality. Otherwise,
its efficiency would not be very much better than that of the
original Floyd's algorithm. Second, since the NAC algorithm
requires larger overhead, the larger the net, tha better |
efficiency the NAC algorithm shows. As can be observed from
Fig. 3.4.7 for some 10 node nets, NAC's algorithm may even

be less efficient due to the overhead. (The lower ends of the
curves are not quite prrvortional to NN2 or N3 rules because. .

of overhead factors which are significant when the net is small.)




TABLE 3.4.1

COMPUTATION TIMES FOR SHORTEST

PATH ALGORITHMS

(In Milliseconds)

Network Label Process Traffic
|_Fld's Algo.] NAC's Algo | rssignment
ARPA Net (Fig. 3.4.1) .010 .008 | .007 |

Minimum Spanning Tree(Fig.3.4.4) .010 .002 .008
Minimum Link 2-connected Q10 .007 .008

10 Minimum Link 3-connected .010 .011 .008
Nodes Minimum Link 4-connected .009 .010 .008
Minimum Link 5~-connected .009 .011 . 007
Minimum Link 8-connected .010 .009% .007

ARPA Net (Fig. 3.4.2) .064 .020 .0z3
Minimum Spanning Tree(Fig.3.4.S) .062 .008 .025
Minimum Link 2-connected . 063 .018 .024

20 Minimum Link -3-connected .064 .052 .025
Nodes Minimum Link 4-connected .063 . 045 .023
Minimum Link 5-connected .062 .056 .023
Minimum Link 18-connected .063 .031 .019

ARPA Net (Fig. 3.4.3) .211 .034 .055
Minimum Spanning Tree (Fig.3.4.6) .209 .015 " .055
Minimum Link 2-connected .209 .033 .057

0 Minimum Link 3-connected 211 .142 .056
Nodes Minimum Link 4-connected .210 o k31 .054
Minimum Link 5-connected .212 .160 .054
Minimum Link 28-connected .208 .063 . 040

ARPA Net (Fig.2.1.2(h)) .501 .057 .098
Minimum Spanning Tree(Fig. 3.4.7) .510 .028 .100
Minimum Link 2-connected .501 .056 .102
Minimum I.ink 3-connected .511 .298 .099

Nodes Minimum Link 4-commentey .508 .276 .097
Minimum Link S5-connecteq .508 .334 .095
Minimum Link 38-connected 501 .102 .070
Minimum Link 2-connected <,075 .224 .380
Minimum Link 4-connected 3.975 2.141 .388

80 Minimum Link 10-connected 3.963 2.329 . 397
Nodes Minimum Link 40-connected 4.020 2.359 .341
Minimum Link 78-connected 4.097 467 . .293

'
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4. RELIABILITY OF LARGE COMPUTER NETWORKS

4.1 INTRODUCTION

Spurred by the early successes of the ARPA Computer Networ} ,
and the economiq potential of such nets, the size of computer
networks can be expected to increase.rapidly. Increased numbers
of computers in a computer network give rise to several questions
about its reliability. For the ARPA net the principal reliability
requirement for smaller network designs (of less than 30 or 40 nodes)
is that there exist two node disjoint paths between every pair of
nodes in the net. fThis guarantees that at least ti nodes or links
must fail before any two nodes cannot communicate with one another.
More detailed reliability analysis of neétworks designed in this way
indicated that this approach does in fact guarantee sufficient re-
liability for the network taken as a whole for nets similar to the
current ARPA net. The first question of interest is: - does the
two node disjoint path method suffice as the number of.nodes grows.
Closely related to this question is: whm:mxumm\ammmt of network invest-
ment is required as the number of nodes increasss in order to main-
tain a given level of network reliability. In the next sec;ion"
results bearing on these questions are glven. Simply stated, it

does not appear that network reliability constraints can be met for

[
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very large nets simply by requiring two node disjoint paths between
each pair. More sophisticated techniques for designing large nets
will be required. Such techniques are currently under investigation.
For many reasons it seems imperative that large omputer nets
will exhibit some hierarchical or decomposed structure. In Section
4.3 the computational consequences for reliability analyesis of a
two level hierarchal approach is investigated in which the nodes
are partitioned into subnetworks called"regions" interconnected by
a "global" network. 1In the same section, the related question of
what size regions yields minimum computation for analysis is explored.
Flnally, to make reliability analysis of large networks feas;ble,
computational improvements over the techniques employed for fhe |
smaller networks must be developed. A detailed analysis of the
growth of computation with network size for various reliability
analysis techniques is found in Sectlon 4.4, and new techniques

Whlch are much faster than previously known techniques are speclfled.

4:2. NETWORK RELIABILLTY AS A FUNCTION OF SIZE

Low cost computer network designs for the ARPA Network have vp
to now been made under the reliability constraint that two node'
disjoint paths exist between every pair of nodss. For natworks up

to 30 or 40 nodes this criterion yields networks which are‘very =

*
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resistant to failures of their components. For example, for the 23
node 28 link ARPA Net, over 95%' of all node pairs are able to communi-
caie, on the average, if the nodes and links are down 2% of the
time.

To measure pow adequately this design techniqhe maintained
network reliability as the number of nodes in the network increased,
low cost networks with 20, 40, 60, 80, 100 and 200 nodes respectively
were designed using NAC's network design program with the reliability
constraint of two node disjoint paths. The results are shown in
Figure 4.2.1.

As meésured by the fraction of node pairs not communicating,
the reliability actually increased with the number of nodes up to
60 nodes at which point the reliability decreased w:th the number
of nodes. Thus, at least for.this series of networks, reli;biiity
will be degraded as the number of nodes iﬁcreaseaabove 60.

Another indication of the dependence of network reliability
on the number of nodes is a result of Gelmans [1967]. If we con-
sider nets in which only the links fail'and take as our measure of
reliability tre probability that vhe net will be connected, Gelmaus

found that the number of links must increase at least as fast as

NN 1ln NN

2 lin p| where NN is the number of nodes and p is the probability of

link failure in order that the probability of network failure not

approach 1. Since a 2 connected net has on the order of NN links
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the behavior of the term (In NN)/2]1n P| implies that as NN passes

the point where NN = 1/p2, 2 connectivity will no longer guarantee

"sufficient" reliability. For example, if both nodes and links fail

with probability 0.02, an approximate analysis with only link fail-

ures would 1nd1cate 2 connectivity becames inadequate fx Ny approaching lOO.
These t''0 results while not definitive indicate strongly

that more sophisticated methods of maintaing reliability for the

designs of a larger networks must be developed.

4.3 _COMPUTATIONAL CONSEQUENCES OF NETWORK DECOMPOSITILN

We consider a two level hierarchical decomposition of networks.
The nodes are divided into groups called regions. Nodes which
are end nodes of links connecting two regions are called central

nodes. A regional sabnetwork or a local netwovrk is the nodes of a

region together with the links which connect two nodes in the
region. Such a decomposition may result from the necessity of

reducing the analysis or design procedures to manageable size cr

it may be inherent in the structure of the network itself. For
example, the routing procedure may require tabies which are limited
in size or the load on the network may be such that trafflc within
certain groups of nodes is ‘much heavier than trafflc between the

groups; this leads naturally in both cases to hierarchical networks.

(1]
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One of the first questions that arises .is how large to make
the regions and how many regions to create. One approach is to
attempt to minimize the computational requirements for the design
procedure. Suppose we have a procedure to perform on a network
for which the computing time can be characterized as a Polynominal
function of the number of nodes. Two examplies are the NAC network

design algorithms and some of the NAC reliability analysis programs.

work. Let NN be the total number of nodes, NR the number of regions
and NG the number of central nodes pPer region in the global network.
We assume that the number of nodes is the same for each region as

is the number of central nodes and that the computing time “or a

subnetwork with n nodes.is proportional to nY for some VH>1.. While
these aésumptions are not usually exactly valid, the conclusions
based on them are indicative and the techniques used can also be
applied to more general cases. ' .

Under. these assumptions the total computation time is propor=-

tional to

T = NR {

\4 v
NN
+ (NR °* NG
NR) (NR ) .
where the first term corresponds to *he regional calculatlon and

the last term to the global calculation. Assuming that NR and

101.

e TR mw-ﬁﬁ*



— e — o

T e tt—

minimum computer time by setting oT_ ¢o Zero.
2 NR

2T ‘= Y (1-v ) (aR vel oV oo
3 (NR) ( ) (NR)TV v (NR) NG 0
implies

‘, l
MR = (L) ( vol yoey
NG v

The assymptotic result as v—+ o is of interest
v
lim ( ) =i -l)2v-I [ NN
Vep oo ‘NG NG

This result can also be obtained by noticing that for v large T is
dominated by the subnetwork with the largest number of nodes; 1t
is then easy to convince oneself that the minimum computatlon will
occur when the global network has exactly asg many nodes as the
regions; i.e., when NR * NG = NN/NR . Solving this for NR ylelds

= /NN/NG. In Table 4.3.1 the optimal number of regions is glven
to the nearest integer for v a« 2, 3, 4, 5, 6, ® and for NN =20,
40, 60, 80, 100, 200, 400, 600, 800, 1000. NG was taken to be 2
in all cases.

Reliability analysis of decomposed networks can be carr:.ed

out in a straightforward way. fThe basic ster in rellablhty
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arialysis is the determination of the number and size of components
in a graph. First, let us review the technique for networks with-

out decomposition (see the Thir? Semiannual Report) .

Algorithm 1.

Step 0: (Initialization). Start with A, = @ and associate with—
node i a component label i. Set the number of elements
in each of the NN componen*s to 1. Set k = 0 and go to
Step 1.

Step 1ls (New Link)., Add a link ap = (mg, ny) to ap to form Apiy-
If there are no remaining links;i.e.,Ax=A, stop. Otherwise
examine the labels of my and ny. If they are the same,
.repeat Step 1 with k: = k+1. 1If n§t, go to Step 2.

Step 2: (Join COmpongnts). Change all the node labels which are
the same as the label of my (including m.'s label) to
the label of Ny . Set the number of elerments in the com-
ponent correspénding to ny to the sum of the component
sizes previously corresponding.to m. and nyp. Set k: = k+1;
go to Step 1.

The‘computation for this algorithm in the naive form given °

here is dominated by the relabeling in Step 2 which in total involves

2

on the order of NN“ operations. (A detailed analysis and more

efficient variants of this algorithm are discussed in the next section).

104.

=y




To use this algorithm on a decomposed network the algorithm
is first applied ‘o each region separately. Then the algorithm
is applied to the global network with the following simple modifi-
cations to the Initialization Step 0. Each global node is given
an initial node label which is a pair consisting of its regior
number and the component number it ended up with in the regional
analysis. The number of elements in the component pairs is the
number of elements in the components resulting from the regional
analysis. With this initialization the algorithm procedes as before.

For example, if NG=2, NN= 200, the minimum computation (see
Table 4.3.1)would occur when the number of regions is 17.

To test out the decomposition approach to network reliability'
analysis a new computer pragram was written. By making extensive
use of list data structures decomposed networks with arbitrary
numbers of regions and arbitrary size of global networks can be
handledl The examples descr.bed in Section 2 were run using the i

program.

4.4 FAST ALGORITHMS FOR COMPUTING COMPONENTS OF SPARSE NETWORKS

In our previous work on reliability analysis of networks, three

approaches were introduced. 1In this section we examine in some

detail relative computational merits of these methods. The basic
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problem is: given a network with NN nodes and NB links where each
link has probability p of failing, we wich to estimate h(p) the
probabilit§ of the network being disconnected by the failing links,
or to estimate n(p), the expected number of node pairs not able to

communicate, for NP values of p. The first approach which we shall

call the naive approach is to first generate a random number for
each link. If the number is iess than p, the corresponding link

is considrred failed and removed from the net; otherwise the link
is left in. Then the resulting network is checked for connectivity
or the number of node pairs disconnected depending on whether'

h(p) or n(p) is desired. This computation is repeated enough

times ﬁntil a sufficiently accurate estimate is obtained according
to the usual standards of Monte Carlo simulation. This eptire
procedure must then be repeated for each of the NP values Of p of
interest. |

The second approach which we will call the functional simulation

approach is based on a technique used for simulation approaches to
percolation problems. Here as in the naive method, a random nuﬁber
is generated for each link. Now however, we order these numbérs
and their corresponding links in decreasing order. If r; is the :
random number generated for the ith link s#ppose' |

s , X, 4 see, r-i
1 i NB

are the random rambers in decreasing order. Then,inwthe nalve
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method if rik>'p > rik+l' we would analyze for connectivity the
subnetwork consisting of the links il, i2, vany ik' We can
evaluate one point in the sample for each value of p for one set
of random numbers using the following procedure: for 1 ?p>ri
the network has no links for ril-Bp >ri2 the network consists of

the link i, only for riza-p >r13 the network consists of links 1,

and i; etc. what makes this technique especially effective is

that there exist connectivity algorithms which analyze the network
one link at a time with the links in arbitrar§ order. Thus, if
the network with all the links present is analyzed for connectivity,
introducing the links in the order iy, iz, csey iNB using one of
these techniques, we achieve the analysis for the subnetworks
consisting of i, i2, cevy ik for k =1, ..., NB. Thus in parti-
cular we can determine h(p) or n(p) for all NP valueé of p at once
using a connectivity algorithm once focr each sample point.rather
than NP times as would be required in the naive method. If only
h(p) is required, the computation simplifies even further, then
for a given sample point the oniy‘quantity of interest is the
smallest k for which 110 igs eee, iy is connected. Then, for all

p)r.

i the net is disconnected and for all p €r. the net is

. lk
connhected.

By a theorem due to Kruskal[l956] each connectivity calcula-

ion is equivalent to determini a _maxi & san

forest where the length of a link i is ¥;. This relation is dis-

cussed in detail in a forthcoming paper by Kbrshenbaum and Van

Slyke. [1972].
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The final technique which we call the Moore-Shannon approach

>

is based on the use of the equation

N
(1) h{p) =§ c(x) pNB-k ok

k=0

where C(k) is the number of disconnectéed subnetworks with exactly -

k links. This relation is similar to one due to Moore and

Shannon [1956] for analyzing the reliability of switching networks.. - .

A similar relation can be used for n(p): -

NB
(5) nip) = Z D(k) pro K oK

where D(k) is the average number of node pairs not communicating
over all subnetworks with exactly k links. In this approach edcﬁ
C(k) or D(k) is estimated by simulation rather than at;gmpting to
directly estimate the sums h(p).or n(p). As was shownlin the'Thirdr
Semi-aﬂnual Report, this is especially effective inzfl)fbecause all
but NB-NN+2 of the C(k) are known a Eriori; There are (i?) sub~"
networks with exactly k links. If this ﬂumber is reasonably small,
C(k) and D(k) can be calculated by enumeration,and if the numbeis

is too large they can be estimated by simulation. In either case
it is useful to use a connectivity algorithm_yhidh, atter the

connectivity of one subnetwork is determined.'lubnetworkl similar




to the firs*t can be easily analyzed using- the results of the first
analysis. Such an algorithm was described in the Third Report.

We now introduce several useful connectivi'.y algorithms and
analyze the computation required for each one. Before we begin,
we note that for « network which is nearly complete, any connectivity
algofithm will require at least a number of calculations on the

2

order of NN“ since each link must be examined and there are ' |

(NN) « (NN-1)/2 possible links.

For the first algorithm we use the node adjacency represeatation "Aj

of the network. Two nodes are adjacent if they are the endpoints
of a link in the network. The node adjacency representation con-
‘sists of specifying for each node, the nodes which are adjacent to

it. There are two such entries for each link (i,j) : one for i being

adjacent to j and one for j being adjacent to i.

Algorithm é:

Step 0: (Initialization) Set i=l, j=l,.k;l, S=g. Label node i=l
with component label j=1l. Go to Step 1; . |

Step 1: (Look at new link). Find the nex£ node i' which is adjacent
to i; ir there are none, go éo Step 3.. If node i' i;.not '

already in a component, go to Step 2. If the node i' is.

already labeled with a componenﬁ 1 mber, repeat Step l.

-




Step 2: (Add a node to the current component) Label the node ji'
with the current component label j and add the index of
the labeled node to the stack S. Return to Step 1.
Step 3: (Scan a new node). Remove a node index i" from S and
set i egual to i". 6o to.step l. 1f s is empty, go to
Step 4.
Step 4: (Current component complete--sta;t A new one) Set k:=k+1l
if k> NN we are done; otherwise, if node k is unlabeled,
set i equal to k and set j:= j+l. Go to Step 1. 1If rode

k is’ labeled, repeat Step 4.

Aigorithm 2 is close to ﬁeing the most.efficient algorithm
possible for determining the components of a graph. It has the
disadvantage that the links cannot be introduced in an arbitrary
order. - Thus this method is only appropriate for the najive approach -
to reliahility analysis. To estimate the order of the'com;;utation
involved we note that Step 1 is performed exactly 2°NB times (siaye
each link appearsrtwice in the node adjacency representation).

Step 4 is repeated exactly NN times and Steps 2 and 3 are performed
NN-NC times where NC is the number of components. Thus, the nquér
of computations is the sum of a term linear in NB and a term linear
in NN. Since to determine the components of a'graph we must, in
general, look at all the links and label all the nodes, no algorithm

can be much faster for determining the components of a graph.

# i
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Next, we consider several variations of Algorithm 1 which wasg
described in Section 4.3. As indicaped in that section, the
dominant term in the number of operations for Algorithm 1 arose
from Step 2, the relabeling, and was on the order of NN% Step 2
occurs when a link joining two, up to now, disjoint components ig
encountered. 1In Algorithm 1 the component labels of the first
ccmponent were all changed to those of the second component. If
instead the number of elements of each component are maintained
and the labels on the smallest component are changed, the order
of the number of operations is Ny log2 NN rather than NNZ. To .
prove this, let f£(n) be ;he maximum number of node relabelings
required for any net with n nodes using the modified version of
Algorithm 1. Then we have the following recurrence celation for 7

£f(n): L

(2) .f(n) =1¥?§.[n/2] {f(k) + £(n-k) + k} |

where k is integer and [n/2) is the gréatenﬁ'integcr less than or

equal to n/2.

Theorem
© (1) f(a) monotone increasing

(11)  £(2%) « f2*71

lim
(1ii) ) B
nee n/2)log,n >1
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£(x) = éL log, x for x>0 satisfies

(3) £(y) s {f(x) + E(y-x) + x} for yal.

Proof: Let g(x; Y) =(x/2) logzx + ((y=xy2) logz(y-x) + X,

'. 2
ac : = 1 { } >0 for x ¢ y.
Then T3 9l y) = —— {X o,

Thus g(x;y) is convex upward on [1, v/2] and-hence achieves its
maximum in x at either 1 or y/2.
g9(l; y)= ((y-1)/2) log, (y-1) + 1,‘(&/2)_‘.logzy-‘g'(y/_z':ﬂy).'

Thus the maximum ig achieved at x = y/2 and

| MAaX g(y; x) = £(y) = (¥/2) log, y.

Proof: (of Theorem) (i) is easily proven'by.rpfercncc to:
Equation (2) with k = 1. Thus, =
£(n) 3 £(n-1) + £(1) + 1,
Next, we prove by induction on n that

- A ‘\
£(m) 3 (n/2) log, n G5
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We have for n=1 £(1) = (1/2)log,l1 = 0. In general,

s = Max g 1 .
£n) =) MOX {f(k) b £(n=k) + 1.}

£ Max d :
3 1ks [n/2] {(k/Z) logz,k + ((n=k)/2) log2 (n=k) + k}

A

Max {}x/Z) logzx + ((n=-x)/2) logz(n-x) + X }
lex2[n/2]

(n/2) log, n,

where the first inequality results from the induction hypothesis,
the second is a consequence of simply allowing niore points to Lke.
congidered in the maximization, and the last equality results

from the lemma. Now to pfove (ii); we do this by induction on £.

For /= 1 we have the trivial result f£(2) = 1-2o = 1 since there

are only two nets on 2 nodes. In general, by Equation (3) for n -’}ﬂ,

oo =1 : ,
W 22475 £2f) 2 185511 {f(k) + £(n=k) + k} 1

= g2y 4 g2 4 o #1

7

(1-1)2%72 . (2 -1)2%2 4 22-1

by the induction hypothesis.

This establishes (ii). (iii) is an obvious consequence of (i)
' and (ii).,

The number of operations can be reduced sfillifurther using
another variant, Algorithm 3, of Algorithm 1: The key to -

-
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Algorithm 3 is the use of a tree structure to maintain the number
of the components of each node. Associated with each node i is
another node, f(i), the father of i. To find the component of a

node i, set i,= i and rep:at the iteration:

iepy = £(ix) : (*).
until |
i" = E(iy) = iy, - (**)

Then, i* is the component label. Define F(i)z=i*to be the patriarch

of i. The sequence i, iy, ..., iy, i* will be called the chain

determined by i. Then there is a one to one correspondence between
components and patriarchs. Based on such a data structure, a simple

algorithm for determining the components might be:
Algorithm [Read: 1969)

Step 0:. (Initialization). Set £(i):=i, i=l, ..., NN, Ag = g,
k:=0 and go to Step 1.
Step 1l: (New link). Add a link ay= é“k' 'r.k) to Ax. Form Ap,,. If
there are no remaining links, i.e., A, = A, Stop.
. Examine F(mk) and F(nk). If they are ident;cal, repeat
Step'l with k:= k+l. If not go tolstep 2, ! ’

S
.

Step 2: (Join trees). Set £(F(nyg))to F(m). Set kik+l. go to Step 1.
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Step 1. Step 1 is eéncountered NB times and each time F(nk) and
F(mx) must be evaluated. Thisg could involve examining at most

2 k nodes if n, and M are in the same component and k nodes if they
are in different.components. For example, if the net is a chain

and the links are introducedin ordev then k nodes would be examined
for each k. 1In any case, the order of the calculation is NiB-NN
80 this algorithm is inferior to Algorithm 2. However, we can
improve this algorithm so thét it takes a number of operations

proportional to NB by using the informationJgained in evaluating

F to collapse the tree.

Algorithm 3

Step 0 ¢nitia1ization). Set f(i): = i for i = 1, ..., NN,
A:;= g, k:= 0 and go to Step 1.

Step lz. (New link). Add a link ax= (mg, ny) to A, to form Ak+l;
If there are no remaining links, i.q., Ay = A, go to
Step 2. set f(i):nF(mk) for every node on th; chains
defined by M and n . Set k- = k+1 and do Step 1 again.

Step 2: (CIQan up)o Set f‘i):’F(l) for 1 o 1 seey, NN

Analysis of Algorithm 3: . g
The detailed analysls is somewhat tedioua and can be found in

[Ker-henbaum & Van slyke; 1972] The principal couputational expense,

A}




is in collapsing the tree and computing F(mk). In particular, we

must essentially travel the chain from me twice or save the chain
because we cannot relabel the chain until we know F(mk). Nevertheless,
the total number of operations can be shown to be of the

order of NB. To, obtain intermediate results on the components

onie keeps the current number of components and associates with each
patriarch node p a number d(p) which represents the number of nodes
"down" the component tree from p where £(i) is "above" i. Then in

Step 1 if F(my) # F(n.) then two trees are being joined so the

numbexr of components is reduced by one and d(F(m)):= d(F(mg)) +

d(F(nk)). Then for any patriarch P the number of elements in the
corresponding component is d(p).

The father relations established by Read's algorithm can be
thought of as branches of a tree. T, where if j = £(i), then j is

"above" or is the "predecessor" of i in T, Initially, no branchya

of T are present. As each step is performed a branch of T is

: "filled in" if 2 components are cornnected, otherwise nothing

happens. 1In the sample tree.T depicted.in Figurelkq.l the heavy -
lines represent the branches "filled in" so far at some stage of
the algorithm. A step in which the link (5, 8) is considered
would cause (2,7) to be filled in, while the introduction of (5,6)

would leave the situation unchanged. In Algorithm 3 we initially
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considzr the same T as in Read's Algorithm. However, the structure
of T may be altered as a consequence of any step of Algorithm 3.
Thus, suppose the tree T depicted in Figure 4.4.1 represents the
component tree at some point during the application of Algorithm 3.
Then a step in which (5,8) is introduced would result in the modi=-
fied tree T'Of Figure 4.4.2. All nodes whose f~.chers are examined
in the course of determining F(mk) and F(nyx) become immediate
successors of F(m ). In the example, these are nodes 5, 4, 2, 8, 7.

Algorithm 3 while being somewhat more complicated than
Algorithm 1 has the virtue that links can be introduced in arbitrary
order and at any point in the algorithm the subnet is completely
analyzed. In particular, for the functional simulation method
the links can be introduced in order of the random numbers assigned
to the lings. Moreover, the order.of the number of opera;ions is
still NB. |

A final algorithm we consider is Algérithm 4, Prim's Algorithm.
[Prim:1957]), [Dijkstra: 1959]. It is designed to find a maximum
length spanning tree. We modify this algorithm for use in reliapiligy
analysis. At step k we have a set of nodes Ak and we consider the
links with one incident node in A, and the other one not in Ax.
1f, of all such links, (i,j) is the longest with i €Ay, j £ A,

we then let A ,; = {j} U Ay and iterate. Stated Tore formally:

*
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Algorithm 4: Let 4.

j be the length of the longest link from A, to

j for j € a.
Step 01 (Initialization). A = {1}, k=1, =0, dy = r, 5 if
14

(1,3) is a link, d. = oo otherwise,where ri,j is the random number

J

assigned to link (i,j).

Step'lz (Increase A, ). Let d.» =, M3X 4. and A = Ak U j}.‘
Update the dj by dj:= Max {dj, rj,j*}‘ Go to Step 2.

Step 2: (Test for termination). If k = NN, stop; otherwise go

to Step 1.

Algorithm 4 can be used if the measure of network reliability -

is the probability of the network being connected. If one saves
the smallest dj* encountered in Step 1, (suppose it is ry*) then
for p < r* the net is connected for that sample point and for
p21* the 1ot is disconnected. This algorithm restricts the order
in which the lipks can be introduced but does not reduire one to
lpresent.the links in order of decreasing ri,j‘ Step 1 is performed

—

NN-1 times and at the kth step 2:NN-2k-1 comparisons must be made

to determine jx and to update the dj. Thus about NN(NN-1) compari-.

sons must be made which yrives an order of computation of MN2 for

this algorithm., &T — o
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Evaluation of Algorithms for Reliability Computations

We are now in a pPosition to estimate the most efficient

techniques for large network raliability problems. In order to

NB links, we require the following amounts of ccmputatlon. For
the naive method, we perform on the order of NpP.NB operations for

each sample point. To use functional 8imulation, we must presort

the links by decreasing values of their random numbers,

is essentially linear in NB. If reliability is measured by the
prbbébility of disconnection, Algorithm 4 can be used to avoid
the ordering. The order of calculations in this case is NNz.'

The Moore-Shannon approach cannot be directly compared because
the statistical analysis ig different. However, Algorithm 1 or
Algoriyhm 3 could be used effectively by generating a fandAm
ordering of the links and then introducing them one at a tjmé to
obtain a sample point for c(ls, then c(2), ..., etc. This'is

another means of avoiding the sorting of random numbers associated
with links.

Limiting ourselves to the naive method and the functxonal
simulation method, we see that for NP small, naivo simulation is

Preferable because it avoids sorting the links. For NP large

function simulation is preferable using Algorithm élexqopt that
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required for prim's algorithm,
The exact points at which these tradeoffs occur depend on
characteristicg of the computer and the coding used to implement_

~ the procedures. Some empirical 8tudies are preaehtly ip'progreae
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