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ABSTRACT

A method is developed to form beam spectral estimates
from a set of signals sampled from hydrophone outputs of an
acoustic array. The signals must be frequency band limited
over an interval [Wo,Wo+W] and sampled over a time interval
T. A savings of (W/0 1W) + 1 in daia storage and computation
time is realized over conventional beamforming analysis
methods employing sampling rates equal to twice the highest
frequency in the signal band. Any set of delays ti may be
utilized and the beamforming error determined as long as
ti < T/2. The computed beam spectra can be made arbitrarily
close to the actual beam spectra by choosing (a) a large num-
ber of points to be analyzed, (b) small input signal amplitudes
at the end points of the time interval T, and (c) small actual
spectrum amplitudes near f1"Wo and f=Wo+W.

This procedure would be particularly applicable to future
sonar systems employing digital circuitry to beamform and
spectrum analyze on-line.

PROBLEM STATUS

This is an interim report on the problem; work is
continuing.
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DIGITAL BANDPASS BEAMFORMING WITH THE
DISCRETE FOURIER TRANSFORM

INTRODUCTION

The advent of the Fast Fourier Transform (FFT) has greatly facilitated computer calcu-
lations of power spectra. On-line spectrum analysis of signals by digital computer is expe.cted
to play an important role in future sonar systems. The method presented here allows a beam-
formed spectrum to be computed from a set of appropriately sampled bandpass signals repre-
senting hydrophone outputs of an array. If the ratio of the center frequency or carrier to the
signal band about the carrier is much greater than one, a conventional beamforming analysis
utilizing sampling of the data at twice the highest frequency in the signal band not only wastes
time and money in providing many spectral estimates at frequencies of no interest, but requires
inordinately large amounts of storage to obtain a desired resolution. These high sampling rates
are normally used when implementing a digital beamforming analysis in order to obtain small,
discrete time intervals for delaying purposes. A bandpass sampling method of beamforming
would be more efficient, would yield better resolution for the same amount of input data
samples, and would result in good coverage of the useful bandwidth utilizing all the available
spectral estimates. Such a scheme is employed here with the following results:

(a) The beamformed spectrum is expressed as a single equation utilizing the conven-
tional Discrete Fourier Transform (DFT).

(b) The sampling rates are considerably lower than those normally employed for digital
beamforming. Therefore, a substantial saving of data storage and computation time results.

(c) Sampling the signal at these low rates does not constrain the delays ti to be integral
multiples of the sampling interval and, in fact, any delay is realizable with this method and an
associated beamformLng eiTor may be calculated as long as ti < T/2 where T is the signal
length to be analyzed.

(d) The use of first-order sampling* affords a very simple and practical means of ob-
taining the discrete data samples for analysis.

DIGITAL BANDPASS SPECTRUM ANALYSIS

Ln this s,,t, n we re-iew the concept of bandpass sampling and develop a method for
estimating the power spectrum of a bandpass fu .ion g(t). The results of this section are
then used in the next section to develop and construct the beam-spectrum equation.

*A sampling is defined as first-order if the sample points are equispaced. See, for example, Ref. 1.
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2 DAVID T. DEIHL

Consider a function g(t) which is band limited to the frequency interval [ Wo ,Wo+W].
The function g(t) may be reconstructed exactly (2) from an infinite set of first-order samples
taken at a rate 2W only if Wo = CW, where C = 1,2.3,.... Although higher order sampling
permits reconstruction of the original signal for less severe constraints on Wo and W, we will
only consider the c~se for which

Wo = CW, C = 1,2,3,... (1)

since first-order sampling is more amenable to current operational digitizing systems. The
complexity of higher order sampling schemes makes first-order sampling a very simple and
practical means of obtaining the discrete data samples. In a practical situation for which Wo
is not an integer multiple of the signal bandwidth, W can be easily chosen slightly larger than
the actual signal bandwidth so that Eq. (1) is satisfied.

Let samples Uf g(t) be taken at a rate 2W and let Wo = CW, where C is a positive integer.
The conventional Nyquist rate for sampling a function which is ban,:. limited to the interval
[O,Wo+W] is equal to 2(Wo+W). Thus, by sampling at a rate 2W ("submultiple" or "band-
pass" sampling), a factor of (Wo/W)+1 = C+1 savings in data storage is realized. We define
the reconstruction gR (t) of g(t) as in (2) by

00

gR M) 1 E g( n 2(Wo+W)sinc [2(Wo+W) t--) -

2Wo sine 2WO(t )] (2)

where

sincX = sin rX
rX

It can be shown that gR (t) is equal to g(t), exactly, for all t.

In addition to being band limited, let g(t) be time limited to the interval [0,T]. There
are now 2WT = N samples obtained from sampling g(t) in the interval [0,T]. The reconstruc-
tion, Eq. 2, for g(t) remains the same, except that the limits on the sum are changed to
n = 0, and n = (N-1). Even though a function cannot strictly be both band limited and time
limited, these conditions may be met approximately (3). From this point we will consider
only those g(t) whose values are negligible outside some time interval of length T and whose
spectrum values are also negligible outside the frequency interval [Wo,Wo+W]. The fAuction
gR (t) is now approximately equal to g(t) over the interval 2. The closeness of the approxi-
mation depends on the smallness of thc spectrum of g(t) outside the interval [Wo,Wo+W]
and the smallness of g(t) outside T (see App. A).
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Define the Fourier transform pair to be

00

0 [g(t)] -(f) = f g(t)e- 2 1iftdt
-00

(3)
00

SGi ((f)] -g(t) = f G(f)e2 1riftdf
-00

where 0# denotes the transform operator and f is measured in Hertz. Two transforms which
will be used in the development are

2

and

p [g(t'f)] = e2nifa  [g(t)] e2 llifO G(f).

We now proceed to derive an expression for the transform of the bandpass sampled:-'
time function g(t) in terms of the Discrete Fourier Transform (DFT). First, we apply the
operator V to gR (t) to obtain

E. g I enN 21Tifn/M) , Wo < Ifp < Wo+W

GR(f) 4'(g (t)] = n (i(4)

R o0. elsewhere

Equation (4) expresses the transform of gR (t) as a function of continuous frequency f.
However, the computer operates on a discrete set of data, i.e., on the values g(nI2W) for
n = 0, The DFT resulting from the operation consists of N output values at the
frequencies

f k =2Wk

where k is an integer satisfying the relation WoT < lIkj < (Wo+WT:
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Substitution of fk for f in Eq. (4) yields

GR~f T In -g(~ 27rikn/N) W0  IfIGR (k) N n--0 ( N)), o(5)

0, elsewhere

where fk = kT.
The sufficiency conditions that enable the function GR (fk) to be made arbitrarily close

to the "correct" transform G(f), evaluated at f = fk, are. shown in App. A. These conditions
show the amount of data, the time domain weighting, and the degree of bandpass filtering
that is necessary to meet a desired degree of accuracy in GR (fk).

The form of Eq. (5) looks much l'ke the DFT. However, the DFT is usually computed
for k = 0,1.2,...,N-1. The bounds on the index k in Eq. (5) are

WT < IkI < (Wo +W)T.

Since 2WT = N and W o = CW, we have

CN < Ik I < (C+i)N (6)
2 2

Therefore, adjustments must be made in order to properly evaluate the spectrtum, of g(t) by
means of the conventional DFT.

Since C is an integer, we can write

C=2m-Q

where m is a positive integer and £ = 0 or 1 as C is even or odd.

If we introduce a new index k' such that

(CN/2) + P' = mN- (£N12) + k', k' = 0,1,.., (N/2)-11

L-(CN/2) + h' r-ramN + (PN/2) + k', kr -N/2,...,-2;-1 .

then

CN< kj<(C+l)N for 0 Ik'IN/2

2 2

Substituting Eq. (7) into Eq. (5) and noting that e- 2 nik'nlN is periodi. in k' with period N,
and that e- rin k = e+fl in Q, we have



NRL REPORT 7359 5

R RVk) nO (8)

all other k'

where
SCN k' k' =0,,,.,/2-1

= (C+2__ k' k' = N/2,...,N-1 }
2T T '

In order to reduce Eq. (8) to the form of the DFT we must consider the two cases for C
even or odd. When 2 = 0 (C is even) Eq. (8) reduces to

(g ) e-2rik'/N , = O,I,...,N-1GR (fk) =  n=0 k(9)

10, all other k'

where

-mN-+k'"=
r mN~9 k'= 0,1,...,(N/2)-1

T

N-N+k N/2,..,N-1

T

This is simply the equation for the DFT of g(nTIN), so that

G(f.) - GR(fk )= DFTk, [g (-=) ,k'=0,1,...,N-1. (10)

Thus for C an even integer, the "correct" Fourier transform of the bandpass function
g(t) sampled over the interval T may be approximated by means of the DFT of the N band-
pass samples of g(t). Figure 1 shows graphically a spectrum in the three stages of processing:
(a) the original spectrum G(f) for C an even integer; (b) the spectrum of G(f) after sampling
W. a rate 2W; and (c) the spectrum obtained from the DFT of the N sampled values of g(t).
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When V =1 (C is odd) we find*

G T N- nT erine_27rink'/N) 0,1,...-N-1
GRV(O n= 0

1" 0, all other k'

= DFTk , [(-1)"g(nT/N)]. (11)

G(f)

I I If

0 W 2W 3W 4W 5W 6W
(a)

Fig. i-The ideal spectrum G(f) for an even value of
C is illustrated in (a). After sampling at a rate 2W,
the spectrum becomes as shown in (b). Finally, the

* ~ spectrum obtar-ed from the Discrete Fourier Trans-
\... form (DFT) of the N sampled vajues of g(t) is shown

___ in (c). These three sketches show the amplitude spec-
0 W 2W 3w 4W 5W 6W trum in thre. stages of processing.

(b)

I I I I I 1 k

0 N/2 N 3W412 2N 5N/2 3N k

(C)

Thus for C odd, the data may be spectrum analyzed using the DFT if the sign of every
other data point is first cbanged. If the percentage bandwidth of the signal is smallenough,
it may be advantageous to increase W slightly to make C even. Then the (-1)n term can be
avoided.

*The factor enin = (-1V' is equal to e2 ritW where t - nT/N and W = N/2T, corresponding ini the frequency

domain to a shift of W; i.e.,

'P[e 2 1itWg(t)] = G(f-W).
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The Inverse Discrete Fourier Transform (I.DFT) of GR (k) for C even yields the original
time series g(n TIN). The function gR (t) may then be formed by using the appropriate
sampling interpolation formula. The IDFT of GR (fk) for C odd yields the time series
(-1)n g(n TIN). The function gR (t) may be formed by first changing the sign of every other
data value and then applying the sampling interpolation formula.

The power density spectrum S(fk) is formed from the Fourier transform of g(t) by
letting

1
9-,,k T = CRUk 1'Jk

where t denotes the complex conjugate.

Thus, in this section we found that the Fourier transform of a function g(t), appropri-
ately time- and frequency-band limited, can be computed from a finite set of bandpass
sampled data of g(t) by means of the DFT, and at a computer storage savings proportional
to the ratio of the highest frequency in the signal band to the bandwidth of the signal. If
the number of data samples N is a power of two, the FFT may be employed to calculate the
DFT.

It now remains to incorporate an arbitrary delay into g(t) for the purpose of beam-
forming. This will be done in the next section.

DIGITAL BANDPASS BEAMFORMING

The previous se'tion preSnted and developed some properties of bandpass functions
relating to the DFT. Once these methods are at hand, it is a fairly simple matter to incorpo-
rate a time delay to into the equations and develop an expression for the transform of the
delayed function g(t-t o ). After doing this, the expression will be generalized to include a
set of signals, each with its own delay, representing the outputs of hydrophones in an array
to be beamformed and spectrum analyzed.

Basically, a beam is formed from signals which are delayed by predetermined values and
then summed. These delays can be introduced in either the time domain or the transform
(frequency) domain of the signal because of the relation

where

Gff)- p g(t)]. , (12)
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Introduction of a time delay to in Eq. (4) results in

I =f foN1( n: e2 ifn/2 W)W W
Gd (f)= [gR ( t-to )] 2W 2: nFNg e2if/ °  f W

0, elsewhere f
(13)

where G (f) is the transform of the delayed reconstruction function.

Now let f = f6 = kT. as in the previous section. Then.

T 27iokT(N-1) 9 In ,2__/ N < IkI(C+I1NW
G (k d N - , T 2 < l 2- --- ..... i-

R V) 01  all other k n=S.f t4

It is clear from Eq. (14) that we are forming the transform- G d (fk) of the delayed recon-
struction function from sampled values of g(t) for 0 < t < T. However, the nature of the

sampling process is such that g(nTIN) appears to be cyclic in n with period N, and GR (fk') is

cyclic in k' (see previous section) with period N. A delay of t0 will therefore cause the
function g(t), 0 < t < T, to be delayed into the new function (see Fig. 2)

gd(t) = for to > 0

g(T-to +t), 0 
(t 

toor (5

Fg(t+It 0 1), 0 < t < (T-hIto 1)
gd(t) = for to < 0

g(t"T+Ito 11), (T-[to 1) < t < T I

Therefore, those values of the delayed reconstruction function gR (tn-to) computed for the

interval [0,to ] for to > 0, or for the interval [T-It o 1,T] for to < 0, may not be accurate

since this part of the function has been "folded over" or "cycled" from the other end of
g(t). However, if the quantity to is much less than T, any error in the delayed function

gR (tn-to) on the interval [O,Ito 1] or [T-Ito 1,T] will detract negligibly from the correctness
of the function on the interval [0,T] (see App. B). In fact, for most practical acoustic
• nuewr-U.a-L aLay problems, to  aL L U11 PIj&I , %JAL U ,J, ID LLA&wv.A.DA,. C1Io A ,L" l OVIVA@A

seconds, so that (to IT) - 10" 2. An error equation is developed in App. B which includes

the effects from "cyclic" delaying. It is shown in App. C that in at least one specific case,
the cyclic delaying error is small for delays close to T/2.

To reduce Eq. (14) to the form of the DFT, we proceed as in the previous section.
Since C is an integer we can write
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g()

tJJ

Fig. 2-A delay of to will cause the tiivie-limited, function g(t) 0.t

[sketch (a)) to be delayed into the new function g'1(t), for W
to 0 [sketch (b)] or for to 0 sketch (c)]. > I t0 >0

.i
0 

tb
W

(C)

C= 2m-2

where m is a positive integer and 2 =0 or 1 as C is even or odd. Introduce a new index k'
such that

01 N
mN - + k' k, 0,2$ ... (N12)-1'

_MN+E-+ k', k' -/,.;2-
2

We substitute k' for k in Eq. (14) and then specialize to the two cases of even- or odd C.
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For R = 0 (C even) we find

N e T DFTk, 1 - k'= 0,1,...,(N/2)-1

• T 2- -.it (-(m+l)N+k') nT
GRfk) -e T DFTk' g -' =N/2,..,-1 "

0, all other k'

Th" for C even, the transform of the delayed function g(t-t.) is approximated by com-
puting the DFT of the set of values g(n TIN) and then multiplying the k'th value by the ap-
propriate exponential phase factor.

ForQ = 1 (C odd) we have

T r 2 1it (inN - (N/2) + k') DFTA' (-1)n-e TrPk (I- k' = %..., (N/2)-1 "

Gdf=jT -2irito DF-k' -rN1)+ InTl
G(ek) t  DFTk, [(-1) g(__,)T , k' = N/2,...,N-I

0, all other k' I

(17)

Thus for C odd, the transform of the delayed function g(t-t o ) is approximated by computing
the DFT of the set (f (r g(nT/N) and multiplying the k'th value by the appropriate
exponential phase factor.

Equation (16) or (17) allows us to approximate the Fourier transform of a delayed
time function g(t-t o ) by operating on bandpass samples of g(t) taken from t = 0 to t = T.
The only new restriction is that the delay to should be small compared to the length of
signal T to be analyzed.

In order to generalize the equations for the beainforming case, consider an array of p
hydrophones, in which the rth hydrophone receives a signal gr(nTIN), r = 1, 2 ,...,p. Let the
delay to be introduced into the rth received signal be tr and let (tr)max/T be much less than
unity. For C an even integer the transform of the formed beam (computed from all receiver
output signals I to p, each having been sampled at a rate 2W from 0 to T) is approximated
by
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T e T (Nk)DFTk, nT k' = 0,1,...,(N/2)-I
-, E FT~ [g? (N)}

rffi

= -2- (-(m+ )N +km') '1DFTL k' =N2....N-1_e -=T

, all other k'
ilt

This is the final result of the analysis. The beam spectrum is readily calculated by means
of Eq. 18 which utilizes the DFT and the bandpass sampled data from the individual hydro-
piones in 'ie arrdy. Equation (18) couid be implemented with a digital computer employ-
ing the Fast Fourier Transform to compute the DFT of the input signals. To save even more
computation time, only those Fourier estimates at frequencies fk' of interest need be multi-
plied by the exponential phase factors and summed. A wide choice of analysis "windows" is
available (3), and incorporation of such a function in Eq. (18) would serve the dual purpose
of reducing spectral leakage and providing the necessary time-limiting approximations on
g(t).

SUMMARY

Signals which are band limited to the frequency interval [W0,W0+W] can be sampled
from t = 0 to t = T at a rate 2W and digitally processed according to Eq. (18) to obtain a
beamformed spectrum of the inputs. A savings of (Wo/W)+1 in data storage or an improved
frequency resolution is realized over the conventional digital beamforming methods because
of bandpass sampling. The computed spectrum can be made arbitrarily close to the actual
spectrum by choosing a large number of points analyzed, small input signal amplitudes near
t = 0 and t = T, and small spectrum values near f = Wo and f = W,+W. The delays ti are not
constrained to be integral multiples of the sampling interval At. Any set of delays t may
be used and a beamforming error term calculated as long as ti < T/2. This method could
be used for digital on-line analysis of narrow-band signals constituting outputs of a receiv-
ing array in a sonar system, or it might be used as a time- and space-savig data processing
technique employing a conventional digital computer.
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APPENDIX A

BANDPA.S SPECTRUM ERROR

There are five sources of error which contribute to the total error in the beamformed
amplitude spectrum Glear (fk). Only one of these errors originates from the delay properties
of the processing. The rest are present in the Discrete Fourier Transform (DFT) regardless

of any delay introduced. The five errors are

a.uz, yedI Lv f Z ueuauU of G() i not sbtidcily blandimueu ro w,

b. trincation e.,ror from the time domain caused by sampling g(t) only over the
interval T,

c. spectral leakage through sidelobes of the analyzing window,*

d. error from spectrum curvature, and

e. a time domain cycling error caused by the cyclic delaying properties of the beam-
forming process.

In this appendix we discuss the first four errors, which contribute to the total error in
the bandpass spectrum computed via the DFT. (In App. B we will discuss the error in the
beam formed bandpass spectrum.) The errors from leakage and curvature are discussed
qualitatively; the aliasing and truncation crrors will then be accounted for quantitatively by
combining their effects into a single error formula.

The degree of spectral leakage that can be tolerated is largely dependent on the char-
acteristic of the spectra to be analyzed. If the spectra a~re relatively flat in the band of inter-
est, leakage of energy through sidelobes of the analyzing spectral window would not be of
concern. But for spectra with a large dynamic range of amplitudes, or for one with sharp
separated spikes, leakage can result in false estimates of power. If leakage is a concern, the
Hanning window is an excellent smoothing window which may be applied either as a multi-
plication of the time data or as a conv:olution of the complex Fourier amplitude spectrum (3).
Although the resolution is reduced, the peak level of the Hanning spectral window at the
first sidelobe is more than 30 dB dovrn from the peak level at the main lobe.

A restriction or the curvature cf the spectrum is made by requiring that the energy in
the ideal spectrum be a:most const,.jit over the analyzing window width. Here "analyzing

*The analyzing window may be thought of as a spectral weighting function of unity gain whi.ch is convolved
with the ideal spectrum G(f) to obtain the estimates of spectral amplitude.

13
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window width" refers to the width of the main lobe of the spectral analyzing window. This
requirement assures that an unbiased estimate of the true spectrum will be obtained (Ref. 3,
p. 8). A user must choose an analysis time T long enough to assure enough resolution or
minimal window width.

Now, to obtain the quantitative estimate of the error from aliasing and truncation, we
follow the procedure developed by Moseley. Moseley calculated these errors in the DFT of a
time function g(t) sampled over the interval T. The spectrum of g(t) in his development is
low pass and is bandlimited to a frequency W (Ref. 3, App. B). We will use the results of
his analysis to obtain a measure of the aliasing error and then to obtain a measure of the
truncation error for our bandpass snectrum. In order t o ppy hie results t the bandp...

case we proceed to split the spectrum into two parts. This enables us to compute the error
in the DFT caused by aliasing. Let

G(f) 0' G" (f) (A!)

where { (f), WO f < w0+w1a'(f)=
0, elsewhere

and

G (f)l -Wo-W < f <-WoG"11(f =

0, elsewhere J
Recall that {G(f), WO <i I < Tw0 )

G~~n A: 0 elsewhere

We proceed to find the aliasing error in G'(f) and G"(f) and then add these together to ob-
tain the error in G(f).

Consider a frequency translation of G'(f) to G'(f), where f' = f - W0 - (W/2)*. Then

G'(f'), 0 < If'I < W/2 .
a'(f ') = .(A2)

t 0hO, W/2 me ac < oo I

*This frequency shift merely amounts to a complex phase rn _ tiplication of the time data.
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Assume that IG'(f')I approaches zero at least as rapidly as

for :./2 < If'I <o (A3)

where a > 1.0 and e is some small constant. Denoting the aliasing error by y1 , Moseley
calculates this error in G'(f') to be given by

]elI< 620+l1'1u) (A4)
(SF)0

where SP is the .mnling fremquncy (Wf, ,. ou cy), ,, '[,' i ,, ... zeta funton

defined by

00

%1~ =.L.1 r ", - / . X -
2=1

Similarly, after translating G"(f) to G"(f"), where f" f+W0 +(W/2), we find that the aliasing
error in G"(f") is also less th-n yl. This time we require that IG"(f")I approach zero at least
as rapidly as

6 for W/2 < If"I < oo.

For our bandpass spectrum, the restrictions on G'(f') and G"(f") require that G(f) approach
zero at least as rapidly as

S -for IfI outside [Wo,Wo+W].I jfj- Wo-(W/2)1 '

Then these errors way be added to obtain an approximate estimate of the aliasing error in
the barncpass spectrum:

I <620+2 '(a) (A5)

(SF)c

This error is twice the error in the low-pass spectrum bandlimited to W because for the band-
pass case we have two frequency cutoff regions, while for the low-pass case there is only
one. While there are only C aliased bands from frequencies less than WO, and an infinite
number of aliased bands from frequencies above Wo+W, the falloff of the out-of-band energy
is usually fast enough so that doubling the low-pass aliasing error is a good approximation
to the aliasing bandpass eror. In any case the estimated bandpass aliasing error is a valid
upper boumd of the actual aliasing error.

To obtain an estimate of the truncation error, we require that g(t) approach zero at
least as rapidly as v/Ititg for t outside the sampled interval T, where 0>1.0 and v is some
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small conr.tant. Mosely calculates the truncation error, denoted here by 72' to be
given by

1721 < JvJ12 (A6)

where A = 1/SF is the interval between samples.

The total aliasing and truncation error in the DFT of the bandpass function g(t) is then,

IGz (f) - G(UV < IeI20+2 (a) + (- 12Pi JA,

The aliasing error may be reduced by choosing a larger sampling frequency SF, although in
the bandpass case it must be an integral multiple of 2W. The aliasing error could be further
reduced it the data were filtered with a filter of steeper slope such that the signal in the band-
width of interest was not affected. In this case the quantity (x would be larger. The trunca-
tion error may be reduced by choosing a longer analysis time T.



APPENDIX B

BEAMFORMED SPECTRUM ERROR

An estimate of the aliasing and truncation error present in the DFT of a bandpass func-
g(t) was determined in App. A. here we examine the error in the beamformed spectrum

Consider a set of band-limited functions gr(t) for r = 1, 2 ,...,p, all of which are identical
after time shifting by tr, where we let tI = 0 be the reference channel chosen so that the

nemaining ir are positive. Tihen,

P

If the set Gr(f) are the Fourier transforms of the gr(t), we have

P
L. [e-211iftrGr(f)] = pGl (f ) .  (B2)

r=1

We now sample each gr(t) in the interval [-T/2,T/2] at a rate 2W NIT = 1/A and beam-
form via the DFT using the method described in the main body of this report. Let GR (f) be
the set of spectra computed by the DFT's of the data before the beamforming is carried out.
Then,

P p
beam = e-27iftrGr(f)] and Gbeam(f)= ] [e-27iftrGr(f]

r= 1 r 1

are the beam spectrum computed via the DFT and the ideal beam spectrum, respectively.
Using Eq. (B2) and defining

P I. [e2 rifr (f)] =pGl (f), (B3)

r=1

the difference between GWeam (f) and Gbe (f) is pGl (f) -pG 1 (f). The factors of p are in-
dicative of the signal gain that we expect from the beamforming process.

Moseley derives an equalion for the truncation and aliasing error present in the DFT

of a sampled low-pass time function gn (t). His error equation is expressed as a difference

17
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between the spectrum GR (f) computed via the DFT and the ideal continuous spectrum
G(f), where

00

G(f) = j g(t)e- 2 riftdt

and

(N/2)-1

GR(f) = [g(An)e-21rifAn]

n--N/2

with A = 1/SF = TIN, and SF is the sampling frequency.

A brief explnation of his method follows. By sampling g(t) with an infinite Dirac
comb function, and taking the continuous transform, he obtains for !<i 2 I hetu
transform G(f) plus an infinite number of aliased spectral terms. Then he takes into account
time truncation by subtracting samples of g(An) for n = N/2 to o- and obtains a series of
error terms caused by truncation. Thus he obtains a measure of the aliasing and truncation
error between GR (f) and G(f).

When we apply our beamforming procedure to this difference, we obtain

po

Se-21riftr[Gr (f) -- G(f)] = G am (f) - Gbeam(f) = pG (f) -pG 1 (f).
r=1

Thus the exponential multiplication and summing of the Moseley difference errors will give
us a measure of the error between the DFT and ideal beam spectra. Doing this, we obtain

r=l 2=I

- .{ gr(nA)e -21if(nA+tr)

n =N/2

-(N/2)-l

+ L gr(nA)e-21rif(nA+tr) (B4)

n=-oo
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The right-hand side of Eq. (B4) consists of two major terms which we'll denote as y1 and

72 and separately consider by virtue of

~e (f) - Gbeam Gf)[ = y1 +721 < Iy711 + 1721- (B5)

The first term, further reduced in Eq. (B6) below, represents the contribution to the beam-
forming error caused by spectrum aliasing:

i')'I f [2 T (I G r (f- +) I+G r (f+1)-) (B6)

r=1 9-1

Note that, because the multiplicative phase terms are simply phase shifts not affecting the
amplitudes of the spectra, our upper bound estimate of the aliasing error is not affected at
all by the introduction of the delays tr.

As in App. A, assume that the Gr(f) each approach zero at least as rapidly as

i for if! outside [W-,Wo+W]

Ilf - Wo--(W/2)I - - 0- V)-V J

Then. except for a factor of v. the quantity ' is simply the aliasing error previously defined
in App. A and is

17[< &2,(8 t (B .7)
(SF)C B7

Recall that SF is equal to 2W for the bandpass case, and o(a) is the Riemann zeta function.

The second term 72 includes the effects of time domain truncation and cycling error.
Let n 1  n + trA. Then we have

!721- Z gr(nl,& -t),27ifnIA

(N/2)+(tr/A)
N 1 ) (- 

(N 2 )'- l + tr A 
A

+ f g(nlA -t ) -21ifn) I.

//i(B8)
nl=-o
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The multiplicative phase factors in the 72 term manifest themselves as delays in time of the
g?(t). Note that the limits on the inner sums have changed and we are now considering con-

tributions to the error from outside the interval [-T/2 +tr,T/2 +tr]. Since the t. were con-
strained to be positive, we may separate the sums over n1 into the following series (an
analogous procedure applies for negative tr's):

172 1 A(Z gr(n1A-tr)e-27ifnl'A + gr(nl A-tr)e-2ffifn A

rfNiln 1 nf I /2n=-00

(B9)

(N/2 )-I+tr/A -(N12 )-i+trIA"

- Z gr(n1At,)e-2ifnl A+ gr(n1A -'t.)e-21rifnlA

n 1 =N/2 nl=N/2

Interchanging sums over n1 and r and using Eq. (Bi), we arrive at

I oo -(N12 )-I

1 2 1Ap Z gl(n1A)e-2rifn1A + g1(nlA)e-21rif nlA

n 1 =N/2 n1-o

(N/212 1

+ A n e(n1A_t,)e-21if n 1A

\ nl=N/2

-(N/2 )-l+tr/A
-- gr(nlA--tr)e-27rifn A)

nl--N/2

(B1O) ..
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The first term on the right-hand side of Eq. (B10) is p times Moseley's truncation error. It
is less than the quantity

pIv120 (11l)
(ft-1)(T--f 1

for g(t) < v/t1fl, where t is outside the interval [-T/2,T/2], 0 > 1.0, and v is some small
constant (see App. A).

The second term, hereafter denoted by Af, is caused by the cyclic representation of
g, (t). When a delay of g(nA) is effected, a "cycling" takes place, resulting in a time inter-
val where the delayed function is inexact. For example, for positive tr, information in the
interval [T/2-tr,T/21 is "lifted" and "inserted" into the interval [-T/2;-T/2+tr]. For small
values of delay tr, this error interval is small, as is the error itself. This can be seen in Eq.
(B8) by noting that if tr = 0, no additional terms are present to contribute to -fl; if tt = A,
only one additional term contributes from each sum, etc.

in order to reduce and evaluate -f4, note that

/(N/2)-l.tr/A -(N/2)-1+t 1 A

71 <A ' 1 gr(nlA-tr) + [gr(nA-tr)I (B12)
n I -N12 n 1 =-N/2 /

Now let gr(t-tr) approach zero at least as rapidly as

for T/2< It<oo

where P > 1.0, and P is some small constant. Recalling that gr(t) approaches zero for
t <-T/2, this is equivalent to letting gr(t) approach zero for t outside the irterval
[-T2,T/2-tr] for positive tr. In order to maximize the error estimate, choose -max
equal to the largest delay from the set tr. Then,

(/ 2 )-1+tmaxlA N12

171 < 1I (in - (InI  (B13)
(N(2 21(N2)/A
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Finally, since

(N/2)-l+tmax/AL (In 1Y1 <trax (N)-1(inI 0)- <

nlfN/2

and (B14)

N/2

n 1=(N/2)+ 1-tmax/A

we arrive at the expression

I l1ta2 /1 ax) (B15)

where we have used the relation NA = T. It can be seen from Eq. (B15) that the cycling error
may be decreased by choosing the analysis time T to be large.

The estimate of cyclic delaying error developed here is good for all practical situations
where the maximum delay tm ax is much less than the total length T of signal being analyzed.*
In fact the model is good for delays up to half the analysis interval (see App. C), an extreme
delay situation rarely, if ever, encountered with real arrays and signals. At tm a x = (T/2) + A,
the error term 1,y' I becomes infinite. This is because, for this particular delay, we require
that g(t) be ncgligible outside the interval [-T/2,01. The function vilt[[3 has a singularity at
t = 0, however, thus preventing negligibility of g(t).

We may now add together the three error terms (aliasing, truncation, and cycling) to

obtain

R eam(f) - Gbeam(f) l < pjej21 2 (SF )
(SF)01

Ptv:2P +PIVItmax A + (B16)+ ~ ~ ~ (/' (f-)',A i +  i+2 trnmax\/!" (B6
\(N (T/2) /

* Recall from the section on Digital Bandpass Beamforming that a ratio of tmaxlT on the order of 10-2
was considered typical.
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Thus, the error in the beamformed spectrum is the sum of three error terms: the first two
are encountered in the bandpass spectrum analysis, with or without delay present, and are
the aliasing and the truncation errors; the third term includes the error from the cyclic
delays inherent in the beamforming process.



APPENDIX C

ILLUSTRATION OF THE METHOD

A computer program was written to illustrate the theory. A set of random numbers
was generated using a CDC Library Function Subroutine.* This set was then digital band-
pass filtered for C = Wo/W = 12 and for a sampling rate SF = 4(Wo+W), i.e., twice the usual
Nyquist rate. The resulting set of numbers is taken to represent a redundant sampling of a
continuous function g(t) bandlimited to the interval [W,W 0 +W]. The set can then be
separated into two related interleaving sets g()(t) and (2 )(t), either set completely deter-
mining g(t) (see Fig. Cl). By choosing the starting point for k()(t), the set n2 )(t) :an be

"d~ald fro, ~ k .A.3 IL 1-"deayed" f-- 1AU muliples of I i". For the case shown here we let the delay

t o between the two sets be equal to 13/SF = A/2 = (1/2W)/2.

Both sets were "bandpass sampled" at a rate 2W by retaining only eve., 13th -Value
from each set, thus creating two sets of bandpass sampled data delayed from each other by
13/SF (see Fig. C2); N was equal to 128, and He-ning weighting was used to minimize g(t)
near t=-O and t=T. Figure C3 shows a plot of the difference between the original Hanned set
values before delaying. Note the large difference values, indicating that g1)(t) and g~2 )(t)
were not at all coincident before being delayed.

2/S

I i -

IL 14 5 t2 13

19 n=l 2 7 S 9 10

Fig. Cl-A set of rwAdomly generated numbers is digitally bandpass
filtered and separated into two related int--earn' et Ij)(t) and
&((t) a shown here. Either set completely determines the bandpam

function 9(t).

*Specrum analyis of the sequence before filtering resulted in a flat power sectum, indcating that the
series was random enough for our purpoes.

24
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;a n=1 gl n=2 n 2 I I

W

IT g~t
)- g(11(t)

Fig 02Th se ~2 (n shown in Fig. C1 is delayed fran1 I y
amount to = 131SF. Both sets are then "bandpass sampled" at a rate
2W by retaining only every 13th value from each set. The resultant sets
are then as shown here.

0

_j 0.6

0w
S0.4-

4.

0.2

0 10 20 30 40 50 60 70 so 90 too 110 120 130

n~n IN 120

Fif. 03-Amplitude differences between the original Hanned set values
914)() ad (2)t)before (to curve) and after (bottom curve) com-~ t n 3~)t

puting the advance function g( )(tWt). The differences are large before
delaying (top curve). Alter delaying, the two set values agree closely
(bottom curve).
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Equation (16) wai programmed, for to = -13/SF, and run on the g,(2 )(t) data series.
An IDFT of the resulting GR (fk') was computed, and the values of the "advanced" func-
tion gR)(t+lto 1) were compared to those of g,(n)(t). A plot of the difference function
g$(1 )(t)-g 2)(t+jtoJ) is shown in Fig. C3. It is seen that the two series agree closely, having
been properly delayed. The mean-square value of the "after-delay" difference function is
equal to

N

e1 = )(t)-g)(t+ toj)) 2 = 3X1(F 4 .

n=nl=l

Using Pro~v'l's theorem which equates the mean-square value of a function to the sum overall f-ra nlla sa ^f +1, ...... . I. -I I .. . ._-. . .
. -eqene oft... S.u.Ir 'M the aboutE' value Of its Fourier spectrum, and with the

knowledge that the spectrum of the noise is approximately flat across the band, we com-
pute the mean-square error pey spectral estimate to be

2el/N = 5X10 - 6 = -45 dB

where the decibel numbers are referenced to the mean-square value of the original time
series g(1)(t). Using Eq. B16 we find that for our choice of filter, Hanning smoothing
window, and time delay, the errors from aliasng, teuncation, and cycling are predicted to
be less tharl, respectively, -38 dB, -65 dB, and -106 dB. This indicates, then, that. in this
case almost all of the error is contributed by spectrum aliasing. There is almost no contribu-
tion to the error from the delay to 

= A/2 (very small) or the truncation (the Hanning window
is very small at the end points of the interval) problem.

The same two original data sets were again "bandpass sampled" and properly delayed,
but this time the delay was very large. We let to = (T/2) - (5A/2). This value of to is close
to half the analysis interval T/2, at which point the limiting assumptions for negligibility of
g(t) begin to break down. The computed variance per spectral estimate for this case was on
the order of

2e1/N = 107 3 = -22 dB.

Again using Eq. B16, we predict the exrors from aliasing, truncation, and cycling to be, re-
spectively, -38 dB, -65 dB, and -20 dB. Clearly, the dominant error is from the cyclic
delay term. This computed error agrees closely with the calculated experimental error and
shows the adequacy of the analysis of Apn. B to handle this extreme delay case.
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