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ABSTRACT

The Covering Condition (enabling the application of necessary tests on all cells in an array) and the Existence of Sensitized Path Condition (enabling the propagation of the effect of a faulty cell to some boundary output) for the testability of combinational cellular arrays of rectangularly and unilaterally interconnected cells are analyzed separately in this paper. Some properties on the existence of a rectangular-tessera covering some CIO-statuses are uncovered. A necessary condition, namely the full-balance condition, for the existence of a set of rectangular-tesserae covering all CIO-statuses on the CIO-table specifying a cell, suggests that the result of a simple calculation will enable one to determine the need for finding some prime tessellation with respect to a CIO-status. A procedure for finding a prime tessellation with respect to a given CIO-status is presented. It is seen, for a class of combinational cellular arrays, that some arrays can be very efficiently tested independent of the size of the array where only nonprime tessellations are to be found and the number of tests depends on the size of the testable array where a prime tessellation with respect to some CIO-status is to be found. This property is conceivably true for the general class of combinational cellular arrays. Two necessary conditions for the combinational cellular array testing, which are also sufficient for the detection of the presence of a single faulty cell, are analogously carried over to the situation for the testing of sequential cellular arrays. The results regarding the testability of combinational cellular arrays are immediately extendible to fault detection and location in the first category sequential cellular arrays where the state of each memory element in every cell can be set or reset through the external control. An immediate implication is that if the logic circuit in each cell under some state can facilitate an efficient testing on a first category sequential cellular array of cells each under that state, then the array is
testable; furthermore, the faultlessness of this "hardcore" enables the location of a faulty cell with some uncertainty. Some convenient assumptions enable one to establish some sufficient conditions for the efficient fault detection and location in second category sequential cellular arrays, of two dimensions as well as of one dimension, where each cell is some finite-state machine. Information losslessness (of a finite-state machine) is a sufficient, but not necessary, condition for reconstructing the cell response to some test sequence from some sequence of boundary outputs. A considerably lower upper bound on the finite order of the information losslessness of the finite-state machine, where the cardinality of the input set equals that of the output set, is conjectured. In a special case where the assumption that each cell can be initialized to its initial state at any time upon a command is not made, one is able to determine the testability.
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Chapter I

INTRODUCTION

The essential part of the analysis of the fault detection and location in cellular arrays is to develop a procedure for determining where or not a cellular array of arbitrary size, with a given specification in terms of the external behavior of the typical cell without any implication with regard to the physical implementation of each cell, is testable. By testable it means that the presence of a single faulty cell in the cellular array can be detected by observing the boundary output sequence in responding to some boundary input sequence. An essential interest is to find the properties of the cell, in terms of its external behavior, of the cellular array of arbitrary size such that the cellular array with these properties is testable. Another interest is to find the boundary input sequence to be applied to the cellular array of arbitrary but finite size such that all cells in the cellular array can be tested completely. Only after the testability of a cellular array is affirmed, can one study additional constraints on the cellular array for the location of the single faulty cell within some number of cells, where \( n \) is called the uncertainty in location, or even to the location of multiple faults.

Some work has been done with regard to the fault detection [11, 12, 17, 18] and location [11, 18] in combinational cellular arrays. It is known that there are combinational cellular arrays where at least one CI0-status cannot be covered by any nonprime tessellation; but no procedure was given for finding some tessellation, specifically, some prime tessellation with respect to a given CI0-status, to cover that CI0-status. Breuer [3] has investigated the fault detection in a linear cascade of identical machines, where each machine is finite state, reduced, strongly-connected, and can be reset to its initial state at any time upon a command.
In this paper, a cellular array is a uniformly, rectangularly, and unilaterally interconnected array of identical cells. This does not necessarily constrain one from extending the study in this paper to the situation where diagonal interconnections are allowed. Throughout this paper, the assumption of the presence of single faulty cell in a cellular array will be maintained, the fault in a cell in a cellular array is assumed to be nontransient and may affect the cell output in any arbitrary way, and all logical functions are understood to be completely-specified.

Some properties on the combinational cellular array testing are developed and a procedure for finding some prime tessellation with respect to a given CIO-status is presented in Chapter II. The results for the combinational cellular array testing can be easily extended to the fault detection and location in second category sequential cellular arrays (both one-dimensional and two-dimensional) are investigated in Chapter IV. Some convenient assumptions enable one to establish some sufficient conditions for the second category sequential cellular array to be testable. In a special case where the assumption that each cell can be initialized to its initial state at any time upon a command is not made, some properties are found to be necessary and sufficient for the cellular array of that case to be testable.
Chapter II

FAULT DETECTION IN COMBINATIONAL CELLULAR ARRAYS

A. Introduction

Since the specification of the typical cell in the combinational cellular array is given in terms of the external behavior of the cell without any implication of its physical implementation (at gate level) and the fault within a cell may affect the cell output in any arbitrary way, it will be assumed that all input combinations are to be applied to a cell to test the cell completely in this chapter. At the end of this chapter, remarks will be made in connection with the situation where the physical implementation of the cell in the combinational cellular array is known. Within the scope of this chapter, an array will be understood to be a combinational cellular array unless otherwise stated.

Two necessary conditions for the array testing will be analyzed separately for two-dimensional arrays. Some properties of the cell in the array are found to be sufficient for obtaining efficient boundary input combinations to test an array completely independent of the array size. There are cases where at least one input combination is not applicable to the typical cell in the array. There are cases where some procedures are to be followed such that some boundary input combinations can be determined which enable all cells in the array to have some input combination applied. The implication of a CIO-statuses-compatible mapping on the array is that with the application of some boundary input combination to the array, each cell in the array has some input combination applied as described by the CIO-statuses-compatible mapping on the array.
B. **General Conditions for Testability**

Under the assumption that all input combinations are necessary to test a cell, these are two, well-known, necessary conditions that must be satisfied for array testing for the detection of the presence of a faulty cell in an array. They are the **Covering Condition** and **Sensitized Path Condition** as follows.

**Covering Condition:** Every input combination must be applicable to every cell in the array.

**Sensitized Path Condition:** For each input combination to a cell and each possible cell output change due to a fault, there must exist at least one sensitized path\(^1\) from that cell to one of boundary outputs.

These two conditions together are sufficient for the Detection of the presence of single faulty cell in an array.

C. **Two-Dimensional Arrays**

Let \( S_1 \) be the set of all positive integers. Let each element in the set \( S_1 \times S_1 \) identify the location of some cell in the doubly-infinite array of cells. Thus, \( C_{ij} \), where \( i,j \in S_1 \), denotes the cell at the location \((i,j)\) in an array of cells. The general configuration of a two-dimensional array of finite size is shown in Figure 1. For a cell, the finite horizontal input set, the finite vertical input set, the finite horizontal output set, and the

---

\(^1\)Consider cells in an array as nodes, boundary input terminals as sources, boundary output terminals as sinks, interconnections and the connections to boundary terminals as edges in an oriented graph, then a sensitized path from a cell, denoted by node \( n_f \), to a boundary output terminal, denoted by sink \( n_k \), is a path from \( n_f \) to \( n_k \) such that when the leading edge of the path (coming out from \( n_f \)) is perturbed from its nominal value, the remaining edges on the path are perturbed from their respective nominal values.
finite vertical output set are denoted by $X, Z, \hat{X},$ and $\hat{Z}$, respectively. $x, z, \hat{x},$ and $\hat{z}$ are arbitrary elements of $X, Z, \hat{X},$ and $\hat{Z}$, respectively. $\hat{X} = X$ and $\hat{Z} = Z$ are implicit here.

Figure 1. A Two-Dimensional Array of Size $mn$.

Let the input-output behavior of the cell in an array be described in terms of a mapping $F : X \times Z \rightarrow \hat{X} \times \hat{Z}$. This mapping can be specified in a form of the cell-input-output-table, abbreviated as CIO-table, listing all possible cell input combinations and the corresponding cell outputs. A CIO-status is an ordered pair of a cell input combination and its corresponding cell output, in other words, a CIO-status is an element in $\{(x, z, \hat{x}, \hat{z}) : (x, z) \in X \times Z, \hat{x} \in \hat{X}, \hat{z} \in \hat{Z},$ and $(\hat{x}, \hat{z}) = F(x, z)\}$.  
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The Covering Condition and the Sensitized Path Condition for the testing of two-dimensional arrays are analyzed separately.

1. Covering Each Cell in an Array with Every Possible Input Combination

The problem of determining the constraints on the cell external behavior under which every possible input combination can be applied to any typical cell in a two-dimensional array is not easy because a cell input combination to a typical cell in the array is provided by an entire subarray of cells neither to the right nor below that cell with that cell excluded where the matching of the cell input and the cell output on adjacent cells must be observed.

By a CIO-status on a given cell is compatible with the CIO-statuses on all adjacent cells it means that the horizontal input part of the CIO-status on that cell is the same as the horizontal output part of the CIO-status on the cell to the left of that cell and the vertical input part of the CIO-status on that cell is the same as the vertical output part of the CIO-status on the cell above that cell.

Given the input-output behavior of the cell in an array of size \( M \times N \) in terms of the mapping \( F : X \times Z \rightarrow X \times \hat{X} \), define a CIO-statuses-compatible mapping on the array to be a mapping \( G : C \rightarrow S_F \) where
\[
C = \{ C_{ij} \mid i \in \{1, 2, 3, \ldots, M\} \text{ and } j \in \{1, 2, 3, \ldots, N\} \},
\]
\[
S_F = \{ (x, z, \hat{x}, \hat{z}) \mid x \in X, z \in Z, \hat{x} \in \hat{X}, \hat{z} \in \hat{Z}, \text{ and } (x, z) = F(x, z) \},
\]
and for every \( C_{ij} \in C \), the CIO-status on \( C_{ij} \), i.e. \( G(C_{ij}) \), is compatible with the CIO-statuses on all adjacent cells in \( C \). A CIO-statuses-compatible mapping on the doubly-infinite array, i.e. the array of size \( M \times N \) where \( M \rightarrow \infty \) and \( N \rightarrow \infty \), is said to be a tessellation.

The following two theorems are obvious.

Theorem 1: The Covering Condition for testing an array of size \( M \times N \) is satisfied if and only if there exists a nonempty set \( S \) of CIO-statuses-compatible mappings on the array such that each CIO-status on the CIO-table specifying the cell occurs on \( C_{ij} \) in at least one mapping in the set \( S \).
Theorem 2: The Covering Condition for testing an array of arbitrary size, where the CIO-table specifying the cell is given, is satisfied if there exists a nonempty set $S_t$ of tessellations such that each CIO-status on the CIO-table occurs on $C_{ij}$ in at least one tessellation in the set $S_t$ for $i \in S_I$ and $j \in S_J$.

In recalling that the existence of a nonempty set of tessellations such that each CIO-status on the CIO-table occurs on $C_{ij}$ in some tessellation in the set $i \in S_I$ and $j \in S_J$ is also necessary for satisfying the Covering Condition for the double-infinite array, one can conceive that this property is also necessary for satisfying the Covering Condition for very large (in both dimensions) finite arrays.

The tessellation problem here is actually a special case of the Domino Problem. A domino is a square plate with edges colored, one color on each edge but different edges may have the same color. The type of a domino is identified by the colors on its edges. Hence, a domino can be thought of as a quadruple $(a, b, c, d)$ where $a, b, c$ and $d$ represents the color on 1st, 2nd, 3rd, and 4th edge, respectively. The domino game is to take a finite set of domino types with infinitely many pieces of every type and try to cover the infinite plane with dominoes of these types such that any two adjoining edges have the same color and none of the dominoes is rotated or reflected in the covering. A finite set of domino types is said to be solvable if and only if the infinite plane can be so covered with dominoes of these types. The Domino Problem is to find an algorithm to decide, for any given finite set of domino types, whether it is solvable. Kahr et al. [10], Wang [19], and Berger [2] have proven that the Domino Problem is undecidable meaning that there does not exist a general algorithm which, given the specifications of an arbitrary (finite) domino set, will decide whether or not the set is solvable. Tammaru [18] carried the same conclusion of the undecidability of the Domino Problem over to the tessellation problem for two-dimensional arrays. In essence, Seth [17] conjectured that in general the condition on the existence of at least one tessellation for
every CIO-status on the CIO-table may not be a solvable problem. Notice that the Domino Problem deals with the class of all domino sets. In identifying the special features of the tessellation problem with respect to the Domino Problem, Kautz [11] noted that whether or not the special features of the tessellation problem permit the existence of a procedure for solving the tessellation problem remains to be determined.

a. Existence of Rectangular-Tesserae and Tessellations

One can also consider a CIO-status $\mathbf{q}$ as a quadruple $(a,b,c,d)$, where $a, b, c,$ and $d$ are $x$-component, $z$-component, $\hat{x}$-component, and $\hat{z}$-component of $\mathbf{q}$, respectively. A superscript on a CIO-status can be used to designate its component, for instance, $q^x$ is the $x$-component of $\mathbf{q}$. In the remainder of this chapter, these notations on the CIO-status will be adopted.

For some finite positive integer $n$, an $n$-tuple of CIO-statuses $(\mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3, \ldots, \mathbf{q}_n)$, where $\mathbf{q}_i \in S_F = \{(x, z, \hat{x}, \hat{z}) \mid x \in X, z \in Z, \hat{x} \in \hat{X}, \hat{z} \in \hat{Z}\}$, and $(\hat{x}, \hat{z}) = F(x, z)$ for all $i \in \{1, 2, 3, \ldots, n\}$, is said to be a row-chain if and only if $q^x_1 = q^x_n$ and $q^z_1 = q^z_{n-1}$ for all $i \in \{2, 3, 4, \ldots, n\}$. Similarly, for some finite positive integer $m$, an $m$-tuple of CIO-statuses $(\mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3, \ldots, \mathbf{q}_m)$, where $\mathbf{q}_i \in S_F$ for all $i \in \{1, 2, 3, \ldots, m\}$, is said to be a column-chain if and only if $q^x_1 = q^x_m$ and $q^z_1 = q^z_{m-1}$ for all $i \in \{2, 3, 4, \ldots, m\}$. For some finite positive integers $m$ and $n$, an $m \times n$-tuple of CIO-statuses $(\mathbf{q}_{11}, \mathbf{q}_{12}, \mathbf{q}_{13}, \ldots, \mathbf{q}_{1n}), (\mathbf{q}_{21}, \mathbf{q}_{22}, \mathbf{q}_{23}, \ldots, \mathbf{q}_{2n}), \ldots, (\mathbf{q}_{m1}, \mathbf{q}_{m2}, \mathbf{q}_{m3}, \ldots, \mathbf{q}_{mn})$, where $\mathbf{q}_{ij} \in S_F$ for all $i \in \{1, 2, 3, \ldots, m\}$ and $j \in \{1, 2, 3, \ldots, n\}$ is said to be a rectangular-tessera if and only if $(\mathbf{q}_{11}, \mathbf{q}_{12}, \mathbf{q}_{13}, \ldots, \mathbf{q}_{1n})$ is a row-chain for all $i \in \{1, 2, 3, \ldots, m\}$ and $(\mathbf{q}_{1j}, \mathbf{q}_{2j}, \mathbf{q}_{3j}, \ldots, \mathbf{q}_{mj})$ is a column-chain for all $j \in \{1, 2, 3, \ldots, n\}$. This rectangular-tessera is said to be of order $m \times n$.

Another way of viewing a rectangular-tessera (pl. rectangular-tesserae) is as follows. For some finite positive integers $m$ and $n$, an $m \times n$-tuple of CIO-statuses $(\mathbf{q}_{11}, \mathbf{q}_{12}, \mathbf{q}_{13}, \ldots, \mathbf{q}_{1n}), (\mathbf{q}_{21}, \mathbf{q}_{22}, \mathbf{q}_{23}, \ldots, \mathbf{q}_{2n}), \ldots$,
\((q_{m1}, q_{m2}, q_{m3}, \ldots, q_{mn})\), where \(q_{ij} \in S_F\) for \(\forall i \in \{1, 2, 3, \ldots, m\}\) and \(\forall j \in \{1, 2, 3, \ldots, n\}\) is said to be a rectangular-tessera if and only if there exists a mapping \(H : D \rightarrow S_F\), where \(D = \{C_{rk}, C_{rk+l}, C_{rk+(k+1)}, \ldots, C_{rk+(k+n-1)}\}\) for some \(r, k \in S_1\) satisfying (1) if \((C_{ij}) = q_{(l-r-1)(j-k+1)}\) for \(\forall i \in \{r+1, r+2, \ldots, r+m\}\) and \(\forall j \in \{k+1, k+2, \ldots, k+n\}\), (2) for every \(C_{ij} \in D\), the CIO-status on \(C_{ij}\) is compatible with the CIO-statuses on all adjacent cells in \(D\), and (3) \(H(C_{ij}) = H(C_{ik})^X\) and \(H(C_{rk+(k+n-1)}) = H(C_{rk})^Z\) for \(\forall i \in \{r+1, r+2, \ldots, r+m\}\) and \(\forall j \in \{k+1, k+2, \ldots, k+n\}\).

A rectangular-tessera \(T\) is said to cover all CIO-statuses in a set \(S\) if every CIO-status in the set \(S\) appears in the rectangular-tessera \(T\).

**Theorem 3:** Given an \(n\)-tuple of CIO-statuses \((q_1, q_2, \ldots, q_{n-1}, q_n)\), where \(q_i \in S_F\) for \(\forall i \in \{1, 2, 3, \ldots, n\}\), for some finite positive integer \(n\), if (1) \((q_1, q_2, \ldots, q_{n-1}, q_n)\) is both a row-chain and a column-chain, (2) \((q_1, q_2, \ldots, q_{n-1}, q_n)\) is a row-chain and \((q_n, q_{n-1}, \ldots, q_3)\) is a column-chain, or (3) \((q_1, q_2, \ldots, q_{n-1}, q_n)\) is a column-chain and \((q_{n-1}, q_n, \ldots, q_3, q_1)\) is a row-chain, then there exists a rectangular-tessera of order \(n \times n\) covering all CIO-statuses \(q_1, q_2, \ldots, q_{n-1}, q_n\).

**Proof:** Suppose the hypothesis holds.

(1) If \((q_1, q_2, \ldots, q_{n-1}, q_n)\) is both a row-chain and a column-chain, then \((q_2, \ldots, q_{n-1}, q_n, q_1)\) is both a row-chain and a column-chain, \((q_3, \ldots, q_{n-1}, q_n, q_1, q_2)\) is both a row-chain and a column-chain, \ldots, and \((q_{n-1}, q_n, \ldots, q_3, q_1)\) is both a row-chain and a column-chain. Thus, \((q_1, q_2, \ldots, q_{n-1}, q_n, q_1, q_2, q_3, \ldots, q_{n-1}, q_n)\) is a rectangular-tessera of order \(n \times n\) covering all \(q_1, q_2, \ldots, q_{n-1}, q_n\).

(2) If \((q_1, q_2, \ldots, q_{n-1}, q_n)\) is a row-chain and \((q_n, q_{n-1}, \ldots, q_2, q_1)\) is a column-chain, then \((q_n, q_1, q_2, \ldots, q_{n-2}, q_{n-1})\) is a row-chain, \((q_3, q_4, \ldots, q_{n-1}, q_n)\) is a row-chain, \((q_2, q_3, \ldots, q_{n-2}, q_{n-1})\) is a row-chain,
\((q_1', q_2', \ldots, q_{n-1}', q_2)\) is a column-chain, \((q_2', q_1', q_n, \ldots, q_4', q_3)\) is a column-chain, \ldots, and \((q_{n-1}', q_n, \ldots, q_2', q_1)\) is a column-chain.

Thus, \((q_1', q_2', \ldots, q_{n-1}', q_2)\), \((q_2', q_1', q_n, \ldots, q_4', q_3)\), \ldots, \((q_{n-1}', q_n, \ldots, q_2', q_1)\) is a rectangular-tessera of order \(nxn\) covering all \(q_1', q_2', \ldots, q_{n-1}'\), and \(q_n'\).

(3) If \((q_1', q_2', \ldots, q_{n-1}', q_n')\) is a column-chain and \((q_n', q_{n-1}', \ldots, q_2', q_1)\) is a column-chain, then by symmetrical arguments to that in (2)

\((q_1', q_n, \ldots, q_2', q_1), (q_2', q_1, \ldots, q_4', q_3), \ldots, (q_{n-1}', q_n-2, \ldots, q_2', q_1)\),

\((q_{n-1}', q_{n-2}, \ldots, q_2', q_1)\) is a rectangular-tessera of order \(nxn\) covering all \(q_1', q_2', \ldots, q_{n-2}'\), and \(q_{n-1}'\).

Given that \(T = ((q_{11}', q_{12}, \ldots, q_{1n}'), (q_{21}', q_{22}, \ldots, q_{2n}'), \ldots, (q_{m1}', q_{m2}, \ldots, q_{mn}'))\), where \(q_{ij} \in \mathbb{S}_r\) for \(\forall i \in \{1, 2, 3, \ldots, m\}\) and \(\forall j \in \{1, 2, 3, \ldots, n\}\) for some finite positive integers \(m\) and \(n\), is a rectangular-tessera, then, \(\left((q_{11}', q_{12}, \ldots, q_{1n}'), (q_{12}', q_{13}, \ldots, q_{1n}'), \ldots, (q_{1n}', q_{11}', q_{12}', q_{13}')\right)\),

\((q_{21}', q_{22}, q_{23}, \ldots, q_{2n}'), (q_{31}', q_{32}, q_{33}, \ldots, q_{3n}'), \ldots, (q_{mn}', q_{m1}', q_{m2}', q_{m3}', \ldots, q_{mn}')\) is also a rectangular-tessera. The latter is said to be obtained from the former by iterating the pattern (of the former) once in the horizontal dimension. Similarly, the rectangular-tessera

\((q_{11}', q_{12}, q_{13}, \ldots, q_{1n}'), (q_{21}', q_{22}, q_{23}, \ldots, q_{2n}'), \ldots, (q_{m1}', q_{m2}, q_{m3}, \ldots, q_{mn}'),

(q_{11}', q_{12}', q_{13}', \ldots, q_{1n}'), (q_{21}', q_{22}', q_{23}', \ldots, q_{2n}'), \ldots, (q_{mn}', q_{m1}', q_{m2}', q_{m3}', \ldots, q_{mn}'))\)

is said to be obtained from the rectangular-tessera \(T\) by iterating the pattern (of the rectangular-tessera \(T\)) once in the vertical dimension.

Given any two rectangular-tesserae \(T_1\) and \(T_2\), if \(T_2\) can be obtained from \(T_1\) by iterating the pattern of \(T_1\) at least once in the horizontal dimension or the vertical dimension, then \(T_2\) is said to be implied by \(T_1\) or \(T_1\) is said to imply \(T_2\). A rectangular-tessera \(T\) is said to be minimal if and only if \(T\) is implied by no rectangular-tessera. In the remainder of this paper, all rectangular-tesserae are understood to be minimal.

Let \(k\) be a fixed positive integer and \(a\) and \(b\) be any two integers.

We define \(a \equiv b \mod k\) if \(k\) divides \((a-b)\). For any integer \(c\), we define \(c \mod k\) to be the positive integer \(d\) where \(d = c \mod k\) and \(0 < d \leq k\).
Let $T_q$ and $T_p$ be two rectangular-tesserae of the same order, say $T_q = (q_{11}, q_{12}, q_{13}, \ldots, q_{1n}, q_{21}, q_{22}, q_{23}, \ldots, q_{2n}, \ldots, q_{m1}, q_{m2}, q_{m3}, \ldots, q_{mn})$ and $T_p = (p_{11}, p_{12}, p_{13}, \ldots, p_{1n}, p_{21}, p_{22}, p_{23}, \ldots, p_{2n}, \ldots, p_{m1}, p_{m2}, p_{m3}, \ldots, p_{mn})$ are two rectangular-tesserae of finite order $m \times n$. $T_p$ is said to be obtainable from $T_q$ with horizontal-wise rotation of $k$ slots, for some integer $k$, if $p_{ij} = q_{i(j-k)} \mod m$ and $j \in \{1, 2, 3, \ldots, m\}$ and $i \in \{1, 2, 3, \ldots, n\}$. Similarly, $T_p$ is said to be obtainable from $T_q$ with vertical-wise rotation of $k$ slots, for some integer $k$, if $p_{ij} = q_{(j-k)} \mod n$ for $i \in \{1, 2, 3, \ldots, m\}$ and $j \in \{1, 2, 3, \ldots, n\}$.

Let $S$ be a set of all rectangular-tesserae of same order. Define the binary relation $R$ on the set $S$ as follows: for all $s_1, s_2 \in S$, $s_1 R s_2$ if and only if $s_2$ is obtainable from $s_1$ with horizontal-wise rotation of $k$ slots and with vertical-wise rotation of $r$ slots, for some integers $k$ and $r$. One can verify that the binary relation $R$ on the set $S$ is reflective, transitive, and symmetric. Hence, the binary relation $R$ is an equivalence relation on the set $S$. For any two rectangular-tesserae $T_1$ and $T_2$ of same order, $T_1$ is said to be equivalent to $T_2$ or vice versa if and only if $T_1 R T_2$.

Given a rectangular-tessera of order $m \times n$, one can mark the sub-array of cells $C_{11}, C_{12}, \ldots, C_{1n}, C_{21}, C_{22}, \ldots, C_{2n}, \ldots, C_{m1}, C_{m2}, \ldots, C_{mn}$ in the doubly-infinite array with CIO-statuses according to the pattern of the given rectangular-tessera and then mark the remaining cells in the doubly-infinite array with CIO-statuses according to the resultant pattern of iterating the pattern of the given rectangular-tessera infinitely many times in the horizontal dimension and then iterating the intermediate result infinitely many times in the vertical dimension to obtain a tessellation. The given rectangular-tessera is said to induce the tessellation. A tessellation which can be obtained from the resultant pattern of such an iteration on a pattern of some rectangular-tessera is said to be nonprime. A tessellation which is not nonprime is said to be prime.

For any two nonprime tessellations $\mathcal{J}_1$ and $\mathcal{J}_2$ which are induced by the rectangular-tesserae $T_1$ and $T_2$, respectively, if $T_1$ and $T_2$ are of same order and equivalent, then $\mathcal{J}_1$ is said to be equivalent to $\mathcal{J}_2$ or $\mathcal{J}_1$ and $\mathcal{J}_2$ are said to be equivalent.
Given a rectangular-tessera T, then, the equivalence class of rectangular-tesseræ represented by T is \( \text{cl}(T) = \{ T_1^1 \} \) is a rectangular-tessera of the order same as T and \( T_1^1 \).

**Theorem 4:** Given an array of arbitrary size where the CIO-table specifying the cell is known, if there exists a rectangular-tessera T covering all CIO-statuses in a subset S of the set of all CIO-statuses on the CIO-table, then each CIO-status in S can occur on \( C_{ij} \) in at least one tessellation in the set \( S_T \) of all nonprime tessellations induced by all rectangular-tesseræ in \( \text{cl}(T) \) for \( \forall i \in S_i \) and \( \forall j \in S_j \). Moreover, the number of steps required to enable all cells in the array to experience all CIO-statuses in S can be not greater than \( |\text{cl}(T)| \), where \( |\text{cl}(T)| \) denotes the number of elements in the set \( \text{cl}(T) \) and is bounded from above by \( m \cdot n \) where \( m \times n \) is the order of T.

**Proof:** Suppose the hypothesis holds. The systemic way of generating \( \text{cl}(T) \) from T, where the order of T is \( m \times n \), is obtaining an element in \( \text{cl}(T) \) from T with horizontal-wise rotation of k slots and with vertical-wise rotation of r slots first for \( k = 0 \) and \( r = 0 \), second for \( k = 0 \) and \( r = 1 \), third for \( k = 0 \) and \( r = 2, \ldots, m-1 \), for \( k = 1 \) and \( r = n-1, \ldots \), for \( k = m-1 \) and \( r = 0, \ldots, n-1 \), and finally for \( k = m-1 \) and \( r = n-1 \). Thus, \( |\text{cl}(T)| \leq m \cdot n \). Let \( S_T \) be the set of all nonprime tessellations induced by all rectangular-tesseræ in \( \text{cl}(T) \). It is clear that \( |S_T| = |\text{cl}(T)| \). It is also clear that each CIO-status in S can occur on \( C_{ij} \) in at least one nonprime tessellation in \( S_T \) for \( \forall i \in [1, 2, 3, \ldots, m] \) and \( \forall j \in [1, 2, 3, \ldots, n] \). Therefore, each CIO-status in S can occur on \( C_{ij} \) in at least one nonprime tessellation in \( S_T \) for \( \forall i \in S_i \) and \( \forall j \in S_j \). Each nonprime tessellation in \( S_T \) facilitates a step to enable each cell in the array to experience some CIO-status in S. All nonprime tessellations in \( S_T \) provide sufficient steps to enable all cells in the array to experience all CIO-statuses in S. Hence, the number of steps required to enable all cells in the array to experience all CIO-statuses in S needs not be greater than \( |S_T| \).
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The following theorem is then obvious.

**Theorem 5:** Given an array of arbitrary size where the CIO-table specifying the cell is known, if there exists a rectangular-tessera $T$ covering all CIO-statuses in a subset $S = \{q_1, q_2, \ldots, q_t\}$ of the set of all CIO-statuses on the CIO-table, then the number of steps required to enable all cells in the array to experience all CIO-statuses in $S$ in utilizing the information provided by the set of all nonprime tessellations induced by all rectangular-tesserae in $cl(T)$ is bounded below by

$$m \cdot n$$

where $m \cdot n$ is the order of $T$, $\eta_1$ is the number of appearances of $q_i$ in $T$ for all $i \in \{1, 2, \ldots, t\}$, $\min (\eta_1, \eta_2, \ldots, \eta_t)$ is the smallest one of $\eta_1, \eta_2, \ldots, \eta_t$ and $\lceil r \rceil$ is the smallest integer not less than $r$.

Given an $n$-tuple of CIO-statuses $(q_1, q_2, q_3, \ldots, q_n)$, where for every $i \in \{1, 2, 3, \ldots, n\}$, $q_i \in S$ and $(x, z, \hat{x}, \hat{z}) = \Gamma(x, z) = (x_1, x_2, x_3, \ldots, x_1)^1, z = (z_1, z_2, z_3, \ldots, z_k)^1$. Then, $(q_1, q_2, q_3, \ldots, q_n)$ is said to be in $x/\hat{x}$-balance if and only if the frequency of occurrences of $x_i$ at the $x$-input component over $(q_1, q_2, q_3, \ldots, q_n)$ equals that of $x_i$ at the $\hat{x}$-output component over $(q_1, q_2, q_3, \ldots, q_n)$ for all $i \in \{1, 2, 3, \ldots, k\}$. $(q_1, q_2, q_3, \ldots, q_n)$ is said to be in $z/\hat{z}$-balance if and only if the frequency of occurrences of $z_i$ at the $z$-input component over $(q_1, q_2, q_3, \ldots, q_n)$ equals that of $z_i$ at the $\hat{z}$-output component over $(q_1, q_2, q_3, \ldots, q_n)$ for all $i \in \{1, 2, 3, \ldots, k\}$. $(q_1, q_2, q_3, \ldots, q_n)$ is said to be in full-balance if and only if it is both in $x/\hat{x}$-balance and in $z/\hat{z}$-balance.

Given an $n$-tuple of CIO-statuses $(q_1, q_2, q_3, \ldots, q_n)$, for some positive integer $m$ such that $m < n$, an $m$-tuple of CIO-statuses $(p_1, p_2, p_3, \ldots, p_m)$ is said to be a sub-$n$-tuple of $(q_1, q_2, q_3, \ldots, q_n)$ if $p_1$ is identical to exactly one of $q_1, q_2, q_3, \ldots, q_n$, $p_2$ is identical to exactly one of the remainder of $q_1, q_2, q_3, \ldots, q_n$ after the one identified with $p_1$ is deleted, and $p_3$ is identical to exactly one of the remainder of
\( \vec{q}_1, \vec{q}_2, \vec{q}_3, \ldots, \vec{q}_n \) after those identified with \( \vec{p}_1, \vec{p}_2, \ldots, \vec{p}_{m-1} \) are deleted for every \( i \in \{3, 4, \ldots, m\} \). For an example, \( (\vec{q}_1, \vec{q}_1, \vec{q}_2) \) is a sub-5-tuple \( (\vec{q}_1, \vec{q}_2, \vec{q}_1, \vec{q}_2) \).

**Theorem 6 (Property 1):** Given a set of 3 (distinct) CIO-statuses \( S = \{\vec{q}_1, \vec{q}_2, \vec{q}_3\} \), if \( (\vec{q}_1, \vec{q}_2, \vec{q}_3) \) is in full-balance but no sub-4-tuple of the 4-tuple \( (\vec{q}_1, \vec{q}_2, \vec{q}_3) \) is in full-balance, then there exists a rectangular-tessera covering all CIO-statuses in the set \( S \).

**Proof:** Suppose the hypothesis holds and \( \vec{q}_1 = (a_1, b_1, c_1, d_1), \vec{q}_2 = (a_2, b_2, c_2, d_2), \) and \( \vec{q}_3 = (a_3, b_3, c_3, d_3) \). Then, two possible cases are considered.

**Case 1, \( a_1 \neq c_1 \):** Since \( (a_1, b_1, c_1, d_1), (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2), (a_3, b_3, c_3, d_3) \) is in full-balance, \( a_1 \neq c_1 \) implies that \( c_2 = c_3 = a_1 \) and \( a_2 = a_3 = c_1 \). Thus, each of \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) and \( (a_1, b_1, c_1, d_1), (a_3, b_3, c_3, d_3) \) is a row-chain.

**Subcase 1a, \( b_1 \neq d_1 \):** Under this subcase, \( d_2 = d_3 = b_1 \) and \( b_2 = b_3 = d_1 \), then \( (a_2, b_2, c_2, d_2) \) is not distinct, a contradiction to the hypothesis. Hence, subcase 1a is impossible.

**Subcase 1b, \( b_1 = d_1 \):** That \( (a_1, b_1, c_1, d_1), (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2), (a_3, b_3, c_3, d_3) \) is in full-balance and \( b_1 = d_1 \) implies that either \( a_2 = b_2 = d_2 \) and \( b_3 = d_3 \) or \( b_2 = d_2 \) and \( b_3 = d_3 \). Under (a), then each of \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) and \( (a_3, b_3, c_3, d_3) \) is in full-balance, a contradiction to the hypothesis. Under (b), then each of \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) and \( (a_3, b_3, c_3, d_3) \) is a column-chain. Hence, there exists a rectangular-tessera \( ((a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2)), (a_3, b_3, c_3, d_3)) \) of order 2x2 covering all CIO-statuses in the set \( S \).

**Case 2, \( a_1 = c_1 \):** If \( a_1 = c_1 \), then \( (a_1, b_1, c_1, d_1), (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) is a row-chain and \( b_1 \neq d_1 \). Thus, \( d_2 = d_3 = b_1 \) and \( b_2 = b_3 = d_1 \). Hence, each of \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) and \( (a_1, b_1, c_1, d_1), (a_3, b_3, c_3, d_3) \) is a column-chain.
Subcase 2a, \( a_2 = c_2 \): Under this subcase, \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2) \) is in full-balance, a contradiction to the hypothesis. Hence, subcase 2a is impossible.

Subcase 2b, \( a_2 \neq c_2 \): Under this subcase, that \( (a_1, b_1, c_1, d_1), (a_2, b_2, c_2, d_2), (a_3, b_3, c_3, d_3) \) is in full-balance forces that \( c_3 = a_2 \) and \( a_3 = c_2 \). Then, \( (a_2, b_2, c_2, d_2), (a_3, b_3, c_3, d_3) \) is a row-chain. Hence, there exists a rectangular-tesserae \( ((a_1, b_1, c_1, d_1), (a_1, b_1, c_1, d_1)), (a_2, b_2, c_2, d_2), (a_3, b_3, c_3, d_3)) \) of order 2\( \times 2 \) covering all CIO-statuses in the set \( S \).

Theorem 7 (Property 2)\(^2\): If the cell in an array of arbitrary size is chosen such that the mapping \( F:X \times Z \rightarrow X \times Z \) describing the external behavior of the cell is one-to-one, then, there exists a set of rectangular-tesserae covering all CIO-statuses in the set \( S_F \) of CIO-statuses describing the cell, moreover, the number of steps required to enable all cells in the array to experience all CIO-statuses in \( S_F \) is \( |X| \cdot |Z| \).

Proof: Suppose the hypothesis holds. Let \( \mathcal{N} = \{(x, z) | x \in X \text{ and } z \in Z\} \). Let each member in the set \( \mathcal{N} \) identifies a node in an oriented graph \( \mathcal{G} = (\mathcal{N}, \mathcal{P}) \), where \( \mathcal{P} \) is a set of edges obtained as following: an edge \( e \) from the node \( (x_1, z_1) \in \mathcal{N} \) to the node \( (x_2, z_2) \in \mathcal{N} \) exists and is in the set \( \mathcal{P} \) if and only if \( F(x_1, z_1) = (x_2, z_2) \). Since \( F:X \times Z \rightarrow X \times Z \) is one-to-one (also onto because \( X \times Z = X \times Z \) and is finite), each node in the graph \( \mathcal{G} \) has precisely one incoming edge and one outgoing edge. Then the graph \( \mathcal{G} \) is actually a graph consisting of separated subgraphs where each subgraph is a loop. (A loop can be a self-loop or a loop containing two or more nodes.) Let \( L = \{L_1, L_2, \ldots, L_k\} \) be a set of all loops in the graph \( \mathcal{G} \) and \( c(L_i) \) be the number of nodes in the loop \( L_i \) for \( i \in [1, 2, \ldots, k] \). One can claim that there

\(^2\)A special case in Kautz [11] (Theorem 12). The "proof" given by Kautz does not appear to be adequate.
exists a set of rectangular-tesserae \( \{T_1, T_2, \ldots, T_k\} \), where \( T_1 \) is a rectangular-tessera obtained from the information revealed by the loop \( L_1 \) and is of order \( \zeta(L_1) \times \zeta(L_1) \) for \( \forall i \in \{1, 2, \ldots, k\} \), covering all CIO-statuses in the set \( S_F \). Indeed, if a loop \( L_1 \in L \) is a self-loop containing a node \( (x_1', z_1') \in \mathcal{N}^r \), then, clearly \( (x_1', z_1', x_1', z_1') \) is a CIO-status in the set \( S_F \). Thus, there exists a rectangular-tessera, say \( T_1 \), consisting of the CIO-statuses \( (x_1', z_1', x_1', z_1') \). Suppose, in general, \( L_1 \in L \) is a loop containing \( \zeta(L_1) \) nodes \( (x_1', z_1'), (x_2', z_2'), (x_3', z_3'), \ldots \), and \( (x_{\zeta(L_1)'}, z_{\zeta(L_1)'}) \), where \( F(x_1', z_1') = (x_2', z_2'), F(x_2', z_2') = (x_3', z_3'), \ldots \), and \( F(x_{\zeta(L_1)'}, z_{\zeta(L_1)'}) = (x_1', z_1') \).

Let \( q_1 = (x_1', z_1', x_2', z_2'), q_2 = (x_2', z_2', x_3', z_3'), q_3 = (x_3', z_3', x_4', z_4'), \ldots \), and \( q_{\zeta(L_1)} = (x_{\zeta(L_1)'}, z_{\zeta(L_1)'}, x_1', z_1') \). Then, noticed that \( q_1, q_2, q_3, \ldots, q_{\zeta(L_1)} \in S_F \) also the \( \zeta(L_1) \)-tuple of CIO-statuses \( (q_1, q_2, q_3, \ldots, q_{\zeta(L_1)}) \) is both a row-chain and a column-chain. Then, by Theorem 3, there exists a rectangular-tessera, say \( T_1' \), of order \( \zeta(L_1) \times \zeta(L_1) \) covering all the CIO-statuses \( q_1, q_2, q_3, \ldots, q_{\zeta(L_1)} \). Furthermore, the number of steps required to enable all cells in the array to experience all distinct CIO-statuses \( q_1, q_2, q_3, \ldots, q_{\zeta(L_1)} \) is \( \zeta(L_1) \) by Theorems 4 and 5. In fact, there is an obvious one-to-one correspondence between the set \( \mathcal{N} \) of nodes in the graph \( \mathcal{G} \) and the set \( S_F \). Each loop in the graph \( \mathcal{G} \) identifies a rectangular-tessera in the set \( \{T_1, T_2, \ldots, T_k\} \). Thus, there exists a set of rectangular-tesserae covering all CIO-statuses in the set \( S_F \) and the number of steps required to
enable all cells in the array to experience all CIO-statuses in the set $S_F$ is the number of CIO-statuses in the set $S$, which is $|X| \cdot |Z|$.  

Given a mapping $F : X \times Z \rightarrow \hat{X} \times \hat{Z}$, a reduced mapping $F^Z \hat{Z} : X \times Z \rightarrow \hat{X} \times \hat{Z}$ for some $z_1 \in Z$ is the mapping $F^Z \hat{Z} : X \rightarrow \hat{X} \times \hat{Z}$ where $F^Z \hat{Z}(x) = F(x, z_1)$ for $x \in X$.  

Theorem 8 (Property 3): Let the cell in an array of arbitrary size be described by a mapping $F : X \times Z \rightarrow \hat{X} \times \hat{Z}$ and the two mappings $F^X : X \times Z \rightarrow \hat{X}$ and $F^Z : X \times Z \rightarrow \hat{Z}$ be defined by $(F^X(x, z), F^Z(x, z)) = F(x, z)$ for $x \in X$ and $z \in Z$. If the cell in the array is chosen such that the reduced mapping $F^Z \hat{Z} : X \times Z \rightarrow \hat{X}$ is one-to-one for $x \in X$ and the reduced mapping $F^Z \hat{Z} : X \rightarrow \hat{Z}$ is one-to-one for $x \in X$, then, there exists a set of rectangular-tesserae covering all CIO-statuses in the set $S_F$ of CIO-statuses describing the cell, moreover, the number of steps required to enable all cells in the array to experience all CIO-statuses in the set $S_F$ is $|X| \cdot |Z|$.  

Proof: Suppose the hypothesis holds. Let $\mathcal{N} = \{ (x, z) \mid x \in X$ and $z \in Z \}$. Then, there is an one-to-one correspondence between the set $\mathcal{N}$ and the set $S_F$ because $F^Z \hat{Z} : X \times Z \rightarrow \hat{X}$ is one-to-one also onto (note: $F^Z \hat{Z} : X \times Z \rightarrow \hat{X}$ is one-to-one if and only if $F^Z \hat{Z} : X \times Z \rightarrow \hat{X}$ is onto since $Z = \hat{Z}$ and is finite) for $x \in X$. Let each number in the set $\mathcal{N}$ identifies a node in an oriented graph $\mathcal{G} = (\mathcal{N}, \mathcal{P})$, where $\mathcal{P}$ is a set of edges obtained as following: an edge $e$ from the node $(x_1, z_1) \in \mathcal{N}$ to the node $(x_2, z_2) \in \mathcal{N}$ exists and is in the set $\mathcal{P}$ if and only if there exists a CIO-status $q \in S_F$ such that $q^X = x_1, q^Z = z_1, q^X = x_2,$ and $q^Z = z_2$. Then, that each node in the graph $\mathcal{G}$ has precisely one outgoing and one incoming edge follows the facts that there is an one-to-one correspondence between the set $\mathcal{N}$ and the set $S_F$ and the reduced mapping $F^Z \hat{Z} : X \rightarrow \hat{X}$ is onto also one-to-one for $x \in X$. Thus, the graph $\mathcal{G}$ is actually a graph consisting of separated subgraphs where each subgraph is a loop. Let $L = \{ L_1, L_2, \ldots, L_k \}$ be the set of all loops in the graph $\mathcal{G}$ and $\ell(L_i)$ be the number of nodes in the loop $L_i$ for $i \in \{ 1, 2, \ldots, k \}$. One can claim that there exists a set of rectangular-tesserae $\{ T_1, T_2, \ldots, T_k \}$, where $^{3}$A special case in Kautz [11] (Theorem 13). The "proof" given by Kautz does not appear to be adequate.
$T_i$ is a rectangular-tessera obtained from the information revealed by the loop $L_i$ and is of order $\zeta(L_i) \times \zeta(L_i)$ for $i \in \{1, 2, \ldots, k\}$, covering all CIO-statuses in the set $S_F$. Indeed, if a loop $L_i \in L$ is a self-loop containing a node $(x_i, \hat{z}_1 \in \mathcal{Y}^n)$, then, clearly, $(x_i, \hat{z}_1, x_i, \hat{z}_i')$ is a CIO-status in the set $S_F$, thus, there exists a rectangular-tessera, say $T_1$, consisting of the CIO-status $(x_i, \hat{z}_1, x_i, \hat{z}_1')$. Suppose, in general, $L_i \in L$ is a loop containing $\zeta(L_i)$ nodes $(x_1, \hat{z}_1), (x_2, \hat{z}_2), (x_3, \hat{z}_3), \ldots$, and $(x_{\zeta(L_i)}, \hat{z}_{\zeta(L_i)})$, where there exists an edge from the node $(x_i, \hat{z}_i)$ to the node $(x_{i+1}, \hat{z}_{i+1})$ for all $i \in \{1, 2, 3, \ldots, \zeta(L_i) - 1\}$ and there exists an edge from the node $(x_{\zeta(L_i)}, \hat{z}_{\zeta(L_i)})$ to the node $(x_1, \hat{z}_1)$. Let $q_1 = (x_1, \hat{z}_2, x_2, \hat{z}_2), q_2 = (x_2, \hat{z}_3, x_3, \hat{z}_3), \ldots$, and $q_{\zeta(L_i)} = (x_{\zeta(L_i)}, \hat{z}_{\zeta(L_i)}, x_1, \hat{z}_1)$. Then, one can see that $q_1, q_2, q_3, \ldots, q_{\zeta(L_i)} \in S_F$, and there exists an edge from the node $(x_{\zeta(L_i)}, \hat{z}_{\zeta(L_i)})$ to the node $(x_1, \hat{z}_1)$. Let $\ell_1 = (x_1, \hat{z}_2, x_2, \hat{z}_2), \ell_2 = (x_2, \hat{z}_3, x_3, \hat{z}_3), \ldots$, and $\ell_{\zeta(L_i)} = (x_{\zeta(L_i)}, \hat{z}_{\zeta(L_i)}, x_1, \hat{z}_1)$. Then, $q_1, q_2, q_3, \ldots, q_{\zeta(L_i)}$ is a row-chain and $\ell_1, \ell_2, \ell_3, \ldots, \ell_{\zeta(L_i)}$ is a column-chain. By Theorem 3, there exists a rectangular-tessera, say $T_i$, of order $\zeta(L_i) \times \zeta(L_i)$ covering all the CIO-statuses $q_1, q_2, q_3, \ldots$, and $q_{\zeta(L_i)}$. What's more, the number of steps required to enable all cells in the array to experience all distinct CIO-statuses $q_1, q_2, q_3, \ldots$, and $q_{\zeta(L_i)}$ is $\zeta(L_i)$ by Theorems 4 and 5. Indeed, each loop in the graph $\mathcal{G}_f$ identifies a rectangular-tessera covering some CIO-statuses in the set $S_F$. The fact that the graph $\mathcal{G}_f$ is a graph of isolated loops $L_1, L_2, \ldots$, and $L_k$ reveals the partition on the set $S_F$ such that each CIO-status in the set $S_F$ is in exactly one rectangular-tessera in the set $\{T_1, T_2, \ldots, T_k\}$. Thus, there exists a set of rectangular-tesserae covering all CIO-statuses in the set $S_F$ and the number of steps required to enable all cells in the array to experience all CIO-statuses in the set $S_F$ is the number of CIO-statuses in the set $S_F$ which is $|X|^l \cdot |Z|^l$.

**Theorem 9**: There exists a rectangular-tessera consisting of $t$ (not necessarily distinct) CIO-statuses $q_1, q_2, \ldots, q_t$ only if the $t$-tuple of CIO-statuses $(q_1, q_2, \ldots, q_t)$ is in full-balance.
Proof: This theorem is obvious in light of the fact that every row-chain is in the $x/R$-balance and every column-chain is in $z/2$-balance.

The converse statement to Theorem 9 is not true. As a counterexample, a 3-tuple of CIO-statuses $((1,a,2,b),(2,b,2,a),(2,c,1,c))$ is in full-balance but there exists no rectangular-tessera consisting of the three CIO-statuses $(1,a,2,b),(2,b,2,a)$, and $(2,c,1,c)$.

Given a set $S$ of CIO-statuses, if there exists a set $S_t$ of rectangular-tesserae $\{T_1,T_2,\ldots,T_t\}$, where $T_i$ consists of $K_i$ CIO-statuses for $\forall i \in \{1,2,\ldots,t\}$, covering all CIO-statuses in the set $S$, then, any $(\sum K_i)$-tuple of CIO-statuses consisting of all CIO-statuses in all rectangular-tesserae in the set $S_t$ is in full-balance.

Theorem 10: Given a set $S$ of $j$ CIO-statuses $\{q_1,q_2,\ldots,q_j\}$, there exists a nonempty set $S_t$ of rectangular-tesserae covering all CIO-statuses in the set $S$ only if there exists a $j$-tuple of positive integers $(m_1,m_2,\ldots,m_j)$ such that any $(j \times j)$-tuple of CIO-statuses consisting of $m_1$ copies of $q_1$, $m_2$ copies of $q_2$, $\ldots$, and $m_j$ copies of $q_j$ is in full-balance.

Following Theorem 10, one has the following result.

Theorem 11: Given a set $S_j$ of $k$ CIO-statuses $\{q_1,q_2,\ldots,q_k\}$ on the CIO-table, if all the possible nonnegative integer solutions to

(1) $m_1q_1 + m_2q_2 + \ldots + m_kq_k = m_1q_{11} + m_2q_{12} + \ldots + m_kq_{1k}$

and

(2) $m_1q_1 + m_2q_2 + \ldots + m_kq_k = m_1q_{21} + m_2q_{22} + \ldots + m_kq_{2k}$

for $m_1,m_2,\ldots,$ and $m_k$ render some $m_i = 0$, $i \in \{1,2,\ldots,k\}$, then $q_j$ cannot be covered by any rectangular-tessera.

Given a set $S_j$ of $k$ CIO-statuses $\{q_1,q_2,\ldots,q_k\}$ on the CIO-table specifying the cell in an array of arbitrary size, the nonnegative integer solution to (1) $m_1q_1 = \sum \limits_{i=1}^{k} m_iq_{1i}$ and (2) $m_1q_2 = \sum \limits_{i=1}^{k} m_iq_{2i}$ for $m_1,m_2,\ldots,$ and $m_k$ is not unique. The existence of a solution where $m_i$'s are all positive integers reveals the possibility that one might find a set of rectangular-tesserae covering all CIO-statuses in the set $S_j$. If all the
possible nonnegative integer solutions to (1) and (2) for \( m_j \)'s render at least one \( m_j = 0, \ j \in \{1,2,\ldots,k\} \), then at least \( q_j \) can not be covered by any rectangular-tessera, consequently, at least the existence of a set \( S_t \) of prime tessellations such that \( q_j \) occurs on \( C_{ip} \) in at least one tessellation in the set \( S_t \) for \( \forall i \in S_t \) and \( \forall p \in S_t \) is necessary for the Covering Condition for testing the array to be satisfied.

For a CIO-status \( q_j \) in the set \( S_t \) of all CIO-statuses on the CIO-table specifying the cell in an array of arbitrary size where \( q_j \) can not be covered by any rectangular-tessera, a prime tessellation with respect to the CIO-status \( q_j \) is a mapping \( G:C \rightarrow S_t \), where \( C = \{ C_{ip} | i \in \{1,2,3,\ldots,M\} \) and \( p \in \{1,2,3,\ldots,N\} \}, \ G(C_{MN}) = q_j \), where \( M \rightarrow \infty \) and \( N \rightarrow \infty \), and for every \( C_{ip} \in C \), the CIO-status on \( C_{ip} \), i.e. \( G(C_{ip}) \), is compatible with the CIO-statuses on all adjacent cells in \( C \). The existence of a prime tessellation with respect to the CIO-status \( q_j \) implies the existence of a set \( S_t \) of prime tessellations such that \( q_j \) occurs on \( C_{ip} \) in at least one tessellation in the set \( S_t \) for \( \forall i \in S_t \) and \( \forall p \in S_t \) and thus enables all cells in the array to experience the CIO-status \( q_j \).

b. Tessellations for Arrays of Cells with Binary Horizontal Input and Binary Vertical Input

It is to be determined in this section whether or not the Covering Condition can be satisfied for each one in a class of arrays, say of size \( M \times N \) where \( M \geq 2 \) and \( N > 2 \), with each cell having a binary horizontal input and a binary vertical input. (That it also has a binary horizontal output and a binary vertical output is understood.) Specifically, for an array in this class with its cell described in terms of a set of four CIO-statuses \( \{q_1,q_2,q_3,q_4\} \) on the CIO-table, can the Covering Condition be satisfied? If yes, what is the number of steps required to apply all input combinations to all cells in the array?
The Procedure P to be followed is following.

S1. Solve \( m_1 q_1^x + m_2 q_2^x + m_3 q_3^x + m_4 q_4^x - m_1 q_1^z + m_2 q_2^z + m_3 q_3^z + m_4 q_4^z \)
and \( m_1 q_1^z + m_2 q_2^z + m_3 q_3^z + m_4 q_4^z - m_1 q_1^2 + m_2 q_2^2 + m_3 q_3^2 + m_4 q_4^2 \)
for a nontrivial nonnegative integer solution for \( m_1, m_2, m_3, \) and \( m_4. \)
(A minimal solution is preferable.)

S2. If all the possible nontrivial nonnegative integer solutions for \( m_1, m_2, m_3, \) and \( m_4 \) in step S1 render some \( m_i = 0, \) where \( i \in A = \{ j | m_j = 0 \}, \) go to step S6. Otherwise, proceed to the next step.

S3. For a solution for \( m_1, m_2, m_3, \) and \( m_4 \) obtained in step S1, let \( B = \{ j | m_j > 0 \}. \) Form a \( (\sum m_j) \)-tuple of CIO-statuses with \( m_j \) copies of \( \varphi_j \) for all \( j \in B. \) Let it be \( \varepsilon. \)

S4. Partition \( \varepsilon \) into several sub-\( (\sum m_j) \)-tuples \( \varepsilon_1, \varepsilon_2, \ldots, \) and \( \varepsilon_k \) such that \( \varepsilon_i \) is a (minimal) \( \sum m_j \)-tuple of \( \varepsilon \) satisfying full-balance condition for each \( i \in B \) and \( \varphi_j \) is in at least one of \( \varepsilon_1, \varepsilon_2, \ldots, \) and \( \varepsilon_k \) for every \( j \in B. \)

S5. Obtain rectangular-tesserae \( T_1, T_2, \ldots, \) and \( T_k \) from \( \varepsilon_1, \varepsilon_2, \ldots, \) and \( \varepsilon_k. \) Go to step S8.

S6. For each \( \varphi_j \in \{ \varphi_j | j \in A \}, \) determine a prime tessellation with respect to \( \varphi_j \) using Procedure P.

S7. If all prime tessellations stated in step S6 are found, go to step S3. Otherwise, return with an indication that the Covering Condition is not satisfied.

S8. (Note that the Covering Condition is satisfied.) From the necessary prime tessellations obtained, determine the number of steps required for enabling all cells in the array to experience all \( \varphi_j \in \{ \varphi_j | j \in A \}. \)

S9. Determine the number of steps required for enabling all cells in the array to experience all CIO-statuses in the set \( \{ \varphi_j | j \in B \} \) from the nonprime tessellations induced by the rectangular-tesserae obtained in step S5, take into account the possibility where the number of
steps for enabling all cells in the array to experience some CIO-status in the set \( \{ \hat{q}_i \mid i \in \mathbb{B} \} \) might have been accounted for in step S8, however.

S10. Take the sum of results in step S8 and in step S9. Return with the result.

**Procedure \( P \)** for determining a prime tessellation with respect to a given \( \hat{q}_i \in \mathbb{S} \) in an array with a binary \( x \)-input, a binary \( z \)-input, a binary \( x \)-output, and a binary \( z \)-output:

1.1. For the convenience, denote the four CIO-statuses \( \hat{q}_1, \hat{q}_2, \hat{q}_3, \hat{q}_4 \) in a given CIO-table by \( 1, 2, 3 \), and \( 4 \), respectively.

1.2. Consider finding a prime tessellation with respect to a \( \hat{q}_i \in \mathbb{S} \) as marking unit squares each with some \( \hat{q} \in \mathbb{S} \) on the second quadrant of the infinite plane such that the most lower-right square is marked with \( \hat{q}_i \) and for each square the compatibility of the CIO-status with that of its neighboring squares is satisfied.

1.3. An ordered pair \((r,c)\) is used to identify a square, where \( r \) and \( c \) identify, respectively, the row and the column the square is in. The enumeration on columns is from right to left and that on rows is from bottom to top. The distance \( d \) of \((r,c)\) square is defined as \( d(r,c) = r + c \).

1.4. For some positive integers \( M \) and \( N \), the **Procedure \( P_f \)** for marking the array of \( M \times N \) squares each with some \( \hat{q} \in \mathbb{S} \) such that \((1,1)\) square is marked with \( \hat{q}_1 \) and for each square the compatibility of the CIO-status with that of its neighboring squares is satisfied, is following:

1.4.a. Set \( \text{COPY}=A \) and \( \text{FLAG}=G \).

1.4.b. Proceed the following Temporary Marking Procedure for each of unmarked squares in the array starting from one square with the smallest distance and in the order of monotonically nondecreasing
in the distance. After going through the Temporary Marking Procedure for all unmarked squares, if the number of unmarked squares remains the same, go to step I.4.y., otherwise, proceed to step I.4.c.

Temporary Marking Procedure:

(1) For a typical square identified by \((r,c)\), if \((r,c-1)\) square has been marked and each CIO-status has the same \(x\)-component, say \(\alpha\), then mark \((r,c)\) square with all \(q_i^x \in q \in S \mid q^x = \alpha\) separated by a slash \("/"\) and make the \("+"\) indication at the common boundary of \((r,c)\) and \((r,c-1)\) squares, go to step (5). Otherwise, proceed to the next step.

(2) If \((r-1,c)\) square has been marked and each CIO-status has the same \(z\)-component, say \(\beta\), then mark \((r,c)\) square with all \(q_i^z \in q \in S \mid q^z = \beta\) separated by a slash \("/"\) and make the \("+"\) indication at the common boundary of \((r,c)\) and \((r-1,c)\) squares, go to step (5). Otherwise, proceed to the next step.

(3) If \((r,c+1)\) square has been marked and each CIO-status has the same \(x\)-component, say \(\xi\), then mark \((r,c)\) square with all \(q_i^x \in q \in S \mid q^x = \xi\) separated by a slash \("/"\) and make the \("+"\) indication at the common boundary of \((r,c)\) and \((r,c+1)\) squares, go to step (5). Otherwise, proceed to the next step.

(4) If \((r+1,c)\) square has been marked and each CIO-status has the same \(z\)-component, say \(\theta\), then mark \((r,c)\) square with all \(q_i^z \in q \in S \mid q^z = \theta\) separated by a slash \("/"\) and make the \("+"\) indication at the common boundary of \((r,c)\) and \((r+1,c)\) squares, go to step (5). Otherwise, make no marking on \((r,c)\) square, proceed to the next step.

(5) Return (to the calling routine).

I.4.c. Proceed the following Compatibility Marking Procedure for each of all pairs of marked neighboring squares \((r_1,c_1)\) and \((r_2,c_2)\), where \(d(r_2,c_2) < d(r_1,c_1)\) and no indication appears at their common boundary.
Compatibility Marking Procedure:

1. If under no circumstance can a CIO-status on \((r_1, c_1)\) square be compatible with a CIO-status on \((r_2, c_2)\) square, return (to the calling routine) with FLAG=R. Otherwise, proceed to the next step.

2. If \(c_1 = c_2\), go to step (3). Otherwise, \(r_1 = r_2\) here, if all CIO-statuses on \((r_2, c_2)\) square have the same x-component, say \(\alpha\), delete those CIO-statuses on \((r_1, c_1)\) having some x-component different from \(\alpha\), go to step (4), else if all CIO-statuses on \((r_1, c_1)\) square have the same x-component, say \(\beta\), delete those CIO-statuses on \((r_2, c_2)\) square having some x-component different from \(\beta\), go to step (4), otherwise, go to step (5).

3. If all CIO-statuses on \((r_2, c_2)\) square have the same z-component, say \(\gamma\), delete those CIO-status on \((r_1, c_1)\) square having some component different from \(\gamma\), go to step (4), else if all CIO-statuses on \((r_1, c_1)\) square have the same x-component, say \(\theta\), delete those CIO-statuses on \((r_2, c_2)\) square having some x-component different from \(\theta\), proceed to step (4), otherwise, go to step (5).

4. Make the "Δ" indication at the common boundary of \((r_1, c_1)\) and \((r_2, c_2)\) squares.

5. Return (to the calling routine).

1.4.d. If FLAG=R and COPY=A, return (to the calling routine) with an indication that it is impossible to mark the array of MxN squares as specified. If FLAG=R and COPY=R, go to step 1.4.h. Otherwise, FLAG=G here, proceed to the next step.

1.4.e. If there exists any pair of marked neighboring squares where their common boundary is without any indication, go to step 1.4.g. Otherwise, proceed to the next step.
I.4.f. If by heuristic observation over the pattern of marked squares developed so far, one can (correctly) obtain the marked array of MxN squares satisfying all the constraints on it, return to the calling routine with the result. Otherwise, go to step I.4.b.

I.4.g. Let RECORD be a copy of the array of marked squares with the indications on common boundaries of neighboring squares developed so far. Among those squares marked with multiple CIO-statuses, select the one containing \( q_i \), provided there exists one, otherwise drop this criterion for selection also with the smallest distance, break a tie by selecting the one closest to a square marked with single CIO-status during the temporary marking. Make a choice among the marked CIO-statuses on that chosen square by choosing \( q_i \) if possible, otherwise choose some other one. Set COPY=R. Let RUNNING-COPY be a copy of RECORD with the exception that the chosen square is marked with the chosen CIO-status instead of all CIO-statuses. Record the choices on RECORD. Use RUNNING-COPY as the marking on the array of squares developed so far, go to step I.4.c.

I.4.h. From RECORD, construct a current RUNNING-COPY which is the same as RECORD except the chosen square is marked with an alternate CIC-status. Record this alternate choice on RECORD. If this is a last alternate CIO-status on the chosen square, set COPY=A; otherwise, COPY=R stands. Use the current RUNNING-COPY as the marking on the array of squares developed so far, go to step I.4.c.

P1. Execute the Procedure \( P_f \) with \( M=N=2 \). If the result is an indication that it is impossible to mark the array of 2x2 squares as specified, proceed to the next step. Otherwise, go to step P3.

P2. Return (to the calling routine) with an indication that there exists no prime tessellation with respect to the given \( q_i \).
P3. Execute the procedure $P_f$ with some larger integer for $M$ and $N$, say $M=N=6$. In doing so, the result obtained so far can, of course, be utilized. If the result is an indication that it is impossible to mark the array of $MxN$ squares as specified, go to step P2. Else if by heuristic observation over the pattern of the result so far, one can (correctly) obtain a prime tessellation with respect to the given CIO-status, return to the calling routine with the completed result, otherwise, proceed to the next step.

P4. Execute the Procedure $P_f$ with some larger integer for $M$ and $N$, say $M=N=12$. The handling of the result is same as that stated in step P3.

P5. 

Example 1: Consider an $MxN$ array with a specification of the cell as $F_1(x, z) = x + z$ and $F_2(x, z) = x + z$. Let $q_1 = (0, 0, 1, 1), q_2 = (0, 1, 1, 1), q_3 = (1, 0, 1, 0)$, and $q_4 = (1, 1, 0, 1)$. All nontrivial nonnegative integer solutions to $m_1 \cdot 0 + m_2 \cdot 0 + m_3 \cdot 1 + m_4 \cdot 1 + m_1 \cdot 1 + m_2 \cdot 1 + m_3 \cdot 1 + m_4 \cdot 0$ and $m_1 \cdot 0 + m_2 \cdot 1 + m_3 \cdot 0 + m_4 \cdot 1 = m_1 \cdot 1 + m_2 \cdot 1 + m_3 \cdot 0 + m_4 \cdot 1$ for $m_1, m_2, m_3$, and $m_4$ render $m_1 = 0$. This reveals the need to find a prime tessellation with respect to $q_1$ as far as enabling all cells in the array to experience the CIO-status $q_1$ is concerned. Some intermediate steps in following the Procedure $P_f$ for determining a prime tessellation with respect to $q_1$ are as follows.
Step a

Step b

Step c  The choice is indicated by ✓

Step d
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By heuristic observation over the pattern of marked squares as shown in step f, one can obtain a prime tessellation with respect to $q_i$ as follows.
This prime tessellation with respect to the CIO-status \( q_1 \) implies that 
\( M+N-1 \) steps are required to enable all cells in the array to experience 
the CIO-status \( q_1 \). To see this point, one can observe a specific case, 
say for \( M = 4 \) and \( N = 5 \), where \( 4+5-1 = 8 \) CIO-statuses-compatible 
mappings on the 4x5 array can be obtained from the prime tessellation with 
respect to \( q_1 \) as follows.

With the application of 00000 to the vertical boundary inputs, in the order 
from left to right, and 0101 to the horizontal boundary inputs, in the order 
from top to bottom, of the 4x5 array, all cells on the dotted line in M1 
have the input combination corresponding to \( q_1 \) applied. Similarly, with 
the application of 11000 to the vertical boundary inputs and 0101 to the 
horizontal boundary inputs of the 4x5 array, all cells on the dotted line in
M6 have the input combination corresponding to $q_1$ applied. These 8 CIO-statuses-compatible mappings on the 4x5 array imply that 8 steps are required to enable all cells in the 4x5 array to experience the CIO-status $q_1$.

A nontrivial nonnegative integer solution to

$$m_1 \cdot 0 + m_2 \cdot 0 + m_3 \cdot 1 + m_4 \cdot 1 = m_1 \cdot 1 + m_2 \cdot 1 + m_3 \cdot 0 + m_4 \cdot 0$$

and

$$m_1 \cdot 0 + m_2 \cdot 1 + m_3 \cdot 0 + m_4 \cdot 1 = m_1 \cdot 1 + m_2 \cdot 1 + m_3 \cdot 0 + m_4 \cdot 1$$

for $m_1, m_2, m_3, m_4$ is

$m_1 = 0$, $m_2 = 1$, $m_3 = 1$, and $m_4 = 1$. Let $r = (q_2, q_3, q_4)$. Notice that $r_1 = (q_3)$ and $r_2 = (q_2, q_4)$ are both in full-balance, furthermore, $q_3$ alone is a rectangular-tessera and $(q_2, q_4)$ is a rectangular-tessera of order 1x2. Thus, it follows from Theorem 4 and Theorem 5 that one step is required to enable all cells in the array to experience the CIO-status $q_3$ independent of the size of the array and two steps are required to enable all cells in the array to experience the CIO-statuses $q_2$ and $q_4$ independent of the size of the array. Therefore, $1 + 2 + (M+N-1)$ steps are required to enable all cells in the MxN array to experience all CIO-statuses $q_1, q_2, q_3, q_4$.

The results of this subsection are summarized in Table 1. Of all the possible $2^2 \times 2^2 = 256$ cases, when a prime tessellation with respect to some CIO-status is required, most cases require at most reaching step P3 in Procedure $P_1$. There are 96 cases corresponding to those entries in Table 1 with *'s where in each of these cases at least one input combination is not applicable to the lower-right cell of a 2x2 array and thus not applicable to the typical cell in any MxN array, where $M \geq 2$ and $N \geq 2$.

An exhaustive search on the result on Table 1 reveals one fact about the class of arrays with each cell having a binary horizontal input and a binary vertical input related to the minimum number of array tests which is the number of tests required for testing a single cell, i.e., four in this class of arrays. This is stated in Theorem 12.
<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_2$</th>
<th>0</th>
<th>1</th>
<th>x</th>
<th>z</th>
<th>$x \times x$</th>
<th>$x \times z$</th>
<th>$x \times x \times x$</th>
<th>$x \times z \times z$</th>
<th>$x \times x \times x \times x$</th>
<th>$x \times z \times z \times z$</th>
<th>$x \times x \times x \times x \times x$</th>
<th>$x \times z \times z \times z \times z$</th>
<th>$x \times x \times x \times x \times x \times x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td></td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
</tr>
<tr>
<td>z</td>
<td></td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
</tr>
<tr>
<td>$x^2$</td>
<td></td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
</tr>
<tr>
<td>$x^2$</td>
<td></td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
<td>n(n) (n(p) (n(p)</td>
</tr>
</tbody>
</table>

Symbols:
- (n) only nonprime tessellations required
- (n(p)) nonprime and prime tessellations required

*At least one CID-status can not be experienced by a typical cell in the array

Table 1. The number of steps required to apply all cell input combinations to all cells in an array of size $M \times M$ in the class of arrays with each cell having a binary horizontal input, a binary vertical input, a binary horizontal output, and a binary vertical output.
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Theorem 12: Given a 2-dimensional array of arbitrary size with each cell having a binary horizontal input, a binary vertical input and a set of CIO-statuses \( q_1^h, q_2^h, q_3^h, q_4^h \) describing the cell in the array, the number of steps required to apply all possible input combinations to all cells in the array is equal to the minimum number of array tests, which is four, if and only if \( (q_1^h, q_2^h, q_3^h, q_4^h) \) is in full-balance.

c. Tessellations for Arrays of Cells with Multiple Horizontal Input Terminals and Multiple Vertical Input Terminals

For the general class of arrays of cells each with multiple horizontal input terminals and multiple vertical input terminals, when a prime tessellation with respect to a given CIO-status in a set of CIO-statuses specifying a cell is to be found, the Procedure \( P \) in the preceding subsection can be extended to adapt to the general class of arrays here. One thing one must be aware of is that the condition that \( n \)-tuple of CIO-statuses \( C \) is in full-balance is, in general, not sufficient for the existence of a rectangular-tessera or rectangular-tesserae covering all distinct CIO-statuses in the \( n \)-tuple \( C \).

2. Existence of a Sensitized Path

Let the cell in a two-dimensional array be described in terms of two mappings \( F_1^h : X \times Z \rightarrow \hat{X} \) and \( F_2^v : X \times Z \rightarrow \hat{Z} \), then, one has the following theorem regarding the existence of a sensitized path.

Theorem 13: If the logic of the cell in a two-dimensional array is chosen such that

1. the mapping \( F : X \times Z \rightarrow \hat{X} \times \hat{Z} \), defined by \( F(x, z) = (F_1^h(x, z), F_2^v(x, z)) \) for \( \forall x \in X \) and \( \forall z \in Z \), is one-to-one (and/or onto),
2. \( F_1^h : X \times Z \rightarrow \hat{X} \) is as such that any change in \( x \) while \( z \) is constant or any change in \( z \) while \( x \) is constant induces some change in \( \hat{X} \) and \( F_2^v : X \times Z \rightarrow \hat{Z} \) is any (well-defined) mapping,
3. \( F_2^v : X \times Z \rightarrow \hat{Z} \) is as such that any change in \( x \) while \( z \) is constant or any change in \( z \) while \( x \) is constant induces some change in \( \hat{Z} \) and \( F_1^h : X \times Z \rightarrow \hat{X} \) is any (well-defined) mapping, or
(4) \( F : X \times Z \rightarrow \hat{X} \) is as such that any change in \( x \) while \( z \) is constant induces some change in \( \hat{X} \) and \( F : X \times Z \rightarrow \hat{Z} \) is as such that any change in \( z \) while \( x \) is constant induces some change in \( \hat{Z} \),

then, for all possible input combinations to a cell and each possible cell output change due to a fault, there exists at least one sensitized path from that cell to one of the boundary outputs.

**Proof: Part (1)**

Suppose a cell \( C_1 \) on the diagonal line \( D_1 \) is faulty as indicated in Figure 2. Then, at least one of the outputs of the cell \( C_1 \) is perturbed

![Diagram](image-url)

**Figure 2.** Graph for the Proof of Part (1) of Theorem 13.
from its nominal value. This causes the input change to at least one of
two cells \( C_2 \) and \( C_3 \) on the diagonal line \( D_{i+1} \) receiving an input from the
cell \( C_1 \). Thus, at least one of the outputs of cells \( C_2 \) and \( C_3 \) is perturbed
from its nominal value. Eventually, the output change of cell \( C_1 \) is
propagated through diagonal lines \( D_{i+1}, D_{i+2}, \ldots \) etc. until one or more of
boundary output terminals is reached.

Part (2)

An equivalent statement for that \( F_\wedge:XXZ \rightarrow \wedge \) is as such that any
change in \( x \) while \( z \) is constant or any change in \( z \) while \( x \) is constant
induces some change in \( \wedge \) that \( F_\wedge:XXZ \rightarrow \wedge \) is a mapping where \(|\wedge| \geq |Z|\),
(\( \wedge = X \) of course), \( F_\wedge \) \( Z \) is one-to-one for \( \forall z \in Z \), and \( F_\wedge \) \( X \) is one-to-one
\( \forall x \in X \). Now, suppose there is a \( \wedge \)-output change due to a fault in a cell
\( C_f \). This change in \( \wedge \) of the cell \( C_f \), or equivalently, the change in \( x \) for
the cell \( C_g \) immediately to the right of the cell \( C_f \), causes at least the
change in \( \wedge \) of the cell \( C_g \). Thus, the \( \wedge \)-output change due to a fault is
at least propagated along a row until the boundary output terminal is
reached. Suppose the fault in cell \( C_f \) causes the change in \( z \)-output of
cell \( C_f \). This change in \( z \) of the cell \( C_f \), or equivalently, the change in
\( z \) for the cell \( C_h \) immediately below the cell \( C_f \), causes at least the
change in \( \wedge \) of the cell \( C_h \). And, this change in \( \wedge \) of the cell \( C_h \) is then
at least propagated along a row until the boundary output terminal is
reached. Of course, the fault in cell \( C_f \) causing changes of both \( \wedge \)-output
and \( z \)-output will be detected at least at the boundary output terminal in
the same row as cell \( C_f \).

Part (3)

This is symmetrical to Part (2).
Part (4)

Here, $F_z : X \times Z \to X$ is a mapping where $F_z : X \times Z \to Z$ is one-to-one for $\forall z \in Z$ and $F_z : X \times Z \to Z$ is a mapping where $F_z : X \times X \to X$. Any $x$-output change due to a fault in a cell $C_i$, or equivalently, a change in $x$ for the cell $C_i$, immediately to the right of the cell $C_i$, causes the change in $x$ of the cell $C_i$. This $x$-output change due to a fault is propagated along a row until the boundary output terminal is reached. Any $z$-output change due to a fault in a cell $C_i$, or equivalently, a change in $z$ for the cell $C_i$, immediately below the cell $C_i$, causes the change in $z$ of the cell $C_i$. This $z$-output change due to a fault is propagated along a column until the boundary output terminal is reached. Certainly, the fault in cell $C_i$ causing changes of both $x$-output and $z$-output will be detected at the boundary output terminal in the same row as cell $C_i$ as well as at that in the same column as cell $C_i$.

Recall that the presence of a single faulty cell in an array can be detected if and only if both the Covering Condition and the Sensitized Path Condition are satisfied.

D. Remarks

If the realization (at gate level) of the cell in an array is known or the erroneous effects on the cell input-output behavior due to all possible faults are known, then, a set of essential input combinations for testing a cell completely is obtainable [1], [8], [13], [16], [18], which is some subset of a set of all cell input combinations. Chances are the set of essential input combinations for testing a cell completely is a proper subset of the set of all cell input combinations. During the process of finding a non-empty set of tessellations to cover all CIO-statuses in a given CIO-table in a manner described in this chapter, one can find out, for each CIO-status $q$ in the given CIO-table, whether or not $q$ can appear in some tessellation (be it nonprime or prime). As long as each of the essential input
combinations is applicable to every cell in the array, or each of the corresponding CIO-statuses appears in some tessellation, the Covering Condition is satisfied for the given array even though there exists some input combination which is not applicable to some cell in the array.

On the other hand, there is a possibility that the Covering Condition is not satisfied when considering only the set of essential CIO-statuses corresponding to the essential input combinations but the Covering Condition would be satisfied if the set of all CIO-statuses in the CIO-table or some alternative realization of the cell were considered.
Chapter III

FAULT DETECTION AND LOCATION IN FIRST CATEGORY
SEQUENTIAL CELLULAR ARRAYS

A. Introduction

A first category sequential array is a sequential array of cells each having some memory element as well as some logic circuit, where the state of each memory element in each cell can be set or reset through the external control. The permutation array and the accumulator array in Kautz [12] and the class of cutpoint cellular logic arrays in Minnick [14], where a cutpoint being "open" or "closed" can be thought of the state of a memory element being "0" or "1", are examples of the first category sequential arrays. Under the assumption that all input-state combinations are necessary to test a cell completely, the two necessary conditions that must be satisfied for array testing for the detection of the presence of a faulty cell in a first category sequential array are same as the Covering Condition and the Sensitized Path Condition in Chapter II except that "input combination" is replaced by "input-state combination". They are:

**Condition A:** Every input-state combination must be applicable to every cell in the array.

**Condition B:** For each input-state combination to a cell and each possible cell output change due to a fault, there must exist at least one sensitized path from that cell to one of boundary outputs.

Again, these two necessary conditions together are sufficient for the detection of the presence of single faulty cell in a first category sequential array. The results with regard to the fault detection of combinational
arrays can be easily extended to the case here. In this chapter, an array shall be understood to be a first category sequential cellular array.

For a cell in an array, the finite horizontal input set, the finite vertical input set, the finite nonempty state set, the finite horizontal output set, and the finite vertical output set are denoted by $X$, $Z$, $S$, $\hat{X}$, and $\hat{Z}$, respectively. $x$, $z$, $s$, $\hat{x}$, and $\hat{z}$ are arbitrary elements of $X$, $Z$, $S$, $\hat{X}$, and $\hat{Z}$, respectively.

B. One-Dimensional Arrays

1. Arrays With Autonomous Cells, where $Z=Z=\emptyset$ and $X=\emptyset$

Let the cell be described in terms of a mapping $F:S\times S \rightarrow \hat{X}$, then one has the following.

Theorem 14: A one-dimensional autonomous array is testable if and only if there exists some $s \in S$ such that the reduced mapping $\Gamma_{s}^{1}:X \rightarrow \hat{X}$ is one-to-one (and/or onto); moreover, the number of tests required to test the array is in the range from $|X| \cdot |S|$ to $|X| \cdot (|S| - |n| + 1)$ where $n$ is the number of cells in the array.

Theorem 15: Any single faulty cell in a one-dimensional autonomous array can be located with an uncertainty of 1 if and only if there exists some $s \in S$ such that (1) the reduced mapping $\Gamma_{s}^{1}:X \rightarrow \hat{X}$ is one-to-one and (2) the response at the boundary output with respect to the $|X|$ test steps, where all cells are set to the state $s$ and each of $|X|$ possible cell input combinations is applied to the first cell step by step, is nominal.

2. Arrays With $Z=\emptyset$, $\hat{Z}=\emptyset$, and $X=\emptyset$

Let the cell be described in terms of two mappings $F_{x}:S \times X \rightarrow \hat{X}$ and $F_{z}:S \times X \rightarrow \hat{Z}$, then one has the following.
Theorem 16: A one-dimensional array with $Z=\emptyset$, $X\neq \emptyset$, and $X=\hat{X}\neq \emptyset$ is testable if and only if there exists some $s \in S$ such that the reduced mapping $F_{X,J,S}^{-1}:X-\hat{X}$ is one-to-one (while $F_{Z}:SxS-\hat{Z}$ is any well-defined mapping); moreover, the number of tests required to test the array is in the range from $|X|\cdot |S|$ to $|X|\cdot (n\cdot |S|-n+1)$ where $n$ is the number of cells in the array.

Theorem 17: Any single faulty cell in a one-dimensional array with the typical cell having no external cell input can be located with an uncertainty of 1 if and only if there exists some $s \in S$ such that (1) the reduced mapping $F^{-1}_{X,J,S}:X-\hat{X}$ is one-to-one and (2) the response at the $\hat{x}$-output of the last cell with respect to the $|X|$ test steps, where all cells are set to the state $s$ and each of $|X|$ possible cell input combinations is applied to the first cell step by step, is nominal; however, any single faulty cell in the array can be located with an uncertainty of 2 if there exists some $s_1 \in S$ such that $F_{X,J,S}^{-1}$ is one-to-one and there exists some $s_2 \in S$ such that $F_{Z,J,S}^{-1}$ is one-to-one provided $|Z|\geq |X|$.

3. Arrays With $X=\hat{X}\neq \emptyset$, $Z\neq \emptyset$, and $\hat{Z}=\emptyset$

Theorem 18: Given a one-dimensional array with $X=\hat{X}\neq \emptyset$, $Z\neq \emptyset$, and the cell is described in terms of a mapping $F:SxXxZ-\hat{X}$, then it is testable if and only if there exist some $s \in S$ and $z \in Z$ such that the reduced mapping $F_{S,J,S}^{-1}:X-\hat{X}$ is one-to-one; moreover, the number of tests required to test the array is in the range from $|X|\cdot |Z|\cdot |S|$ to $|X|\cdot (n\cdot |S|\cdot |Z|-n+1)$ where $n$ is the number of cells in the array.

Theorem 19: Given a one-dimensional array with $X=\hat{X}\neq \emptyset$, $Z\neq \emptyset$, and the cell is described in terms of a mapping $\Gamma:SxXxZ-\hat{X}$, then any single faulty cell can be located with an uncertainty of 1 if and only if there exist some $s_1 \in S$ and $z_1 \in Z$ such that (1) $F_{S,J,S}^{-1}:X-\hat{X}$ is one-to-one and (2) the response at the boundary output with respect to the $|X|$ test steps,
where all cells are set to the state \( s_1 \), the \( z \)-input to every cell is \( z_1 \), and each of \( |X| \) possible \( x \)-input combinations is applied to the first cell step by step, is nominal.

4. Arrays With \( X=\hat{X} \neq \emptyset \), \( Z \neq \emptyset \), and \( \hat{Z} \neq \emptyset \)

Theorem 20: Given a one-dimensional array with \( X=\hat{X} \neq \emptyset \), \( Z \neq \emptyset \), \( \hat{Z} \neq \emptyset \), and the cell is described in terms of two mappings \( F_{\hat{X}}:S \times X \times Z \rightarrow \hat{X} \) and \( F_{\hat{Z}}:S \times X \times Z \rightarrow \hat{Z} \), then it is testable if and only if either (1) there exist some \( s_1 \in S \) and \( z_1 \in Z \) such that the reduced mapping \( F_{\hat{X}}:S \rightarrow \hat{X} \) is one-to-one or (2) for any \( \hat{x} \in \hat{X} \), there exist some \( x \in X \), \( s_2 \in S \), and \( z_2 \in Z \) such that \( F_{\hat{X}}(s_2, x, z_2) = \hat{x} \) and there exist some \( s_3 \in S \) and \( z_3 \in Z \), where \( s_3 \) is not necessarily distinct from \( s_2 \) and \( z_3 \) is not necessarily distinct from \( z_2 \), such that the reduced mapping \( F_{\hat{Z}}:S \rightarrow \hat{Z} \) is one-to-one provided \( |\hat{Z}| \geq |X| \).

Theorem 21: Given a one-dimensional array with \( X=\hat{X} \neq \emptyset \), \( Z \neq \emptyset \), \( \hat{Z} \neq \emptyset \), and the cell is described in terms of two mappings \( F_{\hat{X}}:S \times X \times Z \rightarrow \hat{X} \) and \( F_{\hat{Z}}:S \times X \times Z \rightarrow \hat{Z} \), then any single faulty cell can be located with an uncertainty of 2 if for any \( \hat{x} \in \hat{X} \), there exist some \( s_1 \in S \), \( x \in X \), and \( z_1 \in Z \) such that \( F_{\hat{X}}(s_1, x, z_1) = \hat{x} \), \( |\hat{Z}| \geq |X| \), and there exist some \( s_2 \in S \) and \( z_2 \in Z \), where \( s_2 \) is not necessarily distinct from \( s_1 \) and \( z_2 \) is not necessarily distinct from \( z_1 \), such that the reduced mapping \( F_{\hat{Z}}:S \rightarrow \hat{Z} \) is one-to-one; however, any single faulty cell can be located with an uncertainty of 1 if and only if there exist some \( s_3 \in S \) and \( z_3 \in Z \) such that the reduced mapping \( F_{\hat{X}}:S \rightarrow \hat{X} \) is one-to-one and the response to the \( |X| \) test steps, where all cells are set to the state \( s_3 \), the \( z \)-input to every cell is \( z_3 \), and each of \( |X| \) possible \( x \)-input combinations is applied to the first cell step by step, is nominal.

C. Two-Dimensional Arrays

One way to specify the cell in an array is by the cell-input-state-output-table, abbreviated as CISO-table, listing all possible cell
input-state combinations and the corresponding cell outputs. A CISO-status is a triplet \((i, s, o)\) where \(i\), \(s\), and \(o\) are the cell input, state, and the corresponding output, respectively.

1. **Covering Each Cell in an Array With Every Possible Input-State Combination**

Let \(S_f\) be a set of all CISO-statuses in the CISO-table \(T_{CISO}\) describing the cell in an array. Let \(T_{CIO}\) be a CIO-table carrying incomplete information about the table \(T_{CISO}\) in that the state information in the table \(T_{CISO}\) are discarded in the table \(T_{CIO}\). Let \(S_1\) be a set of all (distinct) CIO-statuses in the table \(T_{CIO}\). Clearly, one has the following.

**Theorem 22:** The Condition A is satisfied if there exists a nonempty set \(S_t\) of tessellations such that each CIO-status in the set \(S_1\) occurs on \(C_{ij}\) in at least one tessellation in the set \(S_t\) for \(\forall i \in S_1\) and \(\forall j \in S_1\).

Notice that the existence of a nonempty set \(S_t\) of tessellations such that each CIO-status in the set \(S_1\) occurs on \(C_{ij}\) in some tessellation in the set \(S_t\) for \(\forall i \in S_1\) and \(\forall j \in S_1\) is also necessary for satisfying the Condition A for the doubly-infinite array, one can conceive that this property is also necessary for satisfying the Condition A for very large (in both dimensions) finite arrays.

The procedures in obtaining tessellations in section II.C.1. are applicable to the situation here except that in calculating the number of steps required for applying all possible input-state combinations to all cells in the array, one needs to refer back to the table \(T_{CISO}\) since a CIO-status in the table \(T_{CIO}\) might represent two or more distinct CISO-statuses in the set \(S_f\).
2. Existence of a Sensitized Path -- A Sufficiency for Satisfying the Condition B

Let the cell in a two-dimensional array be described in terms of two mapping $F_S: S \times X \times Z \to X$ and $F_Z: S \times X \times Z \to Z$, then one has the following theorem regarding the existence of a sensitized path.

Theorem 23: If the cell in a two-dimensional array is chosen such that

1. there exists some $s_1 \in S$ such that the reduced mapping $F_S^{s_1}: X \times Z \to X$, where $F: S \times X \times Z \to X \times Z$ is defined by $F(s, x, z) = (F_1(s, x, z), F_2(s, x, z))$ for all $s \in S$, $x \in X$, and $z \in Z$, is one-to-one,

2. there exists some $s \in S$ such that the reduced mapping $F_S: X \to X$ is one-to-one for all $z \in Z$, the reduced mapping $F_Z: X \times Z \to Z$ is one-to-one for all $x \in X$ provided $|X| > |Z|$, and $F_Z: S \times X \times Z \to Z$ is any (well-defined) mapping,

3. there exists some $s \in S$ such that the reduced mapping $F_Z: S \times X \times Z \to Z$ is one-to-one for all $x \in X$, the reduced mapping $F_S: X \times Z \to X$ is one-to-one for all $z \in Z$ provided $|Z| > |X|$, and $F_S: S \times X \times Z \to X$ is any (well-defined) mapping, or

4. there exists some $s \in S$ such that the reduced mapping $F_Z: S \times X \times Z \to Z$ is one-to-one for all $z \in Z$ and the reduced mapping $F_S: X \times Z \to X$ is one-to-one for all $x \in X$,

then, the Condition B is satisfied.

Proof: Part (1)

By setting all cells in an array satisfying (1) to the state $s_1$, the logic of all cells behaves in a manner described in (1) of Theorem 13.

The proof here, then, follows that for Part (1) of Theorem 13.
Similarly, Part (2), Part (3), and Part (4) here follow the implication of the proofs for Part (2), Part (3), and Part (4) of Theorem 13, respectively.

**Theorem 24:** Let the cell in an array be described in terms of two mappings $F_X: S \times X \times Z \to \hat{X}$ and $F_Z: S \times X \times Z \to \hat{Z}$. If the cell in an array is chosen such that there exists some $s \in S$ such that

1. the reduced mapping $F'_I: X \times Z \to X \times Z$ is one-to-one, where $F: S \times X \times Z \to X \times Z$ is defined by $F(s, x, z) = (F'_X(s, x, z), F'_Z(s, x, z))$ for $s \in S$, $x \in X$, and $z \in Z$, or

2. the reduced mapping $F'_I: X \times Z \to X$ is one-to-one for $z \in Z$ and the reduced mapping $F'_I: X \times Z \to Z$ is one-to-one for $x \in X$,

then, the array is testable; moreover, the minimum number of tests required to test all possible input-state combinations on all cells in the array is $|X| \cdot |Z| \cdot |S|$.

**Proof:** Suppose the cell in an array is chosen such that the hypothesis is satisfied. Then, that the Condition B is satisfied follows Part (1) or Part (4) of Theorem 23. That the Condition A is satisfied follows the implication of Theorem 7 or Theorem 8 in Chapter III. Thus, the array is testable meaning that the presence of a single faulty cell in the array can be detected.

Suppose the cell in an array is chosen such that (a) the reduced mapping $F'_I: X \times Z \to X \times Z$ is one-to-one for $s \in S$ or (b) the reduced mapping $F'_I: X \times Z \to X$ is one-to-one for $s \in S$, $z \in Z$, and the reduced mapping $F'_I: X \times Z \to Z$ is one-to-one for $s \in S$, then, the number of tests required to test all possible input-state combinations on all cells in the array is $|X| \cdot |Z| \cdot |S|$ which is the minimum number of tests in the array testing.
Theorem 25: Let the cell in an array be described in terms of two mappings $F_1: S \times X \times Z \rightarrow \tilde{X}$ and $F_2: S \times X \times Z \rightarrow \tilde{Z}$. If the cell in an array is chosen such that there exists some $s_1 \in S$ such that

1. the reduced mapping $F^S_{s_1}: X \times Z \rightarrow \tilde{X} \times \tilde{Z}$ is one-to-one, where $F:S \times X \times Z \rightarrow \tilde{X} \times \tilde{Z}$ is defined by $F(s, x, z) = (F_1^s(s, x, z), F_2^s(s, x, z))$ for $\forall s \in S$, $\forall x \in X$, and $\forall z \in Z$, or

2. the reduced mapping $F^S_{s_1}: X \rightarrow \tilde{X}$ is one-to-one for $\forall z \in Z$ and the reduced mapping $F^S_{s_1}: X \rightarrow \tilde{Z}$ is one-to-one for $\forall x \in X$ and the response to the $|X| \cdot |Z|$ tests, where every cell in the array is set to the state $s_1$, enabling the checking for all those CISO-statuses each having $s_1$ as its state-component in the set $S_f$ on all cells in the array, is nominal, then, any faulty cell in the array can be located with an uncertainty of 1.

In fact, for any array satisfying the hypothesis in Theorem 25, all possible faults in any cell in the array are effectively those faults each introducing some erroneous cell output while the cell is in some state other than the state $s_1$, hence, each of multiple faulty cells in the array can be located with an uncertainty of 1.
A. Introduction

A second category sequential array is a sequential array of cells each having some memory element as well as some logic circuit where the state of each memory element in each cell is controlled by some logic within the cell and each cell behaves as a deterministic, strongly-connected, completely-specified, finite-state, and synchronous sequential machine. In this chapter, an array shall be understood to be a second category sequential cellular array.

Again, for a cell in an array, the finite horizontal input set, the finite vertical input set, the finite nonempty state set, the finite horizontal output set, and the finite vertical output set are denoted by $X$, $Z$, $S$, $X$, and $Z$, respectively. $x$, $z$, $s$, $x$, and $z$ are arbitrary elements of $X$, $Z$, $S$, $X$, and $Z$, respectively.

B. A Special Case

In this section, the investigation is on the detection and location of a faulty cell in a synchronous sequential array of cells each with a trigger flip-flop as its memory element as shown in Figure 3. $C_1$ and $C_2$ are timing signals (pulses) enabling the cell to behave in the synchronous manner. The combinational logic within a cell, $F: SxXxZ\rightarrow\hat{X}$ where $X=Z=S=\hat{X}=[0,1]$, can be specified in the form of a $L$-table, which is actually a Karnaugh map with 8 entries in two rows each corresponding to
Given a Boolean function \( F(x_1, x_2, \ldots, x_k, \ldots, x_n) \), the subcomplement of \( F(x_1, x_2, \ldots, x_k, \ldots, x_n) \) with respect to \( x_1, x_2, \ldots, x_k \), denoted by \( F^*_{x_1, x_2, \ldots, x_k} \), is a mapping \( F^*_{x_1, x_2, \ldots, x_k}(x_1, x_2, \ldots, x_k, \ldots, x_n) : \{0, 1\}^n \to \{0, 1\} \) defined as following:

Let \( V_0 \) be a collection of \( 2^{n-k} \) vertices where \( x_1 = 0, x_2 = 0, \ldots, x_k = 0, \) \( V_1 \) be a collection of \( 2^{n-k} \) vertices where \( x_1 = 0, x_2 = 1, \ldots, x_{k-1} = 0, \) \( x_k = 1, \) \( V_2 \) be a collection of \( 2^{n-k} \) vertices where \( x_1 = 0, x_2 = 0, \ldots, x_k = 1, \) \( x_{k+1} = 0, \ldots, \) and \( V_{2k-1} \) be a collection of \( 2^{n-k} \) vertices where \( x_1 = 1, \) \( x_2 = 1, \ldots, x_k = 1. \) Let \( S = [V_0, V_1, V_2, \ldots, V_{2k-1}] \). Partition \( S \) into two blocks \( S_c \) and \( S_d \), i.e., \( S_c \cup S_d = S \) and \( S \cap S_c = S \cap S_d = \emptyset \), according to the criterion that \( V_j \in S_c \) if and only if \( F(v) \) are identical for all \( v \in V_j \). Then,

1. For all \( i \) such that \( V_i \in S_c \) and for all \( v \in V_i \), \( F^*_{x_1, x_2, \ldots, x_k}(v) = F(v) \),

and

2. For all \( j \) such that \( V_j \in S_d \) and for all \( v \in V_j \), \( F^*_{x_1, x_2, \ldots, x_k}(v) = \overline{F}(v) \).
Theorem 26: The presence of a single faulty cell in a one-dimensional array (a horizontal linear cascade) of identical cells of the type as shown in Figure 3 can be detected if and only if

1. for any state a cell is in, there exists some $z \in Z$ such that any change in $x$-input induces some change in the cell output ($y$-output),
2. the fault of the combinational logic in the cell is not the one, in effect, causing the logic to realize the subcomplement of $F$ with respect to $x$ and $z$, where $F$ is the Boolean function specified for the combinational logic, and
3. $F$ is not independent of $s$.

Proof: Necessity

In order to provide all possible horizontal input combinations, i.e., $x=0$ and $x=1$, to a typical cell, both 0 and 1 must appear as entries in the L-table specifying the combinational logic in a cell. It is impossible to keep every cell in the array in a particular state at all time during entire test schedule, what's more, any cell output change due to a fault must be detectable at the boundary output ($y$-output of the last cell), thus, for any $s \in S$, there must exist some $z \in Z$ such that $F(s,x,z) \neq F(s,x',z)$ for any pair $x, x' \in X$ with $x \neq x'$. Therefore, the condition (1) is necessary.

That the condition (2) is necessary can be shown by contradiction. Suppose that there are two separate cells A and B of the type as shown in Figure 3 both satisfying the conditions (1) and (3) but the logic of cell A is realizing $F$ and the logic of cell B is realizing $F^*_{x,z}$. Suppose the input combination of $x=a \Delta z=b$ for some $a \in \{0, 1\}$ is applied to the two separate cells A and B simultaneously, if the two entries under the column $x=a \Delta z=b$ in the L-table specifying $F$ are same, say each is a 0, then the corresponding two entries in the L-table specifying $F^*_{x,z}$ are same, namely
each is a 0, thus the output of cell A is same as the output of cell B in responding to the input combination of \( x=aAz=b \) regardless of the states of these two cells, if the two entries under the column \( x=aAz=b \) in the \( L \)-table specifying \( F \) are different, say the entry corresponding to \( s=0Ax=aAz=b \) is a 1 and the entry corresponding to \( s=1Ax=aAz=b \) is a 0, then the corresponding two entries in the \( L \)-table specifying \( F^*_{x,z} \) are different, namely the entry corresponding to \( s=0Ax=aAz=b \) is a 0 and the entry corresponding to \( s=1Ax=aAz=b \) is a 1, thus the output of cell A at state \( c \in S=\{0,1\} \) is same as the output of cell B at state \( \overline{c} \) in responding to the same input condition; furthermore, if the next state of cell A remains same as its present state, then the next state of cell B remains same as its present state, if cell A changes its state, then cell B changes its state. Therefore, the sequence of the output of cell A initially at state \( c \) is same as that of cell B initially at state \( \overline{c} \) with response to the same input sequence. Hence, if the conditions (1) and (3) are satisfied but the condition (2) is not met, then the occurrence of the fault in a cell of the array, in effect, causing the logic in the cell to realize \( F^*_{x,z} \) instead of the specified \( F \), can not be detected. This shows that the condition (2) is necessary.

That the condition (3) is necessary is obvious: if \( F \) is independent of the state of the cell, then whether the memory element is functioning properly or not has no effect on the input-output behavior of a cell, thus the fault in the memory element of a cell can not be detected.

**Sufficiency**

The proof is by construction, namely, it is to be shown that if a one-dimensional array of identical cells of the type as shown in Figure 3 satisfied the conditions (1), (2), and (3), then a test schedule can be derived which enables the detection of the presence of a faulty cell in the array. Three cases are considered.
Case 1. The conditions (1), (2), and (3) are satisfied where there exists some $z_1 \in Z$ such that any change in $x$-input induces some change in the cell output and the two entries in the $L$-table under each of the two columns corresponding to $z=z_1$ are same, i.e.,
\[ F(0,0,z_1) = F(1,0,z_1), \quad F(0,1,z_1) = F(1,1,z_1), \quad \text{and} \quad F(0,0,z_1) \neq F(0,1,z_1) \]
for some $z_1 \in Z$.

Without loss of generality, suppose the two entries under the column $x=x_1 \land z=z_1$ are 0's for some $x_1 \in \{0,1\}$, then the two entries under the column $x=x_1 \land z=ar{z}_1$ are 1's. Then, the essential part of the test schedule is applying $z_1$ to each $z$-input of all cells in the cascade and the input sequence of $x_1 \cdot \bar{x}_1 \cdot x_1 \cdot \bar{x}_1$ to the $x$-input of the first cell in the cascade. It is easy to verify that if none of cells in the cascade is stuck at any state and the sequence of the boundary output in responding to the essential part of the test schedule is correct, then the four entries in the $L$-table under the two columns corresponding to $z=z_1$ are known to have been checked for every cell in the cascade. The fact that the boundary output sequence in responding to the essential part of the test schedule is correct ensures the existence of a sensitizing path by virtue of applying $z_1$ to each $z$-input of the second to the last cell while testing the first cell and thus the subsequent part of the test schedule can be subsequently proceeded. If the boundary output sequence in responding to the essential part of the test schedule is not correct, then, the presence of a faulty cell is detected and there is no need to proceed to the subsequent part of the test schedule. The subsequent part of the test schedule begins with applying $z_1$ to each $z$-input of the second to the last cell in the cascade and appropriate sequence of input combination to the first cell to complete the test on the first cell since the output of the first can be determined by observing the boundary output and tracing backward along the sensitized
path to the output of the first cell. The fault, if any, in the first cell can thus be detected. Depending upon the actual specification of the combinational logic within a cell, it requires four to six test steps to check the four entries under the two columns corresponding to $z=\overline{z}_1$ for a cell. For instance, suppose that the two entries under the column $x=x_2\Lambda z=\overline{z}_1$, for some $x_2\in\{0,1\}$, are distinct and the 0-entry corresponds to $s=s_1\Lambda x=x_2\Lambda z=\overline{z}_1$ for some $s_1\in\{0,1\}$, furthermore, the two entries under the column $x=x_2\Lambda z=\overline{z}_1$ are both 1's. Then, if the first cell is fault-free and is in state $s_1$, then the output sequence of the first cell should be 1-0-1-1 in responding to the input sequence of $(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)$. If the first cell is fault-free and is in state $s_1$, then its output sequence should be 1-1-0-1-1 in responding to the input sequence of $(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)$. With this in mind, then if the output of the first cell is 0 in responding to the test step of $(x=x_2\Lambda z=\overline{z}_1)$, then the first cell is faulty, otherwise, proceed the second test step of $(x=x_2\Lambda z=\overline{z}_1)$ and the third test step onward should be depending upon its output in responding to the second test step. Note that any fault in the combinational logic excluded by the condition (2) or any fault in the memory element of the first cell should result an output sequence at the first cell other than 1-0-1-1 in responding to the input sequence of $(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)$ and 1-1-0-1-1 in responding to $(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)-(x=x_2\Lambda z=\overline{z}_1)$. After the first cell has been checked to be fault-free, the test on the second cell can be proceeded, similarly, by applying $z_1$ to the $z$-inputs of all cells but the second cell in the cascade and appropriate sequence of $x$-input to the first cell and $z$-input to the second cell. A similar test procedure is then used to test the remaining cells in the cascade if necessary. Therefore, with a test schedule of at most $6n+4$ test steps, where $n$ is the number of cells in
the cascade, the presence or absence of a faulty cell in the cascade can be detected.

Case 2. The conditions (1), (2), and (3) are satisfied, the additional specification stated in Case 1 is not met, and there exists some \( z_1 \in \mathbb{Z} \) such that any change in \( x \)-input induces some change in the cell output and the two entries in the L-table under each of the two columns corresponding to \( z = z_1 \) are distinct, i.e., \( F(0,0,z_1) \neq F(1,0,z_1) \), \( F(0,1,z_1) \neq F(1,1,z_1) \), \( F(0,0,z_1) \neq F(0,1,z_1) \), and \( F(1,0,z_1) \neq F(1,1,z_1) \) for some \( z_1 \in \{0,1\} \).

Depending on the actual specification in terms of the L-table, the next state of a cell can be set to the state 1 or reset to the state 0 with an input combination of \( x = 0 \) or \( x = 1 \) (or \( x = 1 \) or \( x = 0 \)) regardless the present state of the cell. Thus, a cascade of \( n \) cells under this case can be initialized to some state with some sequence of \( n \) steps of inputs.

The essential part of the test schedule is applying \( z_1 \) to each \( z \)-input of all \( n \) cells in the cascade and appropriate sequence of \( n \) steps of \( x \)-input to the first cell to initialize the cascade to some state followed by appropriate sequence of \( x \)-input to the first cell to check, for each of all cells in the cascade, all four entries in the L-table corresponding to \( z = z_1 \). If the response (the sequence of \( x \)-output at the last cell) to this essential part of the test schedule is nominal, i.e., unperturbed, then by virtue of applying \( z_1 \) to each \( z \)-input of the sensitized path, while completing the test on the first cell, is assured. To see this, one can visualize that if a fault within a cell results in some change in its input-output behavior, it might also result in some false state initialization on that cell and the following cells. Now, suppose that the specification for the combinational logic within a cell in this case is \( F \) and that the response to some test sequence for checking the four entries corresponding to \( z = z_1 \),
say the horizontal input sequence of $I_{\text{nominal}}$ with z-input fixed at $z_1$, while the state of the cell is initially at $s_0$, is $O_{\text{nominal}}$. With z-input fixed at $z_1$, the fault in the logic that can produce the response of $O_{\text{nominal}}$ in responding to the horizontal input sequence of $I_{\text{nominal}}$ is the one, in effect, causing the logic to realize some Boolean function $F_f$ which is consistent with $F^*_{x,z}$ at least at the four entries corresponding to $z=z_1$, while the state of the cell is incorrectly initialized at $s_0$. This situation does not prevent the cell from correctly responding to any change in x-input as long as the z-input to this cell is $z_1$. If the logic of the cell is correct but its state is incorrectly initialized at $s_0$ due to a fault in one of the preceeding cells, then, with z-input fixed at $z_1$, the only horizontal input sequence $I$ which can produce the response of $O_{\text{nominal}}$ is $I=I_{\text{nominal}}'$, where $I_{\text{nominal}}'$ is obtained by complementing each step of the $I_{\text{nominal}}$. One can see that no fault in the combinational logic within the cell can produce the response of $O_{\text{nominal}}$ in responding to the horizontal input sequence $I_{\text{nominal}}$ with z-input fixed at $z_1$. Without loss of generality, suppose the entry corresponding to $s=0\land x=x_1 \land z=z_1$ in the L-table describing $F$ is a 0 for some $x_1 \in \{0, 1\}$, then, the entry corresponding to $s=1\land x=x_1 \land z=z_1$ is a 1, the entry corresponding to $s=0\land x=\overline{x}_1 \land z=z_1$ is a 1, and the entry corresponding to $s=1\land x=\overline{x}_1 \land z=z_1$ is a 0. In any test sequence to the cell to check the four entries corresponding to $z=z_1$, there must exist two consecutive steps $(s=1\land x=x_1 \land z=z_1)-(s=0\land x=x_1 \land z=z_1)$ or $(s=0\land x=\overline{x}_1 \land z=z_1)-(s=1\land x=\overline{x}_1 \land z=z_1)$. With z-input fixed at $z_1$, if there were some fault in the logic of the cell causing the response of $O_{\text{nominal}}'$ instead of $O_{\text{nominal}}$ should the cell be fault-free, in responding to the horizontal input sequence of $I_{\text{nominal}}$ to the cell, then the fault either would have been rendering an output of 0 while the state is at $s_1 \in \{0, 1\}$ with the input combination at $x=x_1 \land z=z_1$ and rendering an output of 1 while the state is also at $s_1$ with the input combination also at $x=x_1 \land z=z_1$. 

52
which is a contradiction, or would have been rendering an output of 0 while the state is at $s_1 \in \{0, 1\}$ with the input combination at $x=x_1 \land z=z_1$, which is also a contradiction.

If the response to the essential part of the test schedule is incorrect, then the presence of a faulty cell is detected and there is no need to use the subsequent part of the test schedule.

The fact that the response to the essential part of the test schedule is nominal enables one to use the subsequent part of the test schedule which is the part to test the four entries corresponding to $z=x_1$ for the first to the last cell in the cascade one by one. By applying $z_1$ to each $z$-input of the second to the last cell and appropriate sequence of input combination to the first cell, the first cell can thus be tested completely.

The only fault in the first cell which might produce the nominal response at its output is the one, in effect, causing the cell to realize $F \neq F$, but this is excluded by the condition (2). After the first cell has been checked to be fault-free by applying $z_1$ to all $z$-inputs except the $z$-input of the second cell, $z_1$ to the $z$-input of the second cell, and appropriate horizontal input sequence to the first cell, the test on the second cell can thus be completed. In a similar manner, all cells in the cascade can be tested in succession.

Case 3. The conditions (1), (2), and (3) are satisfied but neither the constraint in case 1 nor the constraint in case 2 is satisfied.

Under this case, there exists precisely one $z_1 \in \{0, 1\}$ such that $F(0, 0, z_1) \neq F(0, 1, z_1)$, $F(1, 0, z_1) = F(1, 1, z_1)$, $F(1, 0, z_1) \neq F(1, 1, z_1)$, and $F(0, 0, z_1) = F(0, 1, z_1)$ and there exists some column, say corresponding to $x-x_1 \land z=z_2$ where $x_1, z_2 \in \{0, 1\}$, in the L-table such that the two entries under that column are distinct.

Since there exists some column in the L-table such that the two
entries under the column are distinct, a cascade of \( n \) cells under this case can be initialized to some state with some sequence of \( n \) steps of input combination.

The essential part of the test schedule is applying an appropriate sequence of \( n \) steps of input combination to all \( n \) cells in the cascade to initialize the cascade to some state, say \( s_0^{1} s_0^{2} s_0^{3} \ldots s_n^{0} \), where \( s_0^{1}, s_0^{2}, s_0^{3}, \ldots, s_0^{n} \in \{0, 1\} \), followed by appropriate sequence of input combinations to check, for each of all cells in the cascade, the four entries in the \( L \)-table corresponding to \( s=0A_x=0A_z=z_1 \), \( s=0A_x=1A_z=z_1 \), \( s=1A_x=0A_z=\bar{z}_1 \), and \( s=1A_x=1A_z=\bar{z}_1 \). If the response to the essential part of the test schedule is nominal, then, by virtue of applying appropriate \( z \)-input to each of the second to the last cell, the existence of a sensitized path, while completing the test on the first cell, is assured. By applying appropriate \( z \)-input to a cell here, it is meant that \( z_1 \) is applied to \( z \)-input of the cell while its state is supposedly at 0 and \( \bar{z}_1 \) is applied to the \( z \)-input of the cell while its state is supposedly at 1. In fact, the fault in the logic within the cell that can produce the nominal response with respect to the input sequence \( I_{\text{nominal}} \) supposed to check the four entries the essential part of test schedule is designed to check is the one, in effect, causing the logic to realize some Boolean function \( F_f \) which is consistent with \( F_x, z \) at least at the four entries corresponding to \( s=0A_x=0A_z=z_1 \), \( s=0A_x=1A_z=z_1 \), \( s=1A_x=0A_z=\bar{z}_1 \), and \( s=1A_x=1A_z=\bar{z}_1 \), while the state of the cell is incorrectly initialized at \( \bar{s}_0 \) where \( s_0 \) is the supposed initial state of the cell. This situation does not prevent the cell from correctly responding to any change in \( x \)-input as long as the appropriate \( z \)-input is applied to this cell. As to the situation where the logic of the cell is correct but its state is incorrectly initialized at \( \bar{s}_0 \) due to a fault in one of the preceding cells, as long as appropriate \( z \)-input is applied to the cell at each test step, no horizontal input sequence can produce the
response of \( O_{\text{nominal}} \), where \( O_{\text{nominal}} \) is the nominal response with respect to \( I_{\text{nominal}} \) while the initial state is \( s_0 \).

If the response to the essential part of the test schedule is incorrect, then, the presence of a faulty cell is detected and there is no need to proceed with the subsequent part of the test schedule.

The fact that the response to the essential part of the test schedule is nominal enables one to proceed to the subsequent part of the test schedule which is the part to test the other four entries corresponding to 
\[ s=0 \wedge x=0 \wedge z=z_1, \quad s=0 \wedge x=1 \wedge z=z_1, \quad s=1 \wedge x=0 \wedge z=z_1, \quad \text{and} \quad s=1 \wedge x=1 \wedge z=z_1 \]
for the first to the last cell in the cascade in succession. The only fault in any cell in the cascade which might produce the nominal response at its output is the one, in effect, causing the cell to realize \( F^*_{x,z} \) instead of \( F \).

But this is excluded by the condition (2). Therefore, the presence or absence of a faulty cell in cascade can be detected.

**Theorem 27:** A faulty cell in a one-dimensional array of identical cells of the type as shown in Figure 3 can be located with an uncertainty of 1 if and only if

1. the array is testable, i.e., the conditions (1), (2), and (3) stated in Theorem 26 are satisfied, and
2. the response to the essential part of the test schedule described in the proof for Theorem 26 is nominal.

**Proof:** Necessity

That an array is testable is essential to the location of a faulty cell, hence, the condition '1) here is necessary.

If the array is testable but the response to the essential part of the test schedule described in the proof for Theorem 26 is not nominal for
each of all possible alternatives, then, as one can see while following the proof for Theorem 26, the presence of a faulty cell in the cascade can thus be detected but there exists no proper sensitized path, the faulty cell could be at anywhere from the first to the last cell position. Thus, the location of the faulty cell with an uncertainty of 1 is impossible.

**Sufficiency**

Following the Sufficiency part of the Proof for Theorem 26, it is easy to see that the addition of the condition (2) here to the conditions (1), (2), and (3) stated in Theorem 26 essentially enables the complete test on the first cell to the last cell in the cascade in succession. Therefore, a faulty cell in the cascade can be located with an uncertainty of 1.

C. **General Conditions for Testability**

Two necessary conditions that must be satisfied for array testing for the detection of the presence of a faulty cell in a second category sequential array are the Condition A* and the Condition B* as follows.

**Condition A***: Some test sequence to test a cell completely must be applicable to every cell in the array.

**Condition B***: The sequence of outputs of any cell in the array with response to any test sequence must be (correctly) reconstructable from some sequence of boundary outputs, i.e., it can be uniquely determined by observing a sequence of some boundary outputs of some length.

---

4 For an example, it is possible that $F(0, 0, z_1) = F(1, 0, z_1)$, $F(0, 1, z_1) = F(1, 1, z_1)$, and $F(0, 0, z_1) \neq F(0, 1, z_1)$ for $z_1 \in Z$ also $F(0, 0, z_2) = F(1, 0, z_2)$, $F(0, 1, z_2) = F(1, 1, z_2)$ and $F(0, 0, z_2) \neq F(0, 1, z_2)$ for $z_2 \in Z$ where $z_2 \neq z_1$. 
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These two conditions together are sufficient for the detection of the presence of single faulty cell in an array.

It is further assumed in the remainder of this Chapter that some test sequence for a cell, with which it can be determined whether or not the cell is faulty, is known [5], [6], [9], [15]. Furthermore, it is assumed that each cell in an array is a reduced machine and despite the presence of a faulty cell in an array, all cells except the faulty one can be correctly initialized to a unique initial state.

A machine is said to be information lossless (IL) if the initial state, the final state, and the response to an unknown input sequence are sufficient to uniquely determine the unknown input sequence. A machine M is defined to be IL of finite order r if M is IL and the initial state, the current and last r output symbols are sufficient to uniquely determine the rth past input symbol. r is the smallest integer which satisfies this definition. Procedures for testing whether or not a machine is IL or IL of finite order are given in Huffman [7] and Even [4].

If a finite-state machine M with finite nonempty state set S is IL of finite order r, then the obvious upper bound for r is $|S|^2$. Given a deterministic, reduced, strongly-connected, completely-specified, and finite-state machine M with finite nonempty state set S, finite nonempty input set I, finite nonempty output set O, and $|I|=|O|$, if M is IL of finite order r, then a lower upper bound for r can be given in the form of a conjecture as follows: $r \leq \lceil \log_2 |O| \rceil$ where $\lceil a \rceil$ denotes the largest integer not greater than a.

For a machine $M=\langle I, O, S, \delta, \beta \rangle$ where I, O, S, $\delta$, and $\beta$ are finite nonempty input set, finite nonempty output set, finite nonempty state set, next-state mapping, and output mapping, respectively, specifically,
$\delta: SxI \rightarrow S$ and $\beta: SxI \rightarrow X$ is used to denote a sequence of symbols over the set $I$ of some length, e.g., $I = i_1, i_2, i_3, \ldots, i_k$, where $i_1, i_2, i_3, \ldots, i_k \in I$, is an input sequence of length $k$, the length of the sequence $I$ is denoted by $lg(I)$. The extension of $\delta$ over input sequences is denoted by $\hat{\delta}$, e.g., $\hat{\delta}(s, I)$ is the state $M$ enters when starting in state $s$ and applying the input sequence $I$. The state sequence formed is denoted by $\delta$, e.g., $\delta(s, X)$ denotes $s_1 s_2 s_3 \ldots s_k$ where $X = x_1 x_2 x_3 \ldots x_k$, $s_0 = s$, $s_k = \delta(s, X)$, and $s_i = \delta(s_{i-1}, x_i)$ for $i \in \{1, 2, 3, \ldots, k\}$. The similar notation is used for $\beta$ and $\hat{\beta}$.

D. One-Dimensional Arrays

1. Arrays with Autonomous Cells, Where $Z = \emptyset$ and $X = \emptyset$

Given the next-state mapping and the output mapping for a cell as $\delta: SxX \rightarrow S$ and $\beta: SxX \rightarrow X$, respectively, the cell is said to be $x/k$-information lossless ($x/k$-IL) if and only if for each pair $(s, X)$ there does not exist a $X', X$ such that $\delta(s, X') = \delta(s, X)$ and $\beta(s, X') = \beta(s, X)$. A procedure given in Breuer [3] can be used for testing whether or not the cell is $x/k$-IL or $x/k$-IL of finite order. An oriented graph $G$, called a testing graph, which consists of a set of nodes and a set of branches, is to be constructed. Each node identifies a pair of states $(s, s)$ called $x$-compatible state pair. States $s_i$ and $s_j$ form a $x$-compatible state pair $(s_i, s_j)$ if either

P1: there exist some $s \in S, x, x' \in X$, where $x \neq x'$, such that $\delta(s, x) = s_i$, $\delta(s, x') = s_j$, and $\beta(s, x) = \beta(s, x')$, or

P2: $(s_k, s_i)$ is a $x$-compatible state pair and there exist some $x, x' \in X$, where $x$ is not necessarily distinct from $x'$, such that $\delta(s_k, x) = s_i$, $\delta(s_i, x') = s_j$, and $\beta(s_k, x) = \beta(s_i, x')$. 
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There exists a branch from node $(s_k, s_i)$ to node $(s_j, s_i)$ in $G$ if and only if these two nodes satisfy $P_2$. Then,

R1: the cell is $x/R$-IL if and only if $G$ contains no node of the form $(s_i, s_i)$ and

R2: if the cell is $x/R$-IL, then it is $x/R$-IL of finite order $r$ if and only if $G$ is loop free and the length of the longest path in $G$ has $r$ nodes.

**Theorem 28:** A one-dimensional autonomous array is testable if the cell is chosen such that the reduced mapping $\delta_s^S : X \rightarrow \hat{X}$ is one-to-one (and/or onto) for $\forall s \in S$.

**Proof:** If the cell of a one-dimensional autonomous array is chosen such that the reduced mapping $\delta_s^S : X \rightarrow \hat{X}$ is one-to-one for $\forall s \in S$, then $\delta_s^S : X \rightarrow \hat{X}$ is also onto for $\forall s \in S$, what's more, the cell is $x/R$-IL of zero order, or equivalently, any change in the cell input induces some change in the cell output at any instance (meaning for $\forall s \in S$). The procedure of testing the array, say of $N$ cells $C_1, C_2, C_3, \ldots, C_N$ chosen as above, is as follows, first for $i=1$, then for $i=2$, $i=3$, ..., and finally $i=N$.

1. Initialize $C_1, C_2, C_3, \ldots, C_N$ to the unique initial state.

2. Apply input sequence $X^t$ to $C_1$ such that the input sequence to $C_1$ is $X^t$ which is a test sequence to test a cell completely.

3. Reconstruct the response of $C_1$ in responding to the test sequence $X^t$ by observing the boundary output sequence (i.e., the output sequence of $C_N$ here).

Suppose $C_1$ is faulty by the assumption of the presence of single faulty cell, $C_j$ must be operating correctly for all $j \in \{1, 2, \ldots, i-1, i+1, \ldots, N\}$. Hence, any $x$-input is correctly applicable to $C_1$ at any instance meaning that any test sequence is correctly applicable to $C_1$; furthermore, $\delta_s^S$.
output sequence of \( C_i \) is correctly reconstructable from the boundary output sequence. Then, the perturbed output sequence of \( C_i \) in responding to the test sequence to \( C_i \) reveals that \( C_i \) is in error.

Note that it is impossible to locate a faulty cell for any array here.

2. Arrays With the Typical Cell Having No External Cell Input, Where \( Z=\emptyset , \hat{Z} \neq \emptyset \), and \( X=\hat{X} \neq \emptyset \)

Given the next-state mapping and the output mapping for a cell as \( \delta: S \times X \rightarrow S \) and \( \beta: S \times X \rightarrow \hat{X} \), respectively, let \( \beta_2: S \times X \rightarrow \hat{Z} \) and \( \beta_3: S \times X \rightarrow \hat{X} \) such that \( \beta_2 = \beta \circ \delta \). Then, the cell is said to be \( x/\hat{Z} \)-information lossless (\( x/\hat{Z}-IL \)) if and only if for each pair \( (s, X) \) there does not exist a \( X' \neq X \) such that \( \delta(s, X') = \delta(s, X) \) and \( \beta(s, X') = \beta(s, X) \). The cell is said to be \( x/\hat{X} \)-information lossless (\( x/\hat{X}-IL \)) if and only if for each pair \( (s, X) \) there does not exist a \( X' \neq X \) such that \( \delta(s, X') = \delta(s, X) \) and \( \beta_2(s, X') = \beta_2(s, X) \). To test for \( x/\hat{Z}-IL \) or \( x/\hat{X}-IL \) of finite order, the procedure in Section IV.D.1. is applied, and the appearances of \( x/\hat{X}-IL \) in R1 and R2 are replaced by \( x/\hat{X}-IL \). To test for \( x/\hat{Z}-IL \) or \( x/\hat{Z}-IL \) of finite order, the same procedure is applied except all appearances of \( \beta \) are replaced by \( \beta_2 \), and the appearances of \( x/\hat{X}-IL \) in R1 and R2 are replaced by \( x/\hat{Z}-IL \).

**Theorem 29:** A one-dimensional array with \( Z=\emptyset , \hat{Z} \neq \emptyset , \) and \( X=\hat{X} \neq \emptyset \) is testable if the cell is chosen such that the reduced mapping \( \delta_\hat{X}/S: \hat{X} \rightarrow \hat{X} \) is one-to-one for \( \forall x \in S \).

**Proof:** The proof is similar to that for Theorem 28. Note that part of the response of a cell, namely the output sequence at \( \hat{Z} \)-output, in responding to a test sequence is directly observable.

**Theorem 30:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells with \( Z=\emptyset , \hat{Z} \neq \emptyset , \) and \( X=\hat{X} \neq \emptyset \), then the
cascade of cells is testable if the cell is either $x/\hat{x}$-IL of finite order or $x/\hat{z}$-IL of finite order.

**Proof:** The procedure of testing the cascade of $N$ cells $C_1$, $C_2$, $C_3$, ..., and $C_N$, chosen as stated in the hypothesis is as follows, first for $i=1$, then for $i=2$, $i=3$, ..., and finally for $i=N$.

1. Initialize $C_1$, $C_2$, $C_3$, ..., and $C_N$ to the unique initial state.
2. Apply input sequence $X_i$ to $C_1$ such that the input sequence to $C_i$ is $\bar{X}$, which is a test sequence to test a cell.
3. Next apply to $C_1$ any known additional input sequence $X_{a}^i$ of length $L=(N-i)r$ if the cell is $x/\hat{x}$-IL of finite order $r$, or of length $L=r$ if the cell is $x/\hat{z}$-IL of finite order $r$.
4. Reconstruct the part of response, namely, sequence of $\hat{x}$-output, of $C_i$ in responding to $X_i$ by observing the boundary output sequence of $C_{i+1}$ (at $\hat{z}$-output) if the cell is $x/\hat{z}$-IL of finite order or by observing the boundary output sequences of $C_{i+1}'$, $C_{i+2}'$, ..., and $C_N$ if the cell is $x/\hat{x}$-IL of finite order in responding to the input sequence of $\bar{X}_iX_{a}^i$ to $C_1$. The output sequence at $\hat{z}$-output of $C_1$ in responding to $\bar{X}_i$ is directly observable.

The presence of a single faulty cell in the cascade can thus be detected.

Following the Proof for Theorem 30, one has the following.

**Theorem 31:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells with $Z=\emptyset$, $\hat{z}\neq \emptyset$, and $X=\hat{x}\neq \emptyset$, then, a single faulty cell in the cascade can be located with an uncertainty of 2 if the cell is $x/\hat{z}$-IL of finite order.

3. Arrays With $X=\hat{x}\neq \emptyset$, $Z\neq \emptyset$, and $\hat{z}=\emptyset$.

Given the next-state mapping and the output mapping for a cell as...
δ:SxXxZ−S and β:SxXxZ−X, respectively, in a horizontal cascade where the z-input to each cell is a boundary input, then, the cell is said to be 
x/\hat{z}-IL if and only if for each triplet (s, X, Z) there does not exist a \( \hat{X} \) such that \( \hat{δ}(s, \hat{X}, Z) = δ(s, X, Z) \) and \( \hat{β}(s, \hat{X}, Z) = β(s, X, Z) \). The procedure for testing whether or not the cell is x/\hat{z}-IL or x/\hat{z}-IL of finite order is same as that in Section IV.D.1. except the arguments for \( δ \) and \( β \) are adjusted accordingly.

**Theorem 32:** If the cell of a one-dimensional array with \( X=\hat{X}/\emptyset, Z/\emptyset, \) and \( \hat{Z}=\emptyset \) is chosen such that the reduced mapping \( θ_1^S:XXZ→X \) is onto for \( ∀s∈S \), then, any test sequence is applicable to every cell in the array.

**Theorem 33:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells with \( X=\hat{X}/\emptyset, Z/\emptyset, \hat{Z}=\emptyset \) and the cell is x/\hat{z}-IL of finite order, then, the cascade is testable.

**Proof:** The proof is similar to that for Theorem 30 under the situation the cell there is x/\hat{z}-IL of finite order except (2), (3), and (4) should be as follows.

(2) Apply boundary input sequences \((X^1, Z^1_i)\) to \(C_1\), \(Z^2_i\) to \(C_2\), \(Z^3_i\) to \(C_3\), \(\ldots\), and \(Z^N_i\) to \(C_N\) such that the input sequence to \(C_1\) is \((X^1, Z^1)\) which is a test sequence to test a cell completely.

(3) Next apply any known additional boundary input sequences \((X^a, Z^a_i)\) to \(C_1\), \(Z^2a_i\) to \(C_2\), \(\ldots\), and \(Z^Na_i\) to \(C_N\) each of length \(L=(N-1)r\) if the cell is x/\hat{z}-IL of finite order \(r\).

(4) Reconstruct the response of \(C_1\) in responding to the test sequence \((X^1, Z^1)\) by observing the boundary output sequence at \(C_N\) of length \(Lg(X^1)+(N-1)r\) in responding to the boundary input sequences \((X^a, Z^a_i)\) to \(C_1\), \(Z^2a_i\) to \(C_2\), \(\ldots\), and \(Z^Na_i\) to \(C_N\).
The status of a cell at one particular instance can be denoted by a triplet \((S, x, z)\) where \(s, x, z\) are the state, the input at the \(x\)-input, the input at the \(z\)-input, respectively, of the cell at that particular instance.

Define the set of potentially information lossy statuses as
\[
S_L = \{(s, x, z) | s \in S, x \in X, z \in Z \text{ and } \exists x' \in X \text{ with } x' \neq x \text{ satisfying } \beta(s, x, z) = \beta(s, x', z)\}.
\]

The following Theorem is then obvious.

**Theorem 34:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells \(C_1, C_2, \ldots, C_N\) with \(X = \hat{X} \neq \emptyset, Z \neq \emptyset\) and \(\hat{z} = \emptyset\) but the cell is not \(x/\hat{x}-IL\), the presence of an error in \(C_i\) is still detectable by observing the boundary output sequence if none of \(C_{i+1}, C_{i+2}, \ldots, C_N\) is in a status in the set \(S_L\) during the testing for \(C_i\).

4. Arrays With \(X = \hat{x} \neq \emptyset, Z = \emptyset, \) and \(\hat{z} = \emptyset\)

Given the next-state mapping and the output mapping for a cell as \(\delta: S \times X \times Z \rightarrow S\) and \(\beta: S \times X \times Z \rightarrow \hat{X} \hat{X}\), respectively, in a horizontal cascade where the \(z\)-input to each cell in the cascade is a boundary input, let
\[
\delta_x: S \times X \times Z \rightarrow \hat{X} \text{ and } \beta_x: S \times X \times Z \rightarrow \hat{X}\text{ such that } \delta = \beta x \delta_x, \text{ then, the cell is said to be } x/\hat{x}-IL \text{ if and only if for each triplet } (s, X, Z) \text{ there does not exist a } x' \neq x \text{ such that } \hat{\delta}(s, x', Z) = \hat{\delta}(s, X, Z) \text{ and } \beta(s, x', Z) = \beta(s, X, Z). \text{ The definition for } x/\hat{z}-IL \text{ is similar to that for } x/\hat{x}-IL \text{ except the appearances of } \beta \text{ are replaced by } \beta_2. \text{ The procedure for testing whether or not the cell is } x/\hat{x}-IL, x/\hat{z}-IL \text{ of finite order, } x/\hat{z}-IL, \text{ or } x/\hat{z}-IL \text{ of finite order is similar to that in Section IV.D.1. where the adjustment on the arguments

\[5\text{A remark with regard to the special case in Section IV.B. can be made here. It is not assumed there that all cells can be correctly initialized to a unique initial state. The cell in a horizontal cascade of cells satisfying the hypothesis in Theorem 26 might not be } x/\hat{x}-IL, \text{ but a particular input to the } z\text{-input of a cell could prevent the cell from entering into any potentially information lossy status, thus, render the detection of a faulty cell in the cascade possible.} \]
for $\delta$, $\beta$, and $\beta_2$ is required.

**Theorem 35:** If the cell of a one-dimensional array with $X=\hat{x}\neq \emptyset$, $Z\neq \emptyset$, and $\hat{Z}\neq \emptyset$ is chosen such that the reduced mapping $\delta_2^{-1}S:xXz-\hat{x}$ is one-to for $\forall s \in S$, then, any test sequence is applicable to every cell in the array.

A good understanding of the proof for Theorem 30 and that for Theorem 33 enables one to justify the following theorem.

**Theorem 36:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells with $X=\hat{x}\neq \emptyset$, $Z\neq \emptyset$, and the cell is either $x/2$-IL of finite order or $x/\hat{2}x$-IL of finite order, then, the cascade is testable.

Define $T_L = \{(s,x,z) | s \in S, x \in X, z \in Z \text{ and } s \delta x \}$ with $x \neq x$ satisfying $\beta_2(s,x,z) = \beta_2(s,x^d,z)$.

The following theorem is obvious.

**Theorem 37:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells $C_1, C_2, \ldots, C_N$ with $X=\hat{x}\neq \emptyset$, $Z\neq \emptyset$, and $\hat{Z}\neq \emptyset$ but the cell is neither $x/2$-IL nor $x/\hat{2}x$-IL, the presence of an error in $C_1$ is still detectable by observing the boundary output sequences at $C_1, C_{i+1}, \ldots, C_N$ if none of $C_{i+1}, C_{i+2}, \ldots, C_N$ is in a status in the set $S_L$ or the set $T_L$ during the testing for $C_1$.

**Theorem 38:** If some test sequence is applicable to every cell in a horizontal cascade of identical cells with $X=\hat{x}\neq \emptyset$, $Z\neq \emptyset$, and $\hat{Z}\neq \emptyset$, then a single faulty cell in the cascade can be located with an uncertainty of 2 if the cell is $x/2$-IL of finite order.

**E. Two-Dimensional Arrays**

Given the next-state mapping and the output mapping for a cell as $S:xXz-S$ and $O:xXz-\hat{x}$, respectively, let $\delta_2:SxXz-2$ and $\beta_2:SxXz-\hat{x}$.
such that $B = B_x^n x^n$, then, one has the following theorem.

**Theorem 39:** If the cell of a two-dimensional array is chosen such that

1. the reduced mapping $B_x^n x^n : X \rightarrow \hat{X}$ is onto for $V_s \in S$ and $V_z \in Z$ and the reduced mapping $B_x^n x^n : Z \rightarrow \hat{Z}$ is onto for $V_s \in S$ and $V_x \in X$,

2. $|X| \geq |Z|$ and the two reduced mappings $B_x^n x^n : X \rightarrow \hat{X}$ and $B_x^n x^n : Z \rightarrow \hat{Z}$ are both onto for $V_s \in S$ and $V_x \in X$,

3. $|Z| \geq |X|$ and the two reduced mappings $B_x^n x^n : Z \rightarrow \hat{Z}$ and $B_x^n x^n : X \rightarrow \hat{X}$ are both onto for $V_s \in S$ and $V_x \in X$,

then, any test sequence is applicable to every cell in the array.

**Proof:** Suppose the hypothesis holds, then, at any instance, i.e., no matter the states all cells are in, any input combination to a cell is applicable to any cell in the array with an application of some boundary inputs. Thus, any test sequence is applicable to every cell in the array.

If the hypothesis in Theorem 39 is not satisfied, then, in order that a test sequence, say $(X^t, Z^t)$, where $X^t = x_1 x_2 \ldots x_p$ and $Z^t = z_1 z_2 \ldots z_p$, may be applicable to the cell $(i,j)$ in $i$th row and $j$th column of a $M \times N$ array, at every particular instance, say at time $t_k$, all the states in the cells in the first $i$ rows and the first $j$ columns except the cell $(i,j)$ must be known and the marking of CISO-statuses (tessellation problem) on these cells must be solved where the input combination to the cell $(i,j)$ is to be $(x_k, z_k)$ and the CISO-status compatibility of a cell with respect to its neighboring cells is to be met.

A cell is said to be information lossless (IL) if and only if for each triplet $(s, X, Z)$ there does not exist $X^d$ or $Z^d$, where either $X^d \neq X$ or $Z^d \neq Z$ or both, such that $\delta(s, X^d, Z^d) = \delta(s, X, Z)$ and $\delta(s, X, Z^d) = \delta(s, X, Z)$. In constructing a testing graph $G$ for testing whether or not a cell is IL or IL of
finite order, each node represents a compatible state pair \((s_i, s_j)\), where states \(s_i\) and \(s_j\) form a compatible state pair \((s_i, s_j)\) if either

P3: there exist some \(s \in S\), \(x, x^d \in X\), \(z, z^d \in Z\), where either \(x^d \neq x\) or \(z^d \neq z\) or both, such that \(\delta(s, x, z) = s_i\), \(\delta(s, x^d, z^d) = s_j\), and \(\beta(s, x, z) = \beta(s, x^d, z^d)\), or

P4: \((s_k, s_1)\) is a compatible state pair and there exist some \(x, x^d \in X\), \(z, z^d \in Z\), where \(x^d\) is not necessarily distinct from \(x\) and \(z^d\) is not necessarily distinct from \(z\), such that \(\delta(s_k, s, z) = s_i\), \(\delta(s_k, x^d, z^d) = s_j\), and \(\beta(s_k, x, z) = \beta(s_k, x^d, z^d)\).

There exists a branch from node \((s_k, s_1)\) to node \((s_i, s_j)\) in \(G\) if and only if these two nodes satisfy P4. Then, one has two results same as R1 and R2 in Section IV.D.1, except all appearances of \(x/\tilde{x}\)-IL are replaced by IL.

Theorem 40: If some test sequence is applicable to every cell in a two-dimensional array and the cell is IL of finite order, then the array is testable.

Proof: Suppose a \(M \times N\) array of cells \(C_{11}', C_{12}', \ldots, C_{1N}', C_{21}', C_{22}', \ldots, C_{2N}', \ldots, C_{M1}', C_{M2}', \ldots, C_{MN}'\) satisfies the hypothesis and the cell is IL of finite order \(r\), then, the testing procedure is testing \(M \times N\) cells one by one starting at the cell \(C_{11}'\), then \(C_{12}', C_{13}', \ldots, C_{21}', C_{22}', \ldots,\) and finally \(C_{MN}'\), the testing on the typical cell \(C_{ij}'\) is as follows.

(1) Initialize all cells to the unique initial state.
(2) Apply some boundary input sequences to boundary cells such that the input sequence to \(C_{ij}'\) is \((x^*, z^*)\) which is a test sequence to test a cell completely.
(3) Next apply to boundary cells any known additional boundary input sequences of length \(L=(M-i+N-j)r\).
(4) Reconstruct the response of \( C_{ij} \) in responding to the test sequence \( (x^t, z^t) \) by observing the boundary output sequences.

Suppose \( C_{ij} \) is faulty, by the assumption of the presence of single faulty cell, all other cells in the array must be operating correctly. Hence, the test sequence is correctly applicable to \( C_{ij} \), what's more, the output sequence of \( C_{ij} \) is correctly reconstructable from the boundary output sequences. Then, the perturbed output sequence of \( C_{ij} \) in responding to the test sequence reveals that \( C_{ij} \) is in error.

Define \( U_L = \{(s, x, z) | s \in S, x \in X, z \in Z \} \). Then the following theorem is then obvious.

**Theorem 41:** If some test sequence is applicable to every cell in a \( M \times N \) array of cells \( C_{11}, C_{12}, \ldots, C_{1N}, C_{21}, C_{22}, \ldots, C_{2N}, \ldots, C_{M1}, C_{M2}, \ldots, \) and \( C_{MN} \) but the cell is not IL, the presence of an error in \( C_{ij} \) is still detectable by observing the boundary output sequences if none of \( C_{i(j+1)}, C_{i(j+2)}, \ldots, C_{iN}, C_{(i+1)j}, C_{(i+1)(j+1)}, \ldots, C_{(i+1)N}, C_{(i+2)j}, C_{(i+2)(j+1)}, \ldots, C_{(i+2)N}, \ldots, C_{Mj}, C_{M(j+1)}, C_{M(j+2)}, \ldots, \) and \( C_{MN} \) is in a status in the set \( U_L \) during the testing for \( C_{ij} \).

**Theorem 42:** If the cell of a two-dimensional array is chosen such that the reduced mapping \( \beta_s: S \rightarrow X \) is onto for every \( s \in S \), the mapping \( S \) is not onto, then, a single faulty cell in the array can be located with an uncertainty of at most \( M+N-1 \), where \( M \) and \( N \) are the numbers of rows and columns, respectively, of the array.

**Proof:** Suppose the cell of a \( M \times N \) array of cells \( C_{11}, C_{12}, \ldots, C_{1N}, C_{21}, C_{22}, \ldots, C_{2N}, \ldots, C_{M1}, C_{M2}, \ldots, \) and \( C_{MN} \) is chosen such that \( \beta_s: S \rightarrow X \) is onto for \( S \) and \( X \), and the mapping \( \beta_s: S \rightarrow Z \) is onto for \( S \) and \( Z \). Then, by Theorem 39, any test sequence is applicable
to every cell in the array. Since $X=\hat{X}$, $Z=\hat{Z}$, and are finite, $\beta_{\hat{X}, I, S, Z}$ is onto for $V_{\epsilon}S$ and $V_{\epsilon}Z$ implies that $\beta_{\hat{X}, I, S, Z}$ is one-to-one for $V_{\epsilon}S$ and $V_{\epsilon}Z$, and $\beta_{\hat{X}, I, S, Z}$ is onto for $V_{\epsilon}S$ and $V_{\epsilon}X$ implies that $\beta_{\hat{X}, I, S, Z}$ is one-to-one for $V_{\epsilon}S$ and $V_{\epsilon}X$. Now, suppose cell $C_{ij}$ is faulty, then, by the assumption of the presence of single faulty cell, all other cells in the array must be fault-free. During the array testing, if the $x$-output of $C_{ij}$ is perturbed due to the fault, then, the $\hat{x}$-output of $C_{i(j+1)}$ is perturbed, eventually, the $\hat{x}$-output of $C_{1N'}$, which is a boundary output, is perturbed, while the boundary outputs at $C_{1N'}, C_{2N'}, C_{3N'}, \ldots, C_{(i-1)N'}$ are nominal, if the $\hat{z}$-output of $C_{ij}$ is perturbed due to the fault, then, the $\hat{z}$-output of $C_{(i+1)1}$ is perturbed, eventually, the $\hat{z}$-output of $C_{M1'}$ which is a boundary output, is perturbed, while the boundary outputs at $C_{M1'}, C_{M2'}, C_{M3'}, \ldots, C_{M(j-1)}$ are nominal. Certainly, the presence of the fault in $C_{ij}$ is detectable at boundary outputs.

Now, suppose in responding to the array testing, the boundary output sequences at $C_{1N'}, C_{2N'}, C_{3N'}, \ldots, C_{(p-1)N'}, C_{M1'}, C_{M2'}, C_{M3'}, \ldots, C_{M(q-1)}$ are nominal but that at $C_{pN}$ and $C_{Mq}$ are perturbed for some $1 \leq p \leq M$ and $1 \leq q \leq N$, and that at the remaining boundary cells each might be nominal or perturbed, then, the faulty cell could be any one of $C_{1q}, C_{2q}, C_{3q}, \ldots, C_{(p-1)q}, C_{p1'}, C_{p2'}, C_{p3'}, \ldots, C_{p(q-1)}, C_{pq}$, i.e., the faulty cell could be located with an uncertainty of $(p-1)+(q-1)+1=p+q-1$. In general, the range of uncertainty is from 1 to $M+N-1$. Thus, the Theorem follows. \(\blacksquare\)
BIBLIOGRAPHY


