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Summary. Let U and V be two lndependent random
variables, and let W = UV. It 1is shown that if V 1s

v y : o
yirH "‘f” B el 46

distributed as Xgm 52 2 non=-central Chi-squar: with 2m
3

Mk

degrees of freedom and non-centrélity parameter 4§, then

§ e i
I w

W is distributed as a Chi-square random variable if, gn@ 7 ;4
only if U = 1 with probability 1. If V is normally dis- ’

" tributed with mean u, say, it is shown that W is normally

distributed if, and only if, the .distribution of U is

NSRRI e BRI R Rtk
~

degenérate at a point distinect from the origin, when .
u ¥ U, or the distribution has probability mass at two

points equidistant from the origin. This'fesult,is general- -

ized for the case in which V is a random vector, distributed :

according to the multivariaté normal distridbution and U is

it

an independent random matrix.
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1. Main results. Let U and V be independent random

variables, and let . be distributed as xgm ) that is, non-
>

central Chi-square with 2m degrees of\freedom and non-
centrality parameter §. Let W = UV. Theorem 1.1 below,
gives a necessary and suvfficient condition that W is dis-

tributed as a Chi-square random variable.

Theorem 1.1, W is distributed as a Chi-square random

variable if, and only if, U = 1 with probability 1.
Proof: The sufficiency part of the theorem is trivial.

We consider the necessary condition of the theorem. Let W

be distributed as-xgm' 513 where m' > ¢ and 8' > 0. Clearly,
s :

G > 0 with probability 1. Suppose that P{U > 1+} = a,
where a and ¢ are positive numbers. Let C = %(1+;)-1. Then

> aE{e“ ).

ﬁhere E denotes expectation. Frcem the distribution of
Chi-square it is seen that the left hand side of (1.1) is
finite, whereas the right hand side is infinite. Therefore,

P{u > 1} = 0.
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The density function of the distribution of xgm 5 1s
) N
glven by
(1.2) (x) = § e & (x); x>0
' g =0 rT Tomeap!®)s
where
(1.3) £,n (1) = X" e™/2/(2™r (m))

denotes the density function of the distribution of‘Xgm, a
central Chi-square with 2m degrees ofrfreedpm. The Laplace

transform of the distribution of'Xgm s 1s given by
R 3

(1.4) $(0) [6e‘*xs<x>dx

1]
t~1
(1)
[]
o

4 Svr =M=7
S AT (1+22)°

"

(1+22) Pexp(-2A67(1+21))

where A > -%. Therefore, the Laplace transform of the dis-

tribution of W = UV is given by » ;::

(1.5) (A) E((1+2AU) Mexp(~2A8U/(1+2AU))) . -
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E‘ c As W is distributed as xgm, §1» We have from {(1.4) that
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(1.6) W(0) = (14230) "™ exp(~228 '/(1421)) .

A M ST

We shall show that m = m' and 6§ = §'. Let H(u) denote

(iR e i3

the distribution function of U, and. let

(1.7)

b iy AP v e
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) 7 1
h(u,x)=(l+2ku)-mexp(-2kau/(l+2luf)/f (1+2xu) Texp{~-2A8u/(1+2Au) )dk{u) .
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0 <uc<l.

Let X > 0. It is seen that h (u,A) represents a density
function with monotone likelihood ratio property. in»i; that -
is, - : - ‘

g
j plusna(u) = 3

E : - and ]
(1.8)  h(w,)h(u',A")-h(u' ,\)nlu,A") > 0

g for u' > u and A! > \. _From the monoétone likelinood ratio

property, giVen"by‘(1.8),'1§:foiléwévthat
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'
H'(x32) = ] h(u,A)dH(u), 0 < x <1
40

is non-irncreasing in A for each x. Therefor:, for any

ron-decreasing (non-increasing) integrable function z(u),

we have that ’ -

is non-decreasing (non-increasing) in A. Thus

: ' 1
n{a) = [ g(u)dH' (uzx)
- 0

1

.9) a0 < [ plwaw

0

if z(u) is noneincreésing in u.

- or

1 .
(1.10) -A9logy(r)/3x = mt f ( gom. -8 2)dH'(u;A).
0

On the other hand, from (1.6) we have

From (1.5) we bhave

1 A i
-$logp(A)76) = Io(lfggu ¢ R A (ws).

200 " (Tozaw)

- - temi! X] i 2 é
(1.11)  -AFlogp(M)/or = mt + S50 . & : e
: , R (1+21) S




From (1.9) we have that

1 -1 1 -1
J (1+22w) " taH (uzn) < f (1+2au) " taH(u)
0 0

for A > 0, Theretfore, the integral on the right hand side
of (1.10) tends tc zero as A + «, It follows from (1.10)
and (1.11), lefiting A + «, that m = m', and also §-m =
§'-m'. Thus, 6 = §',

- As V and W have the same Chi-square distribution, it
follows that U = 1 with probability 1. The Theorem is proved.

’ Let U and V be independent random variables as in the

preceding. From Theorem 1.1 we havg the following corollary.

Corollary 1.1. If V is normally distributed with mean u

théniw is normally distributed if,.énd,only i1f, the distri-
bution of U is degeneraté at a poin§~distinct from the
origin, when y # 0, or the gistriﬁution has probabllity mass
at two points, equidistant from theAbrigin.

Proof: The sufficiency part of the corollary is trivial.

We consider the necessary condition of the corollary. It is
given that V and W are normally distributed. Let v denote

the mean of W. Without loss of generallity we may assume

e and W2 are distributed

as Chi-sqﬁare with 1 degree of freedom. As Wz = U2V2, from

Theorem 1.1 we have u2 = v2, and

that Var(V) = Var(W) = 1. Then V
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(1.12) P{U% = 1} = 1.

;% As v = E(W) = yE(U), w2 have that E(U) = 1 or -1 if u # O.
3 Therefore, P{U = 1} = 1 or P{U = =1} = 1, if pu # 0. Thus
the dlstribution ¢f U is degenerate if y # 0. This completes
the proof of the corollary.
Next we generalize the results of Corollary 1.1. L%
A be a pxp random matrix which 1s nca-singular with probability
1, and let Y be a p-component random ve “for, distributed.
according to thé multivariate normal distribution with mean
¢ and covariance ), where ] is a diagonal matrix. Let £y _ o E
and oy denote the igggcomponent and the ith vector, respective-

1y, of ¢ and A. We shall say that the dlstribution of o, o

éé' ‘has property 7 if P{a; = *a} = 1 for some non-null vector a.

on e

Suppose that ays..., @ and Y ‘are mutually independent. ILet.

P
Z = AY. We have the following resuvlt.

Corollary 1.2. The distribution of Z 3s multivariate. i :

normal if, and only if, for each 1 = 1, ..., k, the distri-

bution of oy is either degenerate at a point distinct from -

the origin if g, # O, or if the distribution of a, has property w.
gggggz It is known that a p-component vector X is =

multivariate normal if and only if the distribation of A'X

) is univariate normal fco all non-null‘picomponentrrow vector

SO

-
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_A'. Therefore Z is normally distrituted if and only 1if

[ O RS




A'Z, given by

§ (Mo, )Y,

i=1

(1.13) A'Z =

is normally distributed for all non-null vectors A', where
Yi denotes the ith coﬁponent of Y. The sufficiency part of
the corollary 1s shown easily. We shall prove the necessary
condition of the corollary.

Suppose that A'Z is normally distributed for all non-
‘7 null vectors A'. As the components of Y and the columns of
A are independent, the terms of the summation on the right
hand side of (1.13), are independently distributed. éy the
reproductive property of the normal distribution it follows

that (A'ai)Y* is normally distributed for each i =1, ..., p.

From Corollary 1.1 it follows that the distribution of A'ai
1s discrete which is either degenerate at a point distinct
': from the origin, or it has saltus at twe points equidistant

from the origin, and that the distribution 1s degenerate if

Gy # 0. This result, whicu holds
‘A', implies the conclusion of the

" The follewing result, due to
is related to Corollary 1.2. Let

vector, and let the components of

for all non-null vector
corollary.

Kingman and Graybill [1],
Y be a p-component random

Y be independently and



identically distributed. Let A = (au) be a pxp random

matrix which is orthogconal with probability 1, and

E( } aij) # 0 for some 1. Let Z = AY, From Theorem 3.1
J=1

of [1] it follows that z ¢ N(0,I)) 1f, and only 1£, Y ¢ N(0,I))
where Ip denotes the pxp identitv matrix.

A plausible resu}t supplementing Theorem 1.1 1s given
below as a conjecture. ILet X and Y be independent random

variables, and let Z = XY.

Conjecture I: If E(Z) # 0 then Z is normally distri-
buted if and only if elther X or Y is
normally distributed.

Suppose that Conjecture Iris true. From Corollary 1.1 we: . E
have the following proposition characterizing the normal

distribution.

Proposition: If E(Z) # O then Z is normally distributed
if, and only 1f, between the two random
variables X and Y one of them is normally
distributed and the other 1ls degenerate

at a point distinct from the origin.




The following example shows that the assumption
E(Z) # 0 is necessary for C.njecture I to be true. Let X' be

a random variable distributed as (xgm)l/u, that is, 4th

root of Chi-square with 2m degrees of freedom, and let U be

an independent random variable taking values +1 and -1 with

equal probabiltlity %. Set X = UX'. Let Y be distributed as

(ngmﬂ)l/u indep2ndent of U and X'. Clearly, the distri-

bution of Z = XY is symmetrical about the origin.

Let ¢(t) denote the characteristic function of Logzz.

As the characteristic function of 1oéx§m is equal to

2 2,2

- 2itr(m+it5/r(m), and Z° = (X')°Y", we have

P(m+12)r(m+%§

2it
2 5

(1.14) o(t) = + %)/r(m)r(m+1/2)A

ol omsit)/r(om).
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The second line on the right hand side of (1.14) 1is obtained

from Legendre's duplication formula for the gamma function.
2

E=
s
&3
73
T2
£
#]
.
%3

is distributed as xi.

EDE

Let m = % then (1.14) shows that Z

As the distribution of Z is symmetrical about the origin,

Vg b 4 W vy
AR AT
3

it follows that Z is normally distributed wlth mean zero

and variance 1, whereas neither X nor Y is normally

distributed.
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