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The cover and above pictures show displays of the
states of a three-dimensional cellular automaton.

(A cellular automaton is a type of parallel pro-
cessing computer compused of an array of identical,
simple processing units called cells.) 1In these
simulations of an array of three-state cells, state
2 is represented by an incomplete triangle, state 1
by a 1 and state 0 by the absence of a symbol. Such
generalized tessellation automata have been studied
at Project MAC and are described on page 9.
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PREFACE

Project MAC was begun as an interdepartmental laboratory at the
Massachusetts Institute of Technology in early 1963. The initial
research and development goals were concerned with Multiple- 3
Access Computer systems, Machine-Aided Cognition, and, in 1
general, the interaction between Men And Computers. The name ;
"MAC" is an acronym for each of these goals. 4

In the year ending June, 1971, there were 320 persons associated
with MAC. They included: 21 faculty members mainly from the
Departments of Electrical Engineering and Mathematics and from
the Alfred P. Sioan School of Management; 105 staff members

(DSR staff and Support Staff), 182 students (Undergraduvate

and Graduate) and 12 Guests.

Early in its history, MAC conducted extensive experimentation
with and development of the Compatible Time-Sharing System
(cTSsS), an early large-scale, multiple-access computer system.
More recently we have continued our research on the MULTICS
system, which came into operation 2 years ago. MULTICS is a
conceptually advanced multiple-access system that is capable

of straightforward and smooth expansion into an extremely large
and capable facility.

The second of MAC's original objectives, machine-aided cognition,
has recently made very significant progress. We feel that
recent MAC/AI research represents an enormous conceptual

advance. In December, 1970 the Artificial Intelligence group
pecame an independent MIT laboratory; Professors Marvin Minsky

and Seymour Papert are Co-directors. Important and useful L
collaboration between MAC and the AI Laboratory is continuing.

In May, 1971, Professor J. C. R. Licklider stepped-down from

the Directorship of MAC to devote full time to his own research
specialties - Dynamic Modeling, Computer Graphics, and Computer
Networks ~ and Professor Edward Fredkin assumed the Directorship.
Miss Dorothea Scanlon continued as Administrative Officer, and
Mr. Gary Walker remained as Business Manager.

In anticipation of a major research thrust in a new direction,
MAC has consolidated and strengthened various groups.
Educational Applications; MacAIMS; Programming Linguistics/
Extensible Languages; and Programming Linguistics/ Formal
Systems have been terminated as separate groups. A policy of
more decentralized control by the group leaders has been
instituted.

Although the specific goals of MAC for the next few years

are now the subject of much thought and discussion, an emerging
consensus seems to be that we are interested in the problems of
imbedding knowledge in the computer and in enabling that
knowledgeable system to play a key role in generating programs
and other forms of solutions to problems. We feel that, armed
with knowledge, a system will be able to better communicate
with its users. We give this field the name "Automatic

xiii




Programming".

This progress report outlines the research carried out in the
year ending June, 1971. The report is subdivided into 11
sections corresponding to the research groups in Project MAC.
The technical reports and memoranda of Project MAC are listed
in Appendix A, and references to the exXternal publications
resulting from the research appear in the bibliographies at
the end of each section.

During the past year, the core program of Project MAC and the
Artificial Intelligence Group were supported, as heretofore, by
the Information Processing Techniques Directorate of the
Advanced Research Projects Agency (ARPA). Individual projects
were funded by several other agencies: research in extensible
languages, National Aeronautics and Space Administration;
interactive problem-solving and decision-making, Office of Naval
Research; dynamic modeling, Behavioral Sciences Directorate of
ARPA; programming generality, National Science Foundation.

Edward Fredkin

Cambridge, Massachusetts

Xiv
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II. AUTOMATA THEORY

Abstract complexity theory, which has been a central topic of
research in the Automata Theory Group in the past, has become a

with contributions from nearly three dozen authors in the U.s.
and the Soviet Union. As reported belcw, some further work in
this area was carried out during this last year, and two doc-
toral theses are still in progress. However, the basic phenom-
ena associated with the classification of computations according
to their time and space requirements are now rather well under-
stood, and further refinements in the abstract theory are likely
to be of diminishing interest to the computer scientist. Major
interest within the group has now shifted toward combinatorial
and statistical analyses of a variety of algorithms commonly
arising in computation. The goals of work in this area are to
develop methods for designing good algorithms for problems of
practical interest, and to devise techniques for verifying the
optimality of algorithms. The work described below on matrix
multiplication, polynomial evaluation, and sorting represents
the beginnings of this more practical approach to the study of
algorithms.

A. Abstract Complexity Theory

One of the basic theorems about computable functions is that,
for every computable function t, there exists a zero-one valued
computable function ¢ that takes more than time t to evaluate.
More precisely, any program that evaluates c requires at least
t(x) steps to compute c(x) for all but finitely many values of
Xt

In order to appreciate the significance of such a theorem, one
needs additional information (not provided by the usual proof)
about how many values of the function ¢ are easy to compute,

It might be the case that the functions that are difficult from
the point of view of complexity theory -- i.e., functions that
are time-consuming to cempute on the average -- are actually
easy for all small arguments, say all arguments less than 10100,
In fact, any zero-one valued function can be computed rapidly
for any given finite set of arguments by simply storing the
pertinent values of the function in a table. A genuinely com-
plex function should have the property that any program that
computes it can run rapidly on only as many inputs as can

be stored in a table whose size equals that of the program.
Such functions are constructed and studied in a paper by

Prof. A. Meyer (jointly with E. M. McCreight) .

Properties of program size are considered in several further
papers written this year. One of th.: motivations for the study
of program size has been to provide a quantitative understanding
of the relative convenience of different programming languages
by comparing the sizes of the programs needed to implement the
same computation in different languages. A fairly general
theorem recently proved by Prof. Meyer shows that a slight in-
crease in the set of instructions of certain kinds of program-
ming languages can lead to enormous economies in program size.

A related study of formal grammars by Meyer (jointly with Prof.

PRECEGING FASE BLANK




AUTOMATA THEORY

M. J. Fischer) derives quantitative bounds on the improvement

in simplicity of definition that can be achieved by using pow-
erful grammars such as context-sensitive or context-free gram-
mars to define simple sets such as reqular or even finite sets.

B. Algorithms on Graphs

The results on matrix multiplication and transitive closure of
graphs mentioned in last year's report have been strengthened.
Robert Mandl has shown that the time required to find the tran-
sitive closure of a directed n-node graph is within a constant

algebraic methods for multiplying real matrices can be modi -
fied to apply to Boolean matrices, this result yields the best
transitive closure algorithm known to date.

Our hope that a graph-theoretic approach to Boolean matrix
multiplication might enable us to generalize fast matrix mul-

tiplication techniques has not yet been fulfilled, but we
continue to believe that this approach is promising.

C. Polynomial Evaluation

The evaluation of rational functions by sequences of algebraic
operations represents one of the few areas where techniques
have been developed for establishing the optimality of algo-
rithms. Larry Stockmeyer, together with Professors Fischer,
Meyer and M. S. Paterson, has derived a lower bound of;ﬂn on
the number of multiplications required to evaluate any degree
n polynomial with rational coefficients, and has shown that
this lower bound is nearly achievable.

D. Sorting

B. J. Smith has been investigating sorting networks composed
of two-input, two-output comparators. Since each comparator
can be modeled as a three-state finite-state machine, the
sorting network as a whole can also be viewed as a finite-
state machine. When implemented in hardware, such networks
can be used as high-speed sorters Or message-switching de-
vices. Alternatively, a sorting network can be realized by

a computer program that is naturally suited to parallel evalu-
ation.

Smith has been studying the minimum number of comparators re-
quired to construct an n-input, n-output sorting network. He
has discovered that a network of comparators actually sorts if
and only if the network has

n
> il S(n,1i)
i=0

States that are reachable from the starting state, where

S(n,i) is & Stirling number of the second kind. Furthermore,
he has determined that no two distinct reachable states in the
network are equivalent. These results suggest that a knowledge

- »o“ﬁdm:x_




AUTOMATA THEORY |

of the number of internal network configurations that cannot
result from any network input may yield bounds on the number
of states "wasted" in building a network and in this way yield
bounds on the number of comparators required.

E. PaEers

During the year, several members of the group have prepared
papers for forthcoming meetings and journals.

For the Twelfth Annual Switching and Automata Theory Symposium
(October 1971):

1) Fischer, M. J. and A. R. Meyer, "Boolean Matrix Multi-
plication and Transitive Closure".

2) Meyer, A. R. and M. J. Fischer, "Economy of Description
by Automata, Grammars, and Formal Systems".

For the International Symposium on the Theory of Machines and
Computations (August 1971):

Meyer, A. R. and E. M. McCreight, "Computationally Com-
plex and Pseudo-Random Zero-One Valued Functions".

Accepted by the Journal of Symbolic Logic:

Meyer, A. R. and P, C. Fischer, "Computational Speed-Up
by Effective Operators".

Accepted by Zeit. f. Math. Log. und Grund. der Math.:

Meyex, A. R, and D. M. Ritchie, "A Classification of the
Recursive Functions".

Publication 1970-1971

Ying, C. and A. K. Susskind, *"Building Blocks and Synthesis
Techniques for the Realization of M-ary Combinational Switch-
ing Functions", Proceedings of Symposium on Theory and Appli-
cations of Multiple-Valued Logic Design, State University of
New York at Buffalo, May 1971.

* Non-MAC author.
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III. CELLULAR AUTOMATA

A Ph.D. thesis by Roger Banks describes an investigation of a
class of parallel processing computers called Cellular Automa- .
ta. A cellular automaton consists of an array of simple, iden-
tical finite-state machines called cells. Each cell communica- !
tes with only its immediately surrounding cells.

The chief results of the thesis include showing that a two-
dimensional array of two-state cells, each of which communicates
with its four-edge neighbors, can perform any (computable) com-
putation, i.e., it can simulate a universal Turing machine.

A configuration is a specification of the states of all the
cells in some area of the iterative array. Another result
described in the thesis, is the existence of a self-reproducing
configuration in an array of four-state cells with each cell
communicating with its four-edge neighbors. This was a reduc-
tion of four states from the previously known eight-state case.

Further work by Banks and more recently by William Mark has
concerned the development of a programming system for the
simulation and display of very general cellular automata in
one, two and three dimensions with various neighborhoods,
transition rules, numbers of states, etc.

Publication 1970-1971

Banks, Edwin R., "Information Processing and Transmission in
Cellular Automata", Ph.D. Thesis, Dept. of Mechanical Engineer-
ing, January 1971, also MAC TR-81, AD 717-951.
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IV. COMPUTATION STRUCTURES

A. Introduction

The Computation Structures Group is concerned with the study
and analysis of fundamental issues arising in the design and
construction of general-purpose computer systems. The re-
search enccmpasscs hardware and software aspects of computer
systems, and much of the work has contributed toward establish-
ing a common conceptual basis for both aspects. The accom-
pPlishments of the past year are pPrincipally in two areas:

One is the theoretical study of Petri nets as a model for
asynchronous systems of interacting parts, and the realization
of Petri nets in the form of speed-independent modular switch-
ing systems. The goal of this work is to build a sound theory
to serve as the basis of a new methodology for the design of
asynchrorous digital systems. The second area is the evolu-
tion of a base program language. This effort is expected to
lead to a practical formal definition scheme for source pro-
gramming languages and will provide a sound basis for the
functional design of advanced computer systems.

B. Petri Nets

As reported last year, we have found Petri nets to be an ele-
gant formalism for representation of concurrencCy in processes
and for studying asynchronous systems. Petri nets stand out
in relation to other schemes because of the preciseness and
ease with which they can express parallel acitions, resolution
of conflicts, and interaction among processes. Moreover, they
have the simple structure that .s essential for analytic
study. Simple as they are in their structure, study of the
general class of Petri nets is difficult because of the var-
iety of situations they can represent. A study of subclasses
of Petri nets which represent simpler situations is a necessary
step toward understanding the general class of Petri nets, and
such study has been an important objective of the group in the
past year. We have identified several subclasses of interest
and have found useful results about them. Before discussing
these results, we present a brief introduction to Petri nets
and the subclasses of interest.

A Petri net [1,2] is a directed graph which can have two types
of nodes, namely transitions and places, where the directed
arcs can connect only transitions to places and places to trans-
itions (Fig. 1l.). 1In drawing the graph, places are represented
by circles and the transitions by bars. The places from which
arcs are incident on a transition are called input places of
the transition, terminate are called the output places of the
transition. Each place can have markers (sometimes called
tokens) in them. A transition having markers in all of its
input places is said to be enabled. Only enabled transitions
can fire; in the act of firing, the transition picks one

marker from each of its input places and puts a marker in each
of its output places. The marking distribution in the net
changes as transitions fire, and each new marhing distribution
makes firing of other transitions possible. With regard to

the firing of transitions, an important situation is when

PRECEDING PAGE BLANK

13

P =



COMPUTATION STRUCTURES

JENG

N

r .
. g

FIG.1. A PETRI NET.

transitions share some input places. When two transitions
which have a common input place are both enabled but the
common input place has only one marker, the transitions are
said to be in conflict because the firing of any one of the
transitions disables the other. A net is said to be safe if
no plece in it will ever have more than one marker at a time.
A net is said to be live if at no time in the operation of the
net will any transition be ruled out as a transition that may
fire some time in the future. Conflict, safety, and liveness
in a net depend on the initial marking distribution. There
are, however, some structural restrictions which can guarantee
some of these properties. By structural restrictions, we mean
restrictions with regard to the arrangements of transitions
and places such as the restriction that transitions not have
input places in common. The restrictions we use below to
define subclasses of Petri nets are purely syntactic as they
define local constraints on the arrangements of transitions
and places. The subclasses are:

1) State Machines (SM)
2) Marked Graphs (MG)
3) Free Choice Petri Nets (FC)
4) Simple Petri Nets (SN)

The restrictions that define these subclasses are given below.
The Petri nets without any restrictions will be referred to
as general Petri nets to emphasize this fact. The following
text should be read together with Figures 2 and 3. Figure 2
shows what kind of local configurations of transition and
Places are permitted for each subclass of nets.

l. State Machines (SM) -- A state machine is a Petri net in
which every transition has exactly one input place and exactly
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LOCAL CONFIGURATIONS

STATE MACHINES

EVERY TRANSITION HAS
EXACTLY ONE INPUT PLACE
AND EXACTLY ONE
OUTPUT PLACE

f PERMITTED

NOT PERMITTED

MARKED GRAPHS

EVERY PLACE HAS
EXACTLY ONE INPUT
PLACE AND EXACTLY ONE
OUTPUT PLACE

<

FREE CHOICE NETS

EVERY ARC FROM APLACE
TO ATRANSITION IS EITHER
THE ONLY OUTPUT OF THE

PLACE OR THE ONLY INPUT
TO THE TRANSITION

o LAY | AY

SIMPLE NETS

EVERY TRANSITION HAS
AT MOST ONE SHARED
INPUT PLACE

PETRI NETS

NO SUCH
RESTRICTION

9,
W
F9¢
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THE SUBCLASSES OF PETRI
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one output place. The state machines being discussed here are
identical to the state machines of automata theory in their
structure, (Fig. 4).

2. Marked Graphs (MG) -- A marked graph is a Petri net in
which every place has exactly one input transition and exactly
one output transition. Thus the restriction in this case is
similar to the one for state machines but it applies to places
instead of transitions. State machines have been studied ex-
tensively but the recognition of marked graphs and the study
of their properties is recent. Genrich [3] started the study
of marked graphs and his ideas led to a detailed study by

Holt and Commoner [4]. The mathematics relating to marked
graphs is fairly well understood now through these studies.

In our previous report we showed a direct relationship between
the elementary asynchronous modular control structures devel-
oped by us and the marked graphs. The study provided a simple
way for obti.ning hardware structures that mimic marked graphs,
and also a m=thod for determining if a control structure  is
free of any hangups. This year the study has been carried
further to include a broader class of nets called free choice
nets. The free choice nets and results relating to them are
described below.

3. Free Choice Nets -- A Petri net in which every arc from a
place to a transition is either the only output of the place
or the only input to the transition is said to be a free choice
Petri net. This condition on Petri nets is the same as re-
quiring that when an input place is shared by some transitions,
those transitions have no input places other than the one
which is common to them. Thus when a marker arrives in the
shared place, all of the transitions which share that place

are enabled, and one of them may be freely chosen to fire.

When the movement of a marker is regarded as flow of control,
the situation just described represents a free choice with
regard to where control flows from the shared place -- thus

the name free choice nets. Free choice nets include both the
state machines and the marked graphs.

A free choice Petri net can be used to represent the flow of
control in a program as shown in Fig. 5. Ir this figure, the
shared place x together with transitions T and F represent a
decision element -- the if statement in the program. The
direction in which control flows from place X is not a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>