The Department of Commerce, under the 1970 Executive Order No. 11556, has been given the responsibility of supporting the Government in general and the Office of Telecommunications Policy in particular in the field of telecommunications analysis. The Department of Commerce, in response to these added duties, instituted the Office of Telecommunications as a primary operating unit to meet the demands of telecommunications in the areas of economic, sociological and regulatory research and advice. The Office consists of three units as follows:

**Frequency Management Support Division:** Provides centralized technical and administrative support for coordination of Federal frequency uses and assignments, and such other services and administrative functions, including the maintenance of necessary files and data bases, responsive to the needs of the Director of the Office of Telecommunications Policy (OTP) in the Executive Office of the President, in the performance of his responsibilities for the management of the radio spectrum.

**Telecommunications Analysis Division:** Conducts technical and economic research and analysis of a longer term, continuing nature to provide information and alternatives for the resolution of policy questions, including studies leading to the more efficient allocation and utilization of telecommunication resources; provides forecasts of technological developments affecting telecommunications and estimates their significance; provides advisory services in telecommunications to agencies of Federal, State and local governments; and performs such other analysis as is required to support OTP.

**Institute for Telecommunication Sciences:** The Institute for Telecommunication Sciences (ITS), as a major arm of the Office of Telecommunications, is the central Federal agency for research on the transmission of radio waves. As such, ITS has the responsibility to:

   (a) Acquire, analyze and disseminate data and perform research in general on the description and prediction of electromagnetic wave propagation, and on the nature of electromagnetic noise and interference, and on methods for the more efficient use of the electromagnetic spectrum for telecommunication purposes;

   (b) Prepare and issue predictions of electromagnetic wave propagation conditions and warnings of disturbances in those conditions;

   (c) Conduct research and analysis on radio systems characteristics, and operating techniques affecting the utilization of the radio spectrum in coordination with specialized, related research and analysis performed by other Federal agencies in their areas of responsibility;

   (d) Conduct research and analysis in the general field of telecommunication sciences in support of other Government agencies as required; and

   (e) Develop methods of measurement of system performance and standards of practice for telecommunication systems.

This Telecommunications Research Report series is the primary vehicle for early or detailed dissemination of results of research and analysis projects.
OT/ITS RESEARCH REPORT 7

A New Method for Predicting HF Ground Wave Attenuation Over Inhomogeneous, Irregular Terrain

R. H. OTT

INSTITUTE FOR TELECOMMUNICATION SCIENCES BOULDER, COLORADO
January 1971

Price 60 cents
<table>
<thead>
<tr>
<th>TABLE OF CONTENTS</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABSTRACT</td>
<td>iv</td>
</tr>
<tr>
<td>1. INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>2. THE INTEGRAL EQUATION</td>
<td>3</td>
</tr>
<tr>
<td>3. EXAMPLES</td>
<td></td>
</tr>
<tr>
<td>3.1 A flat earth</td>
<td>6</td>
</tr>
<tr>
<td>3.2 A cylindrical earth</td>
<td>6</td>
</tr>
<tr>
<td>3.3 A Gaussian-shaped ridge</td>
<td>8</td>
</tr>
<tr>
<td>3.4 A sea-land-sea-path</td>
<td>12</td>
</tr>
<tr>
<td>3.5 A sea-land-sea path with an island</td>
<td>14</td>
</tr>
<tr>
<td>3.6 A sloping beach at high and low tides</td>
<td>14</td>
</tr>
<tr>
<td>3.7 Two Gaussian hills</td>
<td>17</td>
</tr>
<tr>
<td>3.8 A Gaussian hill (transmitting frequency of 10 MHz)</td>
<td>17</td>
</tr>
<tr>
<td>4. RECOMMENDATIONS AND CONCLUSIONS</td>
<td>20</td>
</tr>
<tr>
<td>5. ACKNOWLEDGMENTS</td>
<td>21</td>
</tr>
<tr>
<td>6. REFERENCES</td>
<td>22</td>
</tr>
<tr>
<td>APPENDIX A. Derivation of the Integral Equation</td>
<td>24</td>
</tr>
<tr>
<td>APPENDIX B. Numerical Analysis</td>
<td>31</td>
</tr>
<tr>
<td>APPENDIX C. Computer Program and Flow Chart</td>
<td>37</td>
</tr>
</tbody>
</table>
Several examples of the numerical evaluation of an integral equation for the calculation of the attenuation of a radio wave are given. These waves are assumed to be propagated over realistic, smoothly varying irregular, inhomogeneous terrain. Results for propagation over a cylindrical earth show an accuracy to 3-4 significant figures when compared with the classical residue series. Calculations for propagation over smooth mixed land-sea paths agree with classical methods. The applicability of the program to permit computation of propagation over terrain with smooth height variation is demonstrated by calculations of propagation over one and two Gaussian-shaped hills. The ability of the program to allow treatment of variations in both ground conductivity and height combined is illustrated by calculations of propagation from the sea up a sloping beach and by calculations of propagation over an island. This last example illustrates the importance of the terrain profile in mixed path calculations.
1. INTRODUCTION

Despite numerous attempts, a numerically feasible way to calculate the field strength of a radio wave propagating over realistic, smoothly varying, inhomogeneous terrain, has not yet been found. Hufford (1952) developed an integral equation for such propagation by using the free-space Green's function in Green's second identity and showed that his solution yielded the classical result for propagation over a smooth sphere. Berry (1967) succeeded in solving the equation numerically for vertically polarized radio waves, showing sample calculations up to 10 MHz. If the normalized surface impedance is not much smaller than 1, the numerical techniques are very inefficient, however, and round-off errors accumulate so fast that the results are not useful. For normal ground constants, this condition excludes all horizontally polarized waves and all vertically polarized waves above a few megahertz.

The method used in this paper is based on an elementary function that is closely related to the Sommerfeld flat earth attenuation function. This elementary function satisfies a scalar 'parabolic' wave equation. The resulting integral equation is numerically feasible for both vertical and horizontal polarization and for normalized surface impedances in the HF band.

The problem to be solved is illustrated in figure 1, which shows a possible propagation path. The signal at the receiver is affected by the mean curvature of the earth, height profile along the path, and the change of surface impedance along the path. The changes may be abrupt (e.g., at a land sea boundary), or gradual (e.g., as the sea state, temperature, or salinity change). The problem of abrupt changes in surface impedance at smooth land-sea boundaries has been solved (Wait, 1964). Numerical results for changes in surface impedance have been calculated by Rosich (1968, 1970).
Figure 1. A possible propagation path.
The present work allows the terrain to be represented by a completely arbitrary profile in terms of the elevation versus distance. The hills and valleys themselves are taken to be uniform in the direction transverse to the propagation direction. The terrain may also be characterized by a conductivity and dielectric constant which are functions of distance.

The main body of the report describes the results of calculations for several examples including paths similar to that in figure 2. The appendices contain the derivation of the integral equation, the necessary numerical analysis, and a listing of the Fortran computer program.

2. THE INTEGRAL EQUATION

The derivation of the integral equation is given in appendix A. The details will not be reiterated here, but the final result is (Ott, 1971)

\[
I(x) = g(x, y) W(x, 0) - \frac{\sqrt{l}}{\lambda} \int_0^x f(\xi) e^{-ik\epsilon(x, \eta)} \left\{ y'(\xi) W(x, \eta) - \frac{y(x) - y(\eta)}{x - \xi} \right\} d\xi \]

where \( x, \xi, y(x) \) and \( y(\xi) \) are defined in figure 2. The factor \((\lambda - \lambda_r)\) arises in mixed-path problems. That is, substituting \( \lambda_r \) for \( \lambda \) in (A-2) and (A-9) will yield the difference \((\lambda - \lambda_r)\). The factor \( \lambda_r \) is constant with distance and is the relative value of the normalized surface impedance. This factor is computed using the values for \( \lambda \) and \( \lambda_r \) for the first section of a mixed path. The factor \( \lambda \) varies with distance in a mixed path problem. The variation of \( \lambda \) with \( x \) may be continuous or contain abrupt changes. The factor \((\lambda - \lambda_r)\) is zero for a single section path. The remaining factors in (1) are defined as
\[ w(x, \xi) = \frac{[y(x) - y(\xi)]^2}{2(x - \xi)} + \frac{y^2(\xi)}{2} - \frac{y^2(x)}{2x} , \]

\[ W(x, \xi) = 1 - i\sqrt{\eta} w(-\sqrt{\eta}) , \]

\[ p = -ik \Delta^2(x - \xi)/2 , \]

\[ u = p \left[ 1 - \frac{y(x) - y(\xi)}{\Delta(x - \xi)} \right] , \quad \xi < x \]

\[ w(-\sqrt{\eta}) = e^{-\mu} \text{erfc} (i\sqrt{\eta}) \]

\[ = \frac{1}{i\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2} dt}{\sqrt{\eta} + t} \quad \text{(Abramowitz and Stegun, 1964)} \]

\[ \Delta = \begin{cases} \sqrt{\eta} - 1, & \text{vertical polarization} \\ \eta, & \text{horizontal polarization} \end{cases} \]

\[ \eta = \epsilon_r - \frac{i18(10^3)}{f(MHz)} \]

\[ f = \text{frequency, in MHz} \]

\[ \sigma = \text{ground conductivity} \]

\[ \epsilon_r = \text{dielectric constant} \]

\[ g(x, y) = \text{antenna pattern factor}. \]

Equation (1) gives the integral equation for the attenuation function normalized to twice the free-space field. The details of the numerical solution of (1) are given in appendix B. Since the upper
limit of integration in (1) is $x$, the effects of backscatter are excluded. That is, to include the effects of backscatter, the range of integration would have to include the entire terrain. Also, the integral equation in (1) neglects the effects of side-scatter since the derivation of (1) assumed ridges uniform in the direction transverse to the propagation direction. In the case of small slopes and the transmitting antenna near the earth, side-scatter and backscatter are second order effects.

3. EXAMPLES

In this section we examine the behavior of the attenuation function, $f(x)$, for eight terrain profiles, $y(x)$. Comparisons of results from (1) with previous results for a flat earth, a smooth homogeneous cylindrical earth, a smooth sea-land-sea path and a single Gaussian-shaped ridge seem to validate the technique. Its more general applicability is illustrated by calculations for propagation over two Gaussian hills, over an island that rises above sea level, and over a sea-sloping beach with a sand-dune path.

3.1 A Flat Earth

$y(x) = 0$, $y'(x) = 0$. The solution of the integral equation (1) is trivial and is simply

$$f(x) = W(x), \quad (2)$$

where $W(x)$ is the Sommerfeld flat-earth attenuation function (Wait, 1964).

3.2 A Parabodoidal Earth

$y(x) = -x^2/2a$, $y'(x) = -x/a$, where $a$ is the radius of the cylinder and is taken to be about $6.37 \times 10^6$ kilometers. The frequency of the transmitting antenna is 1 MHz and is vertically polarized. The ground constants are: $\sigma = 0.01$ mho/m and $\varepsilon_r = 10$. The magnitude and phase of the attenuation function versus horizontal distance, $x$ are given in table I. These results are compared in table I with those
obtained using the residue series (Wait, 1964) for the attenuation function. The agreement is seen to be very good out to the largest distance computed. For example, at 300 km, the difference in the phase between the integral equation method and the residue series method is about 0.009 rad. or about 0.5°. The greatest error in amplitude occurs at a distance of 150 km and is about 2 units in the third significant figure. The error decreases on either side of this point, a characteristic common to many numerical solutions. The results obtained in table I are for a step size, \( h = 1 \) km; however, a step size of 2 km did not change the results appreciably. A detailed error analysis is beyond the scope of this paper. The last significant figure of agreement in table I is underlined.

Table I. Attenuation function versus distance

<table>
<thead>
<tr>
<th>Horizontal Distance, ( x ) (km.)</th>
<th>Integral Equation Solution</th>
<th>Residue Series Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Amplitude (rad.)</td>
<td>Amplitude (rad.)</td>
</tr>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>25</td>
<td>0.51331</td>
<td>0.51332</td>
</tr>
<tr>
<td>50</td>
<td>0.28936</td>
<td>0.28970</td>
</tr>
<tr>
<td>75</td>
<td>0.17575</td>
<td>0.17595</td>
</tr>
<tr>
<td>100</td>
<td>0.11506</td>
<td>0.11520</td>
</tr>
<tr>
<td>125</td>
<td>0.08044</td>
<td>0.08000</td>
</tr>
<tr>
<td>150</td>
<td>0.05914</td>
<td>0.05939</td>
</tr>
<tr>
<td>175</td>
<td>0.04504</td>
<td>0.04502</td>
</tr>
<tr>
<td>200</td>
<td>0.03512</td>
<td>0.03509</td>
</tr>
<tr>
<td>225</td>
<td>0.02781</td>
<td>0.02777</td>
</tr>
<tr>
<td>250</td>
<td>0.02224</td>
<td>0.02221</td>
</tr>
<tr>
<td>275</td>
<td>0.01790</td>
<td>0.01788</td>
</tr>
<tr>
<td>300</td>
<td>0.01447</td>
<td>0.01446</td>
</tr>
</tbody>
</table>
The time required to compute the attenuation function at intervals of one kilometer out to a maximum distance of 300 km was about 25 min using a CDC 3800 computer. The time required to compute the attenuation function for a specified profile is approximately proportional to the square of the number of points used along the abscissa. Thus, in the above example, if the maximum distance were 150 km rather than 300 km, the time required would be about 1/4 as much, or about 6 min. The sample input and output data given in appendix C pertain to this sample.

3.3 A Gaussian-Shaped Ridge

\[ y = e^{-(x-5)^2}, \quad y' = -2(x-5)y. \]

This is a more interesting profile at least from the standpoint of radio propagation. The profile together with the magnitude of the attenuation function versus distance are shown plotted in figure 3. The magnitude of the attenuation function \(|f(x)|\), is normalized to twice the free space field, \(2 \exp(-ikr_o)/r_o\). The observer is located on the terrain and the transmitter is located at the coordinate origin. The ground constants are \(\sigma = 0.01\) mho/m and \(\varepsilon_r = 10\). The transmitter is vertically polarized and the frequency is 1 MHz. The terrain profile shown in the insert has a maximum height of 1 km and the hill is centered at a point 5 km from the transmitter. The solid straight line in figure 3 is the attenuation function, \(W(x)\), for a flat earth.

The data in figure 3 represented by crosses was obtained by replacing the Gaussian-shaped ridge with a rounded knife-edge and computing the field on the surface shown dashed in figure 4 using "4-ray theory" (Schelleng, et. al., 1933). The radius of the rounded knife-edge is 500 m (which is the curvature of the Gaussian
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Figure 3. Propagation over a Gaussian-shaped ridge. Terrain profile is shown in insert. Observation point (receiving antenna) is located on the profile.
Figure 4. Rounded knife-edge approximation used to analyze the Gaussian-shaped ridge.
hill at its crest) and the knife-edge is located 1 km above the plane $y = 0$. The four rays are the two rays that strike the knife-edge on the illuminated side plus the two rays that reach an observer in the shaded side i.e., a direct diffracted ray and a ray which is diffracted and then reflected before reaching the observer. The results in figure 3 show excellent agreement between the points computed using "4-ray theory" and those obtained solving the integral equation numerically.

The open circles in figure 3 were computed using the Hufford integral equation (Hufford, 1952). Since there are fewer approximations in the Hufford integral equation than in the results presented in this paper, the former should be considered the most accurate. Hufford's integral equation shows a slight dip in the attenuation function at a distance of about 9 km which is exaggerated by the solid circles but does not appear in the knife-edge results. Also, the open circles differ somewhat in the shadow from the results presented earlier by Berry (1967). There were projection factors, of the form $\sqrt{1 + (y')^2}$, omitted from Berry's results since in most applications these factors are nearly unity, i.e., $y'$ is small. However, in the present example these factors become important.

The solid circles in figure 3 present the attenuation function computed numerically using the integral equation in (1). We find some error in the results obtained using the integral equation presented in this paper around 6 km and 9 km. However, the error is small and is exaggerated in this particular example because of the large slopes encountered on the terrain profile. The error is a result of the assumption that

$$\frac{\partial^2 \psi}{\partial x^2} \approx 0,$$

or that the fast phase variation of $\psi$ with $x$ is in the term $\exp(-ikx)$. In most terrain profiles, this will indeed be a good approximation and, in fact, in the present example yields adequate accuracy.
The physical characteristics of the results in figure 3 are interpreted most easily using the ray picture. The attenuation function decreases at the flat earth rate for the first 2.5 km. Then, as the observation point moves up the crest of the hill, the attenuation function increases due to focusing of the direct ray and the surface ray on the lit side of the crest. The attenuation function reaches its maximum value very close to the point on the terrain where there is an inflection point. This increase in the amplitude to a maximum on the lit side near the crest has also been predicted analytically by Wait and Murphy (1958). Just over the top of the hill the attenuation function decreases since the direct ray is no longer present and then the attenuation function partially recovers again due to the constructive interference of a direct diffracted ray and a diffracted ray traveling along the surface before reaching the observer.

3.4 A Sea-Land-Sea Path

The terrain profile is flat in this example and the ground constants change abruptly at the sea-land, land sea interfaces. This example was selected as a check on the mixed path capabilities of the method. The results for the magnitude of the attenuation function normalized to twice the free space field are plotted in figure 5 versus distance from the antenna in km. The antenna is vertically polarized and the frequency is 10 MHz. The solid circles represent the attenuation function computed numerically using (1). The open circles in figure 5 represent the attenuation function computed by Rosich (1968, 1970) using a perturbation approach. The data given by the crosses in figure 5 represents the attenuation function computed using a method based upon the classical residue series (Furutsu, et. al., 1964). This method is equivalent to that of Wait (1964). This latter method makes the fewest approximations for the three section earth considered in
Figure 5. A sea-land-sea path. The profile is flat.
this example. The agreement between the solid circles representing (1) and the crosses, appears to demonstrate the validity of the formulation in treating mixed path propagation problems. The abrupt changes in conductivity and dielectric constant used in this example do not represent a realistic sea-land interface. The method is, however, capable of treating a continuous variation of conductivity and dielectric constant.

3.5 A Sea-Land-Sea Path With An Island

This example combines terrain features and mixed-path effects. The island is drawn to scale in figure 6 and its elevation is 250 m at the highest point. The magnitude of the attenuation function normalized to twice the free space field versus distance is plotted in figure 6. The antenna is vertically polarized and the frequency is 10 MHz. For comparison, the magnitude of the attenuation function for a flat island is also shown in figure 6. The most significant feature of figure 6 is that the terrain profile has a greater effect on the attenuation function on the island than do changes in the ground constants, and the residual effect of the profile well beyond the island is comparable to that of the change in ground constants.

3.6 A Sloping Beach At High And Low Tides

The profile is drawn to scale in figure 7 and the assumed ground constants used for the wet and dry sand are given in the figure. The transmitter is out at sea. As the tide rises, the wet sand in figure 7 is covered by water and as the tide recedes it exposes the wet sand. The magnitude of the attenuation function versus distance is shown plotted in figure 7. There is little difference in the attenuation function at high and low tide. However, the presence of the crest in the beach produces a peak in the attenuation function on the lit side and a shadow in back. This illustrates the importance of the terrain profile in mixed path problems.
Figure 6. A sea-land-sea path with an island. The island is shown to scale in the insert.
Figure 7. A sloping beach at high and low tides.
3.7 Two Gaussian Hills

The profile is drawn to scale in figure 8. The separation of the hills is such that a null instead of a peak in the attenuation function is produced on the lit side of the second hill. Obviously there are an infinite number of combinations of hills that will in turn produce an infinite number of possible combinations of nulls and peaks in the attenuation function. The method will, in principle, treat any number of hills and valleys. The hills need not have Gaussian profiles; any smooth function of distance is acceptable.

3.8 A Gaussian Hill (transmitting frequency of 10 MHz)

The profile as well as the magnitude of the attenuation function versus distance is shown in figure 9. The results in figure 9 differ somewhat from those published earlier by Berry (1967). Near the crest of the hill small oscillations in the attenuation occur which were not present when the transmitting frequency was \(1\) MHz. One possible explanation for these wiggles is numerical instability. However, this explanation was discarded when finer subdivisions of the integration interval failed to remove the oscillations. At present, they can only be explained in terms of an interference effect between a ground-reflected wave and the ground wave the former being stronger at 10 MHz than at 1 MHz. This case represents a quasi upper limit in the capability of the computer program in terms of frequency and slopes. That is, higher frequencies can be treated but the terrain cannot change as fast as it does in figure 9. Conversely, more rapid changes in terrain can be treated provided the frequency is less than it is in figure 9. Since the slopes in figure 9 are near unity, we have a heuristic uncertainty principle for our computer program

\[ y' f < 10 \text{ (MHz)} \]
Figure 8. Two Gaussian-shaped ridges.
Figure 9. A Gaussian-shaped ridge at 10 MHz.
4. RECOMMENDATIONS AND CONCLUSIONS

The numerical evaluation of an integral equation for the propagation of radio waves over irregular, inhomogeneous terrain is demonstrated for several examples. Some of the examples provide a realistic picture of the attenuation of a radio wave when it encounters a terrain anomaly, such as a large conducting ridge. The Gaussian-Hill example at 1 MHz yields physical insight into a focusing phenomenon of the field just before the crest of a hill that cannot be predicted on the basis of simple diffraction theory, but is in fact predicted by the numerical solution of the integral equation. However, ray theory in a concave region with multiple reflections may work.

It appears that the results discussed in this report represent a useful tool for analyzing the attenuation loss of a radio wave as it encounters terrain anomalies such as hills, valleys, land-sea interfaces, etc. The computer program for this analysis is listed in appendix C. However, there are improvements that should be studied. They are listed below in an order not necessarily representing their relative importance.

1) A three-dimensional model of the terrain. It should be determined if the energy follows a geodesic and if the effects of transverse curvature are important or not.

2) Since the solution represented by the integral equations does in fact represent a solution of the wave equation plus boundary conditions, it applies to VHF frequencies as well as HF frequencies. Consequently, numerical techniques should be studied so that the program will handle VHF frequencies efficiently.
3) Real antennas rather than an idealized point source with an arbitrary pattern factor should be investigated; especially when a large diffracting obstacle is within the first Fresnel zone of the antenna.
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APPENDIX A: Derivation of the integral equation

Consider a solution, \( \psi \), of the wave equation

\[
(l) \quad \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} + k^2 \psi = -2\pi \tau(x, y), \quad y > y(x)
\]

which satisfies an impedance boundary condition of the form

\[
(ii) \quad \frac{\partial \psi}{\partial n} = \frac{i k \Delta \psi}{\sqrt{1 + (y')^2}}, \quad y = y(x)
\]

where \( \psi \) represents the vertical component of \( E \) for the case of vertical polarization or the vertical component of \( H \) for horizontal polarization. The time dependence is \( \exp(i\omega t) \) and the normalized impedance, \( \Delta \), near grazing is

\[
\Delta = \begin{cases} \frac{\sqrt{\eta - 1}}{\eta} & \text{vertical polarization} \\ \sqrt{\eta - 1} & \text{horizontal polarization} \end{cases}
\]

with

\[
\eta = \frac{\epsilon}{\sigma \omega \epsilon_0}
\]

where \( \epsilon \) is the dielectric constant, \( \sigma \) is the conductivity and \( \omega \) the angular frequency.

The source distribution is \( \tau(x, y) \). Let

\[
\psi = e^{-ikx} \psi(x, y)
\]
and i) becomes

\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} - 2i k \frac{\partial \psi}{\partial x} = -2 \pi \tau(x, y) e^{ikx}
\]

Assuming that the fast variation with \(x\) occurs in \(\exp(-ikx)\)

\[
\frac{\partial^2 \psi}{\partial x^2} \approx 0
\]

or that \(\frac{\partial^2 \psi}{\partial x^2}\) is small compared with remaining terms we find

\[
\frac{\partial^2 \psi}{\partial y^2} - 2i k \frac{\partial \psi}{\partial x} = -2 \pi \tau(x, y) e^{ikx} \tag{A-1}
\]

An elementary function for (A-1) is (Ott and Berry, 1970)

\[
\sqrt{\frac{2ik}{\pi}} G(x, y; \xi, \eta) = \frac{e^{-ik(\eta - y)^2 / 2(\xi - x)}}{\sqrt{\xi - x}}
\]

\[
+ \frac{i k \delta e^{-ik\xi \eta}}{\sqrt{\xi - x}} \int_0^\infty \exp[-ik(t-y)^2 / 2(\xi-x)] e^{ik\xi} dt, \ x < \xi
\]

\[
= \frac{e^{-ik(\eta - y)^2 / 2(\xi - x)}}{\sqrt{\xi - x}} W(x, \xi), \ x < \xi.
\]

\[
\sqrt{\frac{2ik}{\pi}} G(x, y; \xi, \eta) = 0, \ x > \xi.
\]
The function satisfies

\[ \frac{\delta^2 G}{\delta y^2} + 2i k \frac{\partial G}{\partial x} = -2 \pi \delta (x - \zeta, y - \eta) \]  

(A-3)

The constant on the left-hand-side of (A-2) comes from integrating both sides of (A-3) over the region \( R = \{ x, y: -a < x < a, y(x) < y < b \} \).

Multiplying (A-1) by \( G \), (A-3) by \( \psi \), and subtracting and integrating over the region \( R \) yields

\[
\iint_R (G \frac{\partial^2 \psi}{\partial y^2} - \frac{\partial^2 G}{\partial y^2}) \, dx \, dy - 2i k \iint_R (G \frac{\partial \psi}{\partial x} + \frac{\partial G}{\partial x}) \, dx \, dy
\]

\[
= -2 \pi \int \int_{\Sigma} e^{ik\xi} \psi \, dx \, dy + \pi \psi(P) \]  

(A-4)

where \( P \) is the observation point \((\xi, \eta)\), and \( \Sigma \) is a region around the source. The divergence theorem yields on the surface \( y(x) \)

\[
\iint_R (G \frac{\partial^2 \psi}{\partial y^2} - \frac{\partial^2 G}{\partial y^2}) \, dx \, dy = \oint_C (G \frac{\partial \psi}{\partial y} - \frac{\partial G}{\partial y}) e_n \cdot e_y \, dc \]  

(A-5)

where \( e_n \) is the outward directed normal (into the surface) and \( C \) is a contour enclosing \( R \) and

\[
e_n = -\frac{-y' e_x + e_y}{\sqrt{1 + (y')^2}}
\]
and along $y = y(x)$

$$dc = \sqrt{1 + (y')^2} \, dx$$

Also

$$2ik \iint_{R} \left( G \frac{\partial \psi}{\partial x} + \psi \frac{\partial G}{\partial x} \right) \, dx \, dy = 2ik \iint_{R} \frac{\partial}{\partial x} (G \psi) \, dx \, dy$$

$$= 2ik \int_{C} G \psi \mathbf{e}_{n} \cdot \mathbf{e}_{x} \, dc$$  \hspace{1cm} (A-6)

From (ii) and neglecting $\frac{\partial \psi}{\partial x}$ compared with other terms

$$\frac{\partial \psi}{\partial y} = ik \Delta \psi - iky' \psi$$  \hspace{1cm} (A-7)

and substituting (A-5), (A-6), and (A-7) into (A-4), and assuming $\psi = 0$, for $x < 0$, which means neglecting backscatter from the region $x < 0$, and all sources are in the region $x > 0$,

$$-\int_{0}^{\xi} \left[ ik \Delta G - iky' \psi G - \psi \frac{\partial G}{\partial y} \right] \, dx - 2ik \int_{0}^{\xi} G \psi' \, dx$$

$$+ 2\pi \int e^{ikx} G \, dx \, dy = -\psi (P)$$
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or

\[
\int_{\xi}^{\xi} \left[ -ik \frac{\partial G}{\partial y} + G + \frac{\partial G}{\partial y} \right] \, dx + 2\pi \int_{\xi}^{\xi} \tau G \ e^{ikx} \, dx \, dy = \pi \dagger (P)
\] (A-8)

Substituting (Ott and Berry, 1970)

\[
\sqrt{\frac{2ik}{\pi}} \ G = ik \Delta \sqrt{\frac{2ik}{\pi}} \ G + \frac{ik \exp[-ik(n-\gamma)^2/2(\xi-x)]}{\sqrt{\xi-x}} \left[ \frac{n-y}{\xi-x} \right]
\] (A-9)

in (A-8) gives

\[
-ik \int_{\xi}^{\xi} \left[ y' G - \frac{\exp[-ik(n-\gamma)^2/2(\xi-x)]}{\sqrt{\xi-x}} \left[ \frac{n-y}{\xi-x} \right] \right] \, dx
\]

\[
+ 2\pi \int_{\xi}^{\xi} \tau C \ e^{ikx} \, dx \, dy = \pi \dagger (P).
\]

Reintroducing : and defining \( \hat{G} = G \ e^{-ik(\xi-x)} \) yields

\[
-\frac{ik}{2\pi} \int_{\xi}^{\xi} \left[ y' \hat{G} - \frac{\exp[-ik((\xi-x)+[\frac{(n-y)^2}{2(\xi-x)}])}{\sqrt{\xi-x}} \left[ \frac{n-y}{\xi-x} \right] \right] \, dx
\]

\[
+ \pi \int_{\xi}^{\xi} \hat{G} \, dx \, dy = \frac{1}{2} \dagger (P) e^{-ik\xi}
\] (A-10)
We assume that the antenna has a phase center where the source distribution, \( \tau(x, y) \), is located. Then we write

\[
\tau(P) = g(P) \left\{ \exp \left[ -ik \left( x + \frac{y^2}{2x} \right) \right] \sqrt{x} \right\} \delta(x, y) \tag{A-11}
\]

where \( (x + y^2/2x) \) is the first two terms in the binomial expansion for the distance between the source point \( O \) and the observation point at \( P \). The function \( g(P) \) represents the antenna gain or pattern factor. We also introduce an attenuation function \( f(P) \) defined as

\[
\phi(P) = 2f(P) \exp \left[ -ik \left( x + \frac{y^2}{2x} \right) \right] / \sqrt{x} \tag{A-12}
\]

When these two equations are substituted into (A-10), we find (interchanging \( (\xi, \eta) \) with \( (x, y) \))

\[
f(x) = g(x, y) W(x, \eta)
\]

\[
= \sqrt{\frac{1}{2\pi k}} \int_{0}^{\infty} \frac{e^{-ikx(x, \xi)}}{\sqrt{x}} \left\{ \frac{y'\tau(\xi) W(x, \xi)}{x} \right\} \left[ \frac{x}{\xi^2(x-\xi)} \right] \frac{1}{\xi^{1/4}} d\xi
\tag{A-13}
\]

where

\[
u(x, \xi) = \frac{(y-\eta)^2}{2(x-\xi)^2} + \frac{\eta^2}{2\xi} - \frac{y^2}{2x}
\]

\[y = y(x)\]

\[\eta = y(\xi)\]

which differs slightly from the result in Ott and Berry (1970); see for example Ott (1971).
\[ W(x, \xi) = 1 - i \sqrt{\pi p} \ e^{u} \ \text{erfc}(iu^{\frac{1}{2}}) \]

\[ p = \frac{-ik \delta^2 (x-\xi)}{2} \quad (A-14) \]

\[ u = p \left\{ 1 - \frac{y-\eta}{\delta(x-\xi)} \right\}^2 , \ \xi < x \]

References


APPENDIX B: Numerical Analysis

The integral equation (1) or equivalently (A-13) is of the form of a linear Volterra integral equation of the second kind, i.e.,

\[ f(x) = g(x) - c \int_0^x f(s) K(x, s) \, ds \]  \hspace{1cm} (B-1)

where \( f(x) \) is the unknown attenuation function whose value is to be determined in the interval \( 0 \leq s \leq x \). The function \( g(x) \) and \( K(x, s) \) are known, and \( c \) is a constant. If \( g(x) \) is bounded and continuous and if

\[ \int_0^x |K(x, s)| \, ds \leq L < \infty \]  \hspace{1cm} (B.2)

then the solution will be unique and continuous (Wagner, 1953). This integral equation can be solved by a stepwise calculation that divides the interval \( x \) into subintervals of arbitrary width.

That is, consider the subdivision

\[ f(x_n) = W(x_n) - (i/\lambda)^{1/2} \int_0^{x_n} f(s) K(x_n, s) \, ds \]

\[ + \int_0^{x_0} f(s) K(x_n, s) \, ds + \cdots + \int_0^{x_{n-1}} f(s) K(x_n, s) \, ds \]  \hspace{1cm} (B-3)

The unknown function, \( f(s) \), is fitted with a polynomial of the form

\[ f(s) = a_0 + a_1 s + a_2 s^2 \]  \hspace{1cm} (B-4)
Increasing the degree of the polynomial to 3 or higher would result in even higher accuracy; however, the algebra becomes more complicated and sufficient accuracy can be obtained with the polynomial of degree 2. In some examples, the solution may become unstable for the higher degree polynomial and oscillate between the fitted points.

The solution of the integral equation requires special starting procedures. We suggest that the interpolating polynomial be of the form

$$f(s) = a_0 + a_1 s + a_2 s + a_3 s^3, \quad 0 \leq s \leq x_0$$

(B-5)

and to use (B-4) for $x_0 \leq s \leq x_n$. The choice in (B-5) is a logical one if we assume the terrain is flat in the immediate vicinity of the transmitting antenna. If the terrain is flat the exact answer for the attenuation function is then in fact a half-order power series in the numerical distance. Requiring the polynomial in (B-5) to pass through the first four consecutive points yields

$$a_0 = 1.0$$

(B-6a)

$$a_1 = R_1 f(x_1) + R_4 f(x_0) + R_6 f(x_0) + R_9$$

(B-6b)

$$a_2 = R_6 f(x_0) + R_9 f(x_0) + R_6 f(x_0) + R_9$$

(B-6c)

$$a_3 = R_6 f(x_0) + R_9 f(x_0) + R_6 f(x_0) + R_9$$

(B-6d)

The constants in (B-4) are found by requiring the polynomial to pass through the points $x_{i-2}$, $x_{i-1}$, and $x_i$. It is a simple exercise to show that

$$a_0 = R_{13} f(x_1) + R_{14} f(x_{i-1}) + R_{16} f(x_{i-2})$$

(B-7a)

$$a_1 = R_{16} f(x_1) + R_{17} f(x_{i-1}) + R_{18} f(x_{i-2})$$

(B-7b)

$$a_2 = R_{19} f(x_1) + R_{20} f(x_{i-1}) + R_{21} f(x_{i-2})$$

(B-7c)
where the \( R's \) in (B-6) and (B-7) are defined as

\[
D = \left( x_0 x_0 x_2 \right)^{\frac{1}{2}} \left[ x_0 \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right) + x_2 \left( x_2^{\frac{1}{2}} - x_2^{\frac{1}{2}} \right) + x_0 \left( x_2^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right) \right] \quad (B-8a)
\]

\[
R_1 = x_0 x_0 \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8b)
\]

\[
R_2 = x_0 x_0 \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8c)
\]

\[
R_3 = x_0 x_0 \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8d)
\]

\[
R_4 = \left[ x_0 \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) \right]/D \quad (B-8c)
\]

\[
R_5 = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8f)
\]

\[
R_6 = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8g)
\]

\[
R_7 = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8h)
\]

\[
R_8 = \left[ \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) \right]/D \quad (B-8i)
\]

\[
R_9 = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8j)
\]

\[
R_{10} = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8k)
\]

\[
R_{11} = \left( x_0 x_0 \right)^{\frac{1}{2}} \left( x_0^{\frac{1}{2}} - x_0^{\frac{1}{2}} \right)/D \quad (B-8l)
\]

\[
R_{12} = \left[ \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) + x_0 \left( x_0^{3/2} - x_0^{3/2} \right) \right]/D \quad (B-8m)
\]

\[
D_i = \left( x_{i-2} - x_{i-1} \right) \left[ \left( x_i^2 - x_i \right) \left( x_{i-1} + x_{i-1} \right) + x_{i-2} x_{i-1} \right] \quad (B-8n)
\]

\[
R_{13} = x_{i-1} - x_{i-2} \left( x_{i-2} - x_{i-1} \right)/D_i \quad (B-8o)
\]

\[
R_{14} = x_{i-1} - x_{i-2} \left( x_{i-2} - x_{i-1} \right)/D_i \quad (B-8p)
\]

\[
R_{15} = x_{i-1} - x_{i-1} \left( x_{i-1} - x_{i-1} \right)/D_i \quad (B-8q)
\]

\[
R_{16} = \left( x_i^2 - x_i \right)/D_i \quad (B-8r)
\]

\[
R_{17} = \left( x_i^2 - x_i \right)/D_i \quad (B-8s)
\]

\[
R_{18} = \left( x_i^2 - x_i \right)/D_i \quad (B-8t)
\]

\[
R_{19} = \left( x_i^2 - x_i \right)/D_i \quad (B-8u)
\]
\[ R_{a0} = \frac{x_i - x_{i-2}}{D_i} \quad \text{(B-8v)} \]
\[ R_{a1} = \frac{x_{i-1} - x_i}{D_i} \quad \text{(B-8w)} \]

Using our polynomial interpolation formulas for \( f(s) \) we find that the integrals in (B-3) all have the following generic form
\[ p_t(x_i, x_j, x_k) = \int_{x_k}^{x_j} \frac{s^t}{2} K(x_i, s) \, ds \quad \text{(B-9)} \]
with
\[
0 \leq k \leq j-1 \\
1 \leq j \leq i \\
2 \leq i \leq n \\
l = 0, 1, 2, 3, 4. \quad \text{(B-10)}
\]

These integrals are evaluated numerically using a five point Gaussian integration formula with special attention given to those integrals having singularities at either of the endpoints of integration.

Substituting (B-4) through (B-10) into (B-3) yields the following general expression for \( f(x) \) at the \( i^{\text{th}} \) point
\[
f(i) \left\{ 1 + \left( \frac{i}{\lambda} \right)^{\frac{1}{2}} \left[ R_{13} (i) p_0 (i, i, i-1) + R_{16} (i) p_6 (i, i, i-1) + R_{26} (i) p_6 (i, i, i-1) \right] \right\} \]
\[
= W(i) \left( \frac{i}{\lambda} \right)^{\frac{1}{2}} \left[ \sum_{j=1}^{3} R_6 (i, j, j-1) + R_4 \sum_{j=1}^{3} p_4 (i, j, j-1) + R_4 \sum_{j=1}^{3} p_4 (i, j, j-1) \right]
\]
\[
+ R_{12} \sum_{j=1}^{3} p_2 (i, j, j-1) + f(l) \left[ R_3 \sum_{j=1}^{3} p_3 (i, j, j-1) + R_6 \sum_{j=1}^{3} p_6 (i, j, j-1) \right]
\]
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\[\begin{align*}
&+ R_9 \sum_{j=1}^{3} p_b(i, j, j-1) + f(2) \left[ R_9 \sum_{j=1}^{3} p_c(i, j, j-1) + R_9 \sum_{j=1}^{3} p_c(i, j, j-1) \right] \\
&+ R_9 \sum_{j=1}^{3} p_b(i, j, j-1) R_9 \sum_{j=1}^{3} p_b(i, j, j-1) + R_9 \sum_{j=1}^{3} p_b(i, j, j-1) \\
&+ f(3) \left[ R_9 \sum_{j=1}^{3} p_c(i, j, j-1) + R_9 \sum_{j=1}^{3} p_c(i, j, j-1) + R_9 \sum_{j=1}^{3} p_c(i, j, j-1) \right] \\
&+ R_{24} (4) p_b(i, 4, 3) + R_{27} (4) p_b(i, 4, 3) + R_{28} (4) p_b(i, 4, 3) + R_{35} (5) p_b(i, 5, 4) \\
&+ R_{39} (5) p_b(i, 5, 4) + R_{40} (5) p_b(i, 5, 4) + \sum_{m=4}^{i-2} l'(m) \left[ R_{32} (m) p_b(i, m, m-1) \right] \\
&+ R_{44} (m+1) p_b(i, m+1, m) + R_{45} (m+2) p_b(i, m+2, m+1) \\
&+ R_{46} (m+2) p_b(i, m+2, m+1)
\end{align*}\]
\[
+ R_{19} (m) p_i (i, m, m-1) + R_{20} (m+1) p_i (i, m+1, m) + R_{31} (m+2) p_i (i, m+2, m+1)
\]

\[
+f(i-1) \left[ R_{13} (i-1) p_i (i, i-1, i-2) + R_{24} (i) p_i (i, i, i-1) + R_{34} (i-1) p_i (i, i-1, i-2) \right]
\]

\[
+ R_{27} (i) p_i (i, i, i-1) + R_{39} (i-1) p_i (i, i-1, i-2) + R_{90} (i) p_i (i, i, i-1) \right]
\]

(B-11)

Reference

APPENDIX C: The Computer Program and Flow Chart

Program Wagner implements the procedure given in Appendix B for solving the integral equation derived in Appendix A. Flexibility is obtained by using appropriate versions of three subroutines:

1. TERRANE, which returns the height, slope, and ground constants \((a, \varepsilon, \sigma)\) as a function of distance, \(x\). By writing appropriate statements in this subroutine the user can define any propagation path he needs. The general form of the subroutine TERRANE is shown on page 49, and two particular implementations used for examples in this report are listed on pages 50 and 51.

2. DISTX, which returns the set of distances \(x(i)\) at which the function \(F(x)\) will be calculated. The general form of DISTX is shown on page 45, and two particular implementations are shown on pages 46 and 47.

3. KERNL, which computes the kernel of the integral equation. Program Wagner can be used to solve other integral equations of the form (B-1) if the kernel includes the factor \([s(x-s)]^{-\frac{3}{2}}\) by modifying subroutine KERNL. For example, WAGNER can solve Hufford's integral equation.

Comment cards in the listings that follow explain the program's operation. The input card sequence for Program WAGNER is
<table>
<thead>
<tr>
<th>Card</th>
<th>Cols.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-10</td>
<td>The number of Gaussian quadrature abcissas and weights (5 recommended)</td>
</tr>
<tr>
<td>2 through 4</td>
<td>3-33 &amp; 36-66</td>
<td>Values for the Gaussian weights and abcissas.</td>
</tr>
<tr>
<td>5 through N+4</td>
<td>1-10</td>
<td>The N points at which the attenuation function is to be calculated. These distances are read in kilometers, by DISTX.</td>
</tr>
<tr>
<td>N+5</td>
<td></td>
<td>A blank card which signals the end of the distance deck when the form of DISTX is that given on page 47. When DISTX takes the form given on page 46, no blank card is required.</td>
</tr>
<tr>
<td>N+6</td>
<td>1-10</td>
<td>Source height in kilometers.</td>
</tr>
<tr>
<td></td>
<td>11-20</td>
<td>Frequency in Megahertz.</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>Polarization, 1. = vertical, 2. = horizontal.</td>
</tr>
</tbody>
</table>

Following is a flow chart together with a statement listing (Fortran 3800) of the computer program, and a sample output.
Flow chart for computer program
PROGRAM WAGNER
C
C A PROGRAM TO COMPUTE HF GROUND WAVE ATTENUATION
C IRREGULAR, INHOMOGENEOUS TERRAIN. REFERENCE:
C
DIMENSION IPOL(2)
COMMON /1/ HA
COMMON /2/ D,H,HP
COMMON /3/ DELTAR,WAVE
COMMON /4/ FREQ,POL
COMMON /5/ NG,AB(48),GH(48)
COMMON /6/ N,X(2001)
TYPE DOUBLE DAB,DGH
COMPLEX FWH,F*ALAMZ,SUM,DELTA,ETAR
COMPLEX KERNL,P0,P1,P2,P3,P4,CTMP
IPOL(1)=8H VERTIC & IPOL(2)=8HMORZONT
C
READ GAUSSIAN QUADRATURE ABCISSAS AND WEIGHTS
C
READ 1000* NG
1000 FORMAT(I110)
NR=(NG+1)/2
DO 1 L=1, NR
READ 1010, DAB,DGH
1010 FORMAT(2D33) 
J=NG-L+1
AB(L)=DAB
AB(J)=AB(L)
GHI(L)=DGH
1 GH(I)=GHI(L)
C
CALL SUBROUTINE TO SET UP DISTANCE ARRAY X IN METERS
C START WITH X(2)= X(1)=0. HAS ALREADY BEEN SET.
C THE DISTANCES DO NOT HAVE TO BE EQUALLY SPACED.
C SUBROUTINE DISTX SHOULD MAKE SURE N < 2000
C
X(1)=0.
F(1)=(1.,0.,1.
CALL DISTX
C
MAKE SURE THERE ARE AT LEAST 4 DISTANCES
IF (NG.GE.4) GO TO 4
PRINT 1040
1040 FORMAT (*NUMBER OF DISTANCES 0 4*)
CALL EXIT
C
4 SORTX2=SQRT(X(2))
SORTX3=SQRT(X(3))
SORTX4=SQRT(X(4))
D1=SORTX2*X(1)*X(2)*X(4)*X(1)*X(3)*(SORTX4-SORTX3)+X(1)*X(3)*(SORTX2-SORTX4)
1 *X(1)*(SORTX3-SORTX2))
R1=X(3)*X(4) *(SORTX4-SORTX3)/D1
R2=X(2)*X(4) *(SORTX2-SORTX4)/D1
R3=X(2)*X(1)*(SORTX3-SORTX2)/D1
R4=(X(2)*(SORTX3**3-SORTX3**3)+X(1)*(SORTX2**3-SORTX4**3)
1 *(X(1)*(SORTX3**3-SORTX2**3))/D1
R5 = SQRT(X(3)*X(4)* (X(3)-X(4))/D1
R6 = SQRT(X(2)*X(4)* (X(2)-X(4))/D1
R7 = SQRT(X(2)*X(3)* (X(2)-X(3))/D1
R8 = SQRT(X(2)*X(3)*X(4)* (X(4)-X(3))-X(3))/D1
1 + SQRTX4**3 - SQRTX3**3)/D1
R9 = SQRT(X(3)*X(4)* (SQRTX4-SQRTX3)/D1
R10 = SQRT(X(2)*X(4)* (SQRTX2-SQRTX4)/D1
R11 = SQRT(X(2)*X(3)* (SQRTX3-SQRTX2)/D1
R12 = (SQRTX2*X(4)-X(3))+SQRTX3*(X(2)-X(4))+SQRTX4*(X(3)-X(2))/D1
DO 10 M=5,5,N
M1=M-1
M2=M-2
D2=(X(M2)-X(M1))*X(M2-X(M1))/D2
R13(M)=X(M1)*X(M2)*X(M1-X(M2))/D2
R14(M)=X(M1)*X(M1-X(M2))/D2
R15(M)=X(M1)*X(M1-X(M2))/D2
R16(M)=X(M1)*X(M2)/D2
R17(M)=X(M2)*X(M2)/D2
R18(M)=X(M1)**2-X(M2)**2/D2
R19(M)=X(M1)-X(M2)/D2
R20(M)=X(M1)-X(M2)/D2
10 R21(M)=X(M1)-X(M2)/D2

READ SOURCE HEIGHT, FREQUENCY, AND POLARIZATION

COL DESCRIPTION
1-10 SOURCE HEIGHT, KM
11-20 FREQUENCY, MHZ
21-30 POLARIZATION, 1 = VERTICAL, 2 = HORIZONTAL

20 READ 2000 HA,FREQ,POL
2000 FORMAT (3F10.4)
IF (EOF=.T.) 59,22
22 HA=HA*1.E3
KPOL=POL
ALAM=2.997925E2/FREQ
WAVE=6.283185307/ALAM
ALAM2 = ((0.7071067812*(0.7071067812)/SQRT(ALAM))
CALL :LOADING
PRINT 2500, FREQ, IPOL (KPOL), HA
2500 FORMAT (*OFREQUENCY=*,F10.2,1OX9A8,*AL
POLARIZATION*,..QX9,*ANTENNA HEIGHT =*,F6.29*
METERS*,12X,*CONDUCTIVITY*,6X,*DIELECTRIC*,15X,*F(X)*,22X,*TIME*,8X,*MAG*,
4,13X,*ARG*,16X,*SEC*)
TO=KLOCK (0)

LOOP ON DISTANCE

DO 100 I=1,N
CALL TERRANE (X(I),H*HP,COND,EPSP,COND,EPSP)
IF (I.EQ.1) GO TO 75
D=X(I)+(H**2)/(2*X(I))
ETAR = CMPLX(EPSR,-17975.*CONDR/FREQ)
DELTA = CSQRT(ETAR - 1*)
100 continue
IF(KPOL.EQ.1) DELTAR = DELTAR/ETAR
F(I)=FEWH(I)*X(I)
IF (I.LE.6) GO TO 75

J = 2 THROUGH 4

SUM=(0.0,0.0)
DO 40 J=2,4
P0=P1=P2=P3=(0.0,0.0)
K=J-1
XP2=0.5*(X(J)+X(K))
XM2=0.5*(X(J)-X(K))
DO 35 M=1,NG
XO=XP2+AB(M)*XM2
CTMP=KERNEL(XO)*GH(M)
P1=P1+CTMP*SQRT(XO)
P2=P2+CTMP*X0
P3=P3+CTMP*SQRT(X0)*X0
IF (K*NE.1) GO TO 33
X0=0.25*(X(J)+1.0*AB(M))**2
P0=P0+SQRT(XO)*KERNEL(XO)*GH(M)
GO TO 35
33 P0=P0+CTMP
35 CONTINUE
P1=P1*XM2
P2=P2*XM2
P3=P3*XM2
IF (K*NE.1) GO TO 38
P0=P0*SQRT(X(J))
GO TO 40
38 P0=P0*XM2
40 SUM=SUM+P0+R4*P1+R8*P2+R12*P3 +F(2)*(R1*P1+R5*P2+R9*P3)
1 +F(3)*(R2*P1+R6*P2+R10*P3)+F(4)*(R3*P1+R7*P2+R11*P3)

J = 5 THROUGH I-1

I1=I-1
DO 50 J=5, I1
P0=P2=P4=(0.0,0.0)
XP2=0.5*(X(J)+X(J-1))
XM2=0.5*(X(J)-X(J-1))
DO 45 M=1,NG
XO=XP2+AB(M)*XM2
CTMP=KERNEL(XO)*GH(M)
P0=P0+CTMP
P2=P2+CTMP*X0
45 P4=P4+CTMP*X0*X0
P0=P0*XM2
P2=P2*XM2
P4=P4*XM2
50 SUM=SUM+F(J-2)*(R15(J)*P0+R18(J)*P2+R21(J)*P4)
1 +F(J-1)*(R14(J)*P0+R17(J)*P2+R20(J)*P4)
2 +F(J)*(R13(J)*P0+R16(J)*P2+R19(J)*P4)
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J=1

THETA=ASINF(SQRT(X(I)**2/X(1)**2))

CTHETA=COSF(THETA)
P0=P2=P4=(0.0,0.)

DO 55 M=1,NG

TEMP=1.0-0.25*CTHETA**2*(1.0+AB(M)**2)

X0=X(I)*TEMP

CTMP=SQRT(X(I)**2-X0)*KERNL(X0)*GH(M)
P0=P0+CTMP

P2=P2+CTMP*TEMP

55 P4=P4+CTMP*TEMP**2

P0=P0+CTHETA*SQRT(X(I))
P2=P2+CTHETA*SQRT(X(I))**3

P4=P4+CTHETA*SQRT(X(I))**5

EQUATION (B-11)

F(I)=(F(I)-ALAMZ*(SUM+F(I-2)*(R15(I)*P0+R18(I)*P2+R21(I)*P4))

1+F(I)*(R14(I)*P0+R17(I)*P2+R20(I)*P4)))/(1.0+ALAMZ*(R13(I)*P0

2+R16(I)*P2+R19(I)*P4))

AMP = CABS(F(I))

PHA = CANG(F(I))

TIME=(KLOCK(0)-T0)*0.001

PRINT 8000, X(I),H,COND,EPS,AMP,PHA,TIME

8000 FORMAT (*F12.2,F18.9,F14.6,F13.4,E18.8,E16.8,F15.3)

100 CONTINUE

GO TO 20

999 CALL EXIT

END
SUBROUTINE DISTX

C READ DISTANCES IN KM AND CONVERTS THEM TO METERS
C (A DISTANCE OF ZERO SIGNALS END OF DISTANCE DECK)
COMMON /6/ N,X(2001),I

C IN THIS SUBROUTINE THE USER MUST FILL
C THE X(I) ARRAY WITH N VARIABLES.

RETURN

END
SUBROUTINE DISTX
        COMPUTES EQUALLY SPACED DISTANCES
        COMMON /6/ NtX(2001),I
        INPUT
        DMIN -- FIRST DISTANCE IN KM
        DMAX -- MAXIMUM DISTANCE IN KM
        DINC -- INCREMENT ON DISTANCE IN KM
        READ 1000, DMIN, DMAX, DINC
        1000 FORMAT (3F10.2)
        IF (DMIN .EQ. 0.0) DMIN = DMIN + DINC
        N = (DMAX - DMIN) / DINC + 2
        DO 10 I = 2, N
            X(I) = (DMIN + (I-2) * DINC) * 1.0E3
        10 CONTINUE
        RETURN
        END

Note, this is an example of subroutine DISTX.
SUBROUTINE DISTX
READ DISTANCES IN KM AND CONVERTS THEM TO METERS
C  (A DISTANCE OF ZERO SIGNALS END OF DISTANCE DECK)
COMMON /6/ N,X(2001)*1
DO 2 I=2,2001
READ 1020, X(I)
1020 FORMAT (F10.5)
   IF (X(I)=EQ.0.) GO TO 3
   X(I)=X(I)*1.E+3
2 CONTINUE
PRINT 1030
1030 FORMAT (*NUMBER OF DISTANCES EXCEEDS DIMENSION*)
CALL EXIT
3 N=I-1
END

Note, this is an example of subroutine DISTX.
FUNCTION KERNL(X0)

C SUBROUTINE OF WAGNER. COMPUTES KERNEL OF INTEGRAL EQUATION. SEE EQ. (A-13).

C COMMON /1/ HA
COMMON /2/ D*H*HP
COMMON /3/ DELTAR*WAVE
COMMON /4/ FREQ*POL
COMMON /5/ NG*AB(48)*GH(48)
COMMON /6/ NX*X(2001)*I
COMPLEX KERNL*FEWH*DELTAR*DELTAR*ETA
CALL TERRANE(X0*HO*HP0*COND*EPS*COND*EPSR)
ETA=CMPLX(EPS,-17975.0*COND/FREQ)
DELTA=CSQRT(ETA-1.0)
IF(POL*EQ1.0) DELTA=DELTA/ETA
XMS=X(I)-X0
HD=H*HO
R1=SQRT(X0**2+HA**2)
RW = WAVE*(X0 + ((HO**2)/(2.0*X0)) + XMS + ((HD**2)/(2.0*XMS)) - D)
KERNL=CMPLX(COSF(RW),-SINF(RW))*SQRT(X(I)/(R1*XMS))*((HP0+DELTA
1 -DELTAR)*FEWH(HD*XMS) - (HD/XMS))
C THE FACTOR (DELTAR-DELTAR) ARISES IN MIXED-PATH PROBLEMS.
C
RETURN
END
SUBROUTINE TERRANE (X, H, HP, COND, EPS, CONDR, EPSR)

SUBROUTINE FOR WAGNER. DEFINES TERRAIN, PROFILE AND GROUND CONSTANTS.

INPUT IS DISTANCE X IN METERS.
OUTPUT IS TERRAIN HEIGHT, H, SLOPE, HP,
GROUND CONSTANTS, CONDR, EPSR, COND, EPS.
IN MIXED PATH CALCULATIONS, CONOR AND EPSR
ARE RELATIVE VALUES FOR $\sigma$ AND $\epsilon_T$.
THEY ARE USED TO COMPUTE DELTAR IN PROGRAM WAGNER.
IN FUNCTION KERNL THE DIFFERENCE (DELTA-DELTAR) IS COMPUTED. THIS DIFFERENCE TAKES INTO ACCOUNT CHANGES IN $\sigma$ AND $\epsilon_T$ WITH DISTANCE.
CONDR AND EPSR ARE USUALLY TAKEN TO BE THE VALUES OF $\sigma$ AND $\epsilon_T$ FOR THE FIRST SECTION OF PATH.

IN THIS SUBROUTINE THE USER MUST DEFINE THE FOLLOWING VARIABLES

H =
HP =
CONDR =
EPSR =
COND =
EPS =

PRINT HEADING
ENTRY HEADING
PRINT 50sA
50 FORMAT (*A SMOOTH SPHERE WITH RADIUS*E12.3)
RETURN
END
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SUBROUTINE TERRANE (X, HP, COND, EPS, CONDR, EPSR)
C SUBROUTINE FOR WAGNER. DEFINES TERRAIN.
C SMOOTH SPHERE
COMMON /1/ HA
DATA (A=8.5E6)
C
C COMPUTE HEIGHT, SLOPE, CONDUCTIVITY AND DIELECTRIC CONSTANT AT X
HP = X/A
H = 5*X*HP - HA
CONDR = .01
EPSR = 10*
COND = .01
EPS = 10*
RETURN
C
C PRINT HEADING
ENTRY HEADING
PRINT 50*A
50 FORMAT (*A SMOOTH SPHERE WITH RADIUS*, E12.3)
RETURN
END

Note, this is an example of subroutine TERRANE.
SUBROUTINE TERRANE (X+HP+COND+EPS+CONDRE+EPSR)
C SUBROUTINE FOR WAGNER: DEFINES TERRAIN.
C TABLE MOUNTAIN PATH WITH KBOL AS TRANSMITTER
COMMON /1/ HA
C
C COMPUTE Height, SLOPE, CONDUCTIVITY AND DIELECTRIC CONSTANT AT X
H = 50.0*TANHF((X-5000.)/100.0)+50.-HA
HP=0.5*(1.0-(TANHF((X-5000.)/100.)*2)**2)
COND = .01
EPSR = 10.*

C A FOUR SECTION PATH
C
X1 = 28574.0
X2 = 35000.
X3 = 45000.
IF(X.GT.X1.AND.X.LE.X2) GO TO 20
IF(X.GT.X2.AND.X.LE.X3) GO TO 30
IF(X.GT.X3) GO TO 40
COND = .01
EPS = 10.*
GO TO 10
20 COND = 2.0
EPS = .81
GO TO 10
30 COND = .01
EPS = 10.*
GO TO 10
40 COND = 2.0
EPS = .81
10 CONTINUE
RETURN
C
C PRINT HEADING
ENTRY HEADING
PRINT 50
50 FORMAT('TABLE MOUNTAIN PATH WITH KBOL AS TRANSMITTER')
RETURN
END

Note, this is an example of subroutine TERRANE.
COMPLEX FUNCTION FEWH(HD*XD)
C
C THE ATTENUATION FUNCTION,
C EQ (A-13), OF TELECOMMUNICATIONS RESEARCH
C REPORT No. 7, 1970. INPUT IS THE
C HEIGHT HD AND THE DISTANCE
C XD.
C
COMMON /3/ DELTAR,WAVE
COMPLEX FEWH,T,W0,Z,Z2,ZZ,WERFZ,WERF,ZWERF,DELTAR
TEMP=(0.7071067812+0.7071067812)*SQR(1.5*WAVE)
XD2=SQR(TXD)
Q=-TEMP*HD/XD2
Z=TEMP*DELTAR*XD2 + Q
ZZ=-Z
ZI=AIMAG(ZZ)
IF (ZI LT 0 OR (ABS(REAL(ZZ)) LT 6. AND ZI LT 6.)) GO TO 10
ZZ=ZI ZI 2
WERF=(ZI-2.)/(ZI**2)**3.51)
GO TO 12
10 WERFZ=WERF(ZZ)
WERFZ=ZI-0.5*WERFZ/(ZI**2+0.56418958)
12 ZWERF=Z+WERF
FEWH=(Q*ZWERF-0.5)/(Z*ZWERF-0.5)
RETURN
END
COMPLEX FUNCTION WERF(ZZZ)
C
C THE FUNCTION w(z)
C ABRAMOWITZ AND STEGUN, 1964)
C WRITTEN BY DR. GEORGE HUFFORD, AND MODIFIED BY
C DR. R. H. OTT
C
COMPLEX Z*ZZZ*ZV*V*ZZ*C*W*S
DIMENSION C(12)*W(54)
EQUIVALENCE (S*C(12))
DATA (C(1) = (0.0+-5641895835))
DATA (((W(I+J),I=1,5),J=1,4)=(1.0,0),
X (3.678794411714423E-01,6.071577058413937E-01),
X (1.831563888873418E-02,3.400262170666066E-01),
X (1.23409004866788E-04,0.11573170376004E-01),
X (1.125351747192646E-07,1.459535899901528E-01),
X (4.275835761558070E-01,0.00000000000000E+00),
X (3.0474202569126E-02,0.82189382028316E-01),
X (1.02395813662779E-01,2.2213401798991E-01),
X (5.31777728904697E-02,1.73918315416349E-01),
X (3.628145648998864E-02,1.358389510066551E-01),
X (2.533076310558E-01,0.00000000000000E+00),
X (1.84926152748907E-01,9.299780939260186E-02),
X (1.4795095120158E-01,1.311797170842178E-01),
X (9.27107612644332E-02,1.283169622282615E-01),
X (5.966692961144590E-02,1.132100535124488E-01),
X (1.79001511813930E-01,0.00000000000000E+00),
X (1.842611363329861E-02,0.19713513524966E-02),
X (1.030746969685522E-01,8.111265047745472E-02),
X (9.640250558304493E-02,9.1263260421258E-01),
X (6.979096164964750E-02,8.93400024036461E-01),
X =REAL(IZZZ)
Y =AIMAG(IZZZ)
X =ABSF (XX)
Y =ABSF (YY)
Z=CMPLX(X,Y)
L22=0
IF (X*GE*4.5 OR Y*GE*3.5) GO TO 100

C CONVERGING SERIES
C
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I=X+5
J=Y+5
V = CMPLX (FLOAT(I), FLOAT(J))
ZV = Z - V
C(2) = W(I+1, J+1)
AI = 0.
DO 10 I = 3, 12
   AI = AI - 5
   C(I) = (V*C(I-1) + C(I-2))/AI
10 CONTINUE
   J = 12
   DO 11 I = 2, 11
      J = J - 1
11   S = S*ZV + C(J)
20   IF (YY .GE. 0.) GO TO 30
   IF (.NOT. LZZ2) Z2 = Z*Z
      S = 2.*CEXP(-Z2) - S
   IF (XX .GT. 0.) S = CONJG(S)
      GO TO 200
30   IF (XX .LT. 0.) S = CONJG(S)
200   WERF = S
       RETURN
100  LZZ2 = 1
      Z2 = Z*Z
C
   ASYMPTOTIC SERIES
C
   S = Z#((0.4613135279/((Z2 - 0.1901635092) + (0.09999216168)/
           X(Z2 - 1.7844927485)) + (0.00288389387481/(Z2 - 5.52534374379)))
      GO TO 20
END
Input data for the case of a smooth cylindrical earth:

Card #1: 5 (Column 5)
Card #2: 0.9061798459 0.2369268851
Card #3: 0.5384693101 0.4786286704
Card #4: 0.0000000000 0.56888888888888
Card #5 through 62: 1.0, 2.0, ........, 53.

Card #63: 0.0 (column 8) 1.0 (column 18) 1.0 (column 28)

Following is the output from this example.
<table>
<thead>
<tr>
<th>X (m)</th>
<th>Y (m)</th>
<th>CONDUCTIVITY (MHC/M)</th>
<th>DIELECTRIC CONSTANT</th>
<th>MAG F(X)</th>
<th>ARG</th>
<th>TIMING (SEC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.0000000000</td>
<td>1.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.000</td>
</tr>
<tr>
<td>1000.00</td>
<td>-1.048273529</td>
<td>0.010000</td>
<td>10.0000</td>
<td>9.62795706+001</td>
<td>-4.24608737+001</td>
<td>0.007</td>
</tr>
<tr>
<td>2000.00</td>
<td>-2.335294110</td>
<td>0.010000</td>
<td>10.0000</td>
<td>9.36092661+001</td>
<td>-5.97764976+001</td>
<td>0.033</td>
</tr>
<tr>
<td>3000.00</td>
<td>-3.599411766</td>
<td>0.010000</td>
<td>10.0000</td>
<td>9.07833363+001</td>
<td>-7.26975441+001</td>
<td>0.045</td>
</tr>
<tr>
<td>4000.00</td>
<td>-4.911766711</td>
<td>0.010000</td>
<td>10.0000</td>
<td>8.01991252+001</td>
<td>-9.38214825+001</td>
<td>0.056</td>
</tr>
<tr>
<td>5000.00</td>
<td>-6.470598235</td>
<td>0.010000</td>
<td>10.0000</td>
<td>8.57634738+001</td>
<td>-9.32550528+001</td>
<td>0.069</td>
</tr>
<tr>
<td>6000.00</td>
<td>-8.211766799</td>
<td>0.010000</td>
<td>10.0000</td>
<td>8.34825345+001</td>
<td>-1.02294234+000</td>
<td>0.348</td>
</tr>
<tr>
<td>7000.00</td>
<td>-10.000</td>
<td>0.010000</td>
<td>10.0000</td>
<td>8.12513417+001</td>
<td>-1.10989512+000</td>
<td>0.666</td>
</tr>
<tr>
<td>8000.00</td>
<td>-11.7640294</td>
<td>0.010000</td>
<td>10.0000</td>
<td>7.90993050+001</td>
<td>-1.17332864+000</td>
<td>1.022</td>
</tr>
<tr>
<td>9000.00</td>
<td>-13.4800828</td>
<td>0.010000</td>
<td>10.0000</td>
<td>7.70208750+001</td>
<td>-1.24088320+000</td>
<td>1.413</td>
</tr>
<tr>
<td>10000.00</td>
<td>-15.211766</td>
<td>0.010000</td>
<td>10.0000</td>
<td>7.50115518+001</td>
<td>-1.30371354+000</td>
<td>1.838</td>
</tr>
<tr>
<td>11000.00</td>
<td>-16.911766</td>
<td>0.010000</td>
<td>10.0000</td>
<td>7.30679466+001</td>
<td>-1.36325394+000</td>
<td>2.310</td>
</tr>
<tr>
<td>12000.00</td>
<td>-18.5706682</td>
<td>0.010000</td>
<td>10.0000</td>
<td>7.11599302+001</td>
<td>-1.41957394+000</td>
<td>2.819</td>
</tr>
<tr>
<td>13000.00</td>
<td>-20.147766</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.93672838+001</td>
<td>-1.47310306+000</td>
<td>3.418</td>
</tr>
<tr>
<td>14000.00</td>
<td>-21.6641176</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.75965320+001</td>
<td>-1.52414101+000</td>
<td>4.092</td>
</tr>
<tr>
<td>15000.00</td>
<td>-23.1249041</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.58844727+001</td>
<td>-1.57290667+000</td>
<td>4.585</td>
</tr>
<tr>
<td>16000.00</td>
<td>-24.5296259</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.42244366+001</td>
<td>-1.61969937+000</td>
<td>5.216</td>
</tr>
<tr>
<td>17000.00</td>
<td>-25.9050000</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.26141403+001</td>
<td>-1.66666648+000</td>
<td>6.113</td>
</tr>
<tr>
<td>18000.00</td>
<td>-27.2348235</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.10573920+001</td>
<td>-1.70780530+000</td>
<td>10.999</td>
</tr>
<tr>
<td>19000.00</td>
<td>-28.5059414</td>
<td>0.010000</td>
<td>10.0000</td>
<td>6.95371110+001</td>
<td>-1.74934154+000</td>
<td>14.643</td>
</tr>
<tr>
<td>20000.00</td>
<td>-29.7674671</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.80622114+001</td>
<td>-1.78997849+000</td>
<td>18.231</td>
</tr>
<tr>
<td>21000.00</td>
<td>-31.000</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.66385992+001</td>
<td>-1.82840489+000</td>
<td>21.994</td>
</tr>
<tr>
<td>22000.00</td>
<td>-32.2047623</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.52562681+001</td>
<td>-1.86994171+000</td>
<td>25.682</td>
</tr>
<tr>
<td>23000.00</td>
<td>-33.4087694</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.39268260+001</td>
<td>-1.90720746+000</td>
<td>29.307</td>
</tr>
<tr>
<td>24000.00</td>
<td>-34.6148294</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.26021367+001</td>
<td>-1.93751312+000</td>
<td>32.977</td>
</tr>
<tr>
<td>25000.00</td>
<td>-35.8229887</td>
<td>0.010000</td>
<td>10.0000</td>
<td>5.13308747+001</td>
<td>-1.96768246+000</td>
<td>36.649</td>
</tr>
</tbody>
</table>

A SMOOTH SPHERE WITH RADIUS 0.500 + 0.00
<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>YO</th>
<th>YO1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-59.784997000</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>2000.00</td>
<td>-42.512382982</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>4000.00</td>
<td>-46.117647056</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>6000.00</td>
<td>-49.470582235</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>8000.00</td>
<td>-52.491176470</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>10000.00</td>
<td>-56.579411764</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>12000.00</td>
<td>-60.839284116</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>14000.00</td>
<td>-64.958823530</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>16000.00</td>
<td>-69.080000000</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>18000.00</td>
<td>-72.108823530</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>20000.00</td>
<td>-76.239244119</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>22000.00</td>
<td>-80.359411764</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>24000.00</td>
<td>-84.491176470</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>26000.00</td>
<td>-89.670582237</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>28000.00</td>
<td>-94.811764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>30000.00</td>
<td>-99.982352941</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>32000.00</td>
<td>-105.167647059</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>34000.00</td>
<td>-110.376470580</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>36000.00</td>
<td>-115.625823530</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>38000.00</td>
<td>-120.911764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>40000.00</td>
<td>-126.239244119</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>42000.00</td>
<td>-131.670582237</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>44000.00</td>
<td>-137.111764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>46000.00</td>
<td>-142.659284116</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>48000.00</td>
<td>-148.351176470</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>50000.00</td>
<td>-154.167647059</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>52000.00</td>
<td>-160.082352941</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>54000.00</td>
<td>-166.111764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>56000.00</td>
<td>-172.359284116</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>58000.00</td>
<td>-178.711764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>60000.00</td>
<td>-185.239244119</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>62000.00</td>
<td>-191.911764705</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
<tr>
<td>64000.00</td>
<td>-198.623529411</td>
<td>0.010000</td>
<td>10.0000</td>
</tr>
</tbody>
</table>