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ABSTRACT

The Oklahoma State University Themis Project has developed an
algorithm for identifying cioud to ground strokes compared to cloud to
cloud strokes. That identification is based upon the relative energies
of the strokes in vertical pclarization contrasted to horizontal polari-
zation and at the frequencies of 10 KHz, 50 KHz, 150 KHz and 250 KHz.

The project has developed an on-board aircraft analog data reduc-
tion package which gives real-time readout of the sferic rate history
at any one selected frequency. Close correlation of the sferic rate
with vertical cloud development remains the rule and indicates that the
sferics are an intimate part of the vertical wind profile.

A CPS-9 weather radar facility has been added to the project and
was operated during the 1970 Oklahoma storm season. The first suitable

photographs of cloud to ground lightning photcgraphs were obtained late
iti the spring at Stillwater.
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1. INTRODUCTION
A. HISTORY OF PROGRAM

The College of Engineering, Oklahoma State University, submitted
Proposat ER 67-T-21 entitled, "A Center for the Description cf Environ-
mental Conditions--Weather Phenomena (Themis No. 129)" to the Department
of Defense on May 1, 1967, in response to the brochure, Project Themis,
dated November, 1966. Authorization to implement the program, with
limited funas, was given in the fcrm of a letter contract The effec-
tive date of the letter contract was October 1, 1967 The actual con-
tract which authorized the initial three years of the program was
signed by the contracting office on January 16, 1968.

On October 30, 1969 the contract between Oklahoma State University
and the Department of Defense was amended to authorize full funds for
three years - 2/3 funds for one year and 1/3 funds for one year of the
contract covering the period October 5, 1969 through October 4, 1972
Word was received during late summer of 1970 that additional funding of
this project would not be available. Therefore, the objectives and
schedules of the project have not been materially changed from those

already set forth.

8  OBJECTIVES OF PROGRAM
The proposals submitted have been based on the following objectives:
) lmmediate objective:. the determination of the electromagnetic
characteristics of severe weather,
2. Intermediate objective: the prediction of uperationally re-
strictive and severe weather.
3. Llong-term objective: the modification of operationally re-

strictive and severe weather.




C. RATIONALE

The recogniticn and definition of electromagnetic signature associ-
ated with spacific severe weather occurrences ang the development of
instrumentation to detect, measure, and analyze the electromagnetic
energy present wili previde another technique for use in short range
weather forecasting. This new method, along with existing meteoro-
logical techniques, will be of benefit to tre Department of Defense in
tactical operations of all the services.

The modification of weather, if possibie, will be of benefit to
long-range military planning. The ability to either predict or cause
a rainstorm, for example in a particular area will provide a tremen-

dous advantage in tactical operations planning.

D. IMPLEMENTATION PLANS
The program was initiated with a three-phased effort;
1. The development and use of instrumentation to measure the
electromagnetic signature of certain weather phenomena
(clear air turbulance, thunderstorms, tornadees) in airborne
and ground-based Taooratories. (The correlation of electro-
magnetic data to existing meteorological information will be

made on identifiable weather phenomena.)

13

The investigation of pattern recognition in the total data
acquisition program (sferics, severe weather, existing meteoro-
logtcal information). (The mathematical modeling and infor-

mation theory application to both the discrete and continuous

cata will attempt to provide keys for the third phase.)




The data analysis and application to identify indicators for

probabiiity of ¢cpecific phenomena, to determine possible trigger

mecharisms which induce the phencmena, and to define techniques

¢ L
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for possible medificatica-abatement, diversion or intensifica-
tion of the phenomena. -

The developmernt of one or more simple airborne instrument
packages which can be put in any aircraft for short term measure-

ment of the severity of weather immediately ahead.




II.

DATA GATHERING.

CHRONOLOGY OF THE 1970 SEVERZ STORM SEASCN.

18 hpril 1970

23 April 1970

26 April 1970

10 May 1970

11 May 1970

13 May 1970

A squall line associated with a cold front
formed southeast of Stillwater and spawned a
tornado East of Oklahoma City. The CDEC air-
craft became airborne following the tornado
event,

A stationary front lay east-west across Oklahoma.
The storm cells sampled were southeast of
Stillwater near Shawnee, Oklahoma. Hail was re-
ported during the sample period.

A dewpoint discontinuity or so called "dry line"
existed west and north of Stillwater, Photos
were taken from the radar tower but were of poor
quality.

A wave formed in the Oklahoma panhandle along a
stationary front. Thunderstorms formed along a
squall line associated with the lTow. Hail and
possible funnel clouds were reported near Wichita,
Kansas during the sample period.

Mild activity west of Stillwater, near Canton
Reservoir, continued to be associated with the
low center now in Western Kansas and Nebraska.
Agair some activity is associated with the front
in Kansas and a dewpoint discontinuity west of
Stillwater. Tvre activity moved south of

Stillwater into the Tulsa area, but only moderate
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14 May 1970

29 May 1970

9 June 1970

10 June 1970

12 June 1970

thunderstorms resulted.

The front which was stationary in Kansas moved
southward as a cold front. Flying was difficult
ahead of this system and was terminated as the
front passed over Stillwater.

A front lay stationary and to the northwest of
Stillwater, Meanwhile, a low was induced in
southwestern Oklahoma causing storms near
Oklahoma City and Shawnee. A tornado was sighted
near Shawnee before the CDEC aircraft began
sampling.

A small group of cells formed directly north of
Stillwater. Photos were taken from the radar
tower at Stillwater and excellent film data was
obtained.

A cold front moved rapidly eastward and passed
Stillwater in the evening. The CDEC aircraft
landed shortly after‘gg eoff due to the ‘mpending
weather at the airport.

A dewpoint discontinuity lay on tc of Stillwater,
Although at 18:30 COT the sky was cloudless, at
19:00 there was a 45,000' Cb. about ten miles
northwest of Stiliwater. Later in the storm

hail was reported at Ponca City. However, this
was a case where few sferics were apparent.

Three strokes in all were visible from the ground
and the sampling aircraft reported little sferic

activity.




In cooperation with the Institute of Atmospheric Sciences at the

South Dakota “chool of Mining & Technology at Rapid City, South Dakota.

6 July 1970 -- Test case 016:43 M.D.T. with Ag I (silver iodide)
seeding. Low to occasionally moderate sferics -
considered a mild storm.

7 July 70 -- A cold front passed over the area but almost no
activity resulted,

9 July 70 -- Test case called 0i2:0% M.D.T. activity was
sudden and sporadic. Considered a mild to moder-
ate storm day with no seeding done.

10 July 70 -- Test case called ©13:30 M.D.T. moderate cumulus
activity - sferics light. No seeding done.

13 July 70 -- No test cases called due to lack of activity.

Tn cooperation with the weather modification Branch of the Atmes-

pheric Physics Laboratory at White Sands Missile Range, New Mexico:

23 July 70 -- Hughes and Overton on Organ Peak with WSMR per-
sonnel. Light cumulus activity over peak area
in afternoon. Some activity at night. Photos
were taken but were of poor quality.

24 July 70 -- Pybus 2nd Byrne on Organ Peak. Early evening
cell with moderate sferics. Observations from
Organ Peak were poor,

27 July 70 -- Observers on the ground. Large area rainstorm
northeast of Las Cruces. Moderate sferics with
called shots.

28 July 70 -- Several large cells near Truth or Consequences,




29 July 70

New Mexico and north of Deming. Called observa-
tions from the airport. These cells showed

synchronous sferic activity.

-- One large cell on the Mexican border at Columbus,

New Mexico provided a splendid display of various
kinds of sferics. Considered the best set of

called data yet this season.

In cooperation with the Joint Hail Research Project (JHRP) of the

National Center for Atmospheric Research (NCAR), the Colorado State

University {(CSU), and the University of Wyoming (WU) all operating over

the Pawnee Grasslands at Greeley, Colorado and Raymer, Colorado

4 August 70

5 August 70

6 August 70

8 August 70

The remnants of a stationary front lay east of
the Greeley area. Cells on this day were small,
sferics were mild.

The old frontal line was near Cheyenne and cells
along the line grew moderately strong to pro-
duce hail. Sferics were moderate

Same line as yesterday's. Cells formed early

to the north and moved Southward. Hail reported
on several occasions,

Moderate cell near Julesburg, Colorado produced
hail. A later storm directly over Greeley was

not sampled.




B. DATA GATHERING - GENERAL SYNOPTIC RESUME.

April 1970 began with a sharp transition from the previous zonal
flow to a break up into meridional flow over Oklahoma. A weak trough
over the Eastern Rockies (at 700 mb.) brought helow normal temperatures
and light precipitation to the western half of Oklahoma and above normal
temperatures and moderate precipitation to the eastern half of the state,

The trend toward meridional flow continued with weakening of the
flow pattern at 700 mb, for both May and June. Temperatures in Oklahoma
were near normal in May but went below normal in June. Precipitation
remained moderate in May becoming light in June.

The storm season was considered to be a light to moderate one with
only a few severe storms. However, those few storms spawned several
destructive tornadoes.

July in South Dakota was a light storm season. The zonal flow at
700 mb. was very weak and caused only light precipitation with normal
temperatures.

Later that month and into early August a high centered in the south-
west dominated the flow at White Sands and at Colorado. Thunderstorms
were frequent at those locations, but only moderately severe. No tor-

nadoes were observed at South Dakota, White Sands or Colorado,




DATA ANALYSIS.

A. PATTERN RECOGNITION.
1. Introduction:
The progress made in the past year by the Pattern Recognition
group is reported in this section. Major efforts n this area have

been directed towards developing a mathematical model for lightning ?

discharges, developing a procedure for classifying lightning dis-
charges, developing a statistical model for describing thunderstorm
noise and theoretical investigation of the problem of learning to
recognize patterns with an impervect teacher. These efforts have

resulted in three doctoral dissertations and four technical papers

that are being submitted for publication in research journals:

| Ph.D. Dissertations:
| 1) “Learning to Recognize Patterns With an Imperfect Teacher",
by K. Shanmugam, completed in May, 1970 ?
2) A Study of the Second-Order Statistical Properties of
Thunderstorm Noise", by Richard L. Johnson, completed in
September, 1970.
3) “A Lightning Model for Pattern Recognition“, by Guy 0. Marney,
completed in November, 1970.
Technical Papers:
1) "Learning With an Imperfect Teacher", by K Shanmugam and
A. M. Breipohl, Proceedings of the 1970 IEEE SSC Conference,
pp. 3<-38, Pittsburg, October 14-16, 1970.
2) "An Error Correcting Scheme for Learning With an Imperfect
Teacher", by K. Shanmugam and A. M. Breipohl, accepted for

publication by the IEEE transactions on Systems Science and

Cybernetics.




3) "Discriminating Between Cloud to Ground and Cloud to Cioud
Lightning Discharges, A Pattern Recognition Approach", by
K. Shanmugam and A. M. Breipohl, accepted for publication
in the Journal of Geophysical Research.

4) "A Study of the Second Order Statistical Properties of
Thunder Storm Noise", by R. L. Johnson, being submitted to
the Journal of Geophysical Research.

A brief summary of the above listed works will be presented in
the following sections. For a detailed description, the interested
reader is referred to Appendix A of this report, which contains
abstracts of the listed dissertations and copies of the listed
papers.

2. Modelina of Lightning Discharges:

The objective of this phase of research is to develop a Fortran
program to implement a mathematical model of a lightning discharge
of a given geometry on the digital computer. The general geometry
of the discharge model, illustrated in Figure 1, consists of
straight segments connecting points A and B, with branching servents

extending from B. At this time, TOL, a time-varying current IL(t)

A
Figure 1. General Geometry of Discharge Model
10
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is allowed to progress down the main channel from B to A with a
velocity VL(t) which may be of the form VL(t) = VLOEXP(-GLt). At
a later time TOR a return current IR(t) 1s allowed to move up the
channel from A to B with a velocity VR(t). Still later in time,
T0S, a third current IS(t) moves from B towards the branch tips
with a velocity VS(t). The programs calculate the electromagnetic
fields at any specified observation point by approximating each
straight segment by a prescribed number of oscillating electric
dipoles.

Onc program calculates the Fourier transform of the fields re-
sulting from the above model. The other, which is essentially an
extension of the first program, calculates the comb-filter outputs
that would result from the assumed discharge model,

At present only the return storke is being tnvestigated (IL(t) =
1S(t) = 0) for comparison with models existing in the 1iterature.
This requires that the channel between A and B be represented by a
vertical segment and the observation point be located on the earth's
surface 100 Km. from the channel.

An accepted waveform for the return stroke current {s

IR(E) = 1 (e”°t e7BY) & e v,

A standard velocity expression {s
R(t) = R o Ok,

Typical values for a first retumn stroke in a discharge are: 1 =

3xm‘-u.H-25x1§.m”a-zxIMsuIHa-sz&

1

sec.”!, v » 10% sec.”!, VR, = 8 x 107 avsec., FR = 3 x 10% sec.”).

n
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The maximum channel height allowed by the exoression VR(t) is
VRO/GR or 2 %-Km. for the constants given. Using the above current
and velocity expressions, Figure 2 illustrates the magnitude of
the Fourier transform of the vertical field at 100 Km. on the earth's
surface for a 2.66 Km., vertical discharge approximated by 266 10 m
dipoles. This graph is in agreement with that found in the litera-
ture (1, 2)

If GR is set »qual to zero, VR(t) = 8 x 107m./sec and the length
of the channel may be as long as desired. At the present time it is
only noted that increasing the channel height reduces the frequency
at which the main peak of the Fourier transform occurs, and this
shifting on the frequency axis may be some indication of storm height

This mocdel is now being extended to include stepped leaders.

Also modeling of cloud to cloud discharges will be attempted. The
result of this study will be reported in a doctoral dissertation ex-
pected to be completed in November, 1970.

3 C(Classification of Lightning Discharges:

In this phase of the project a procedure has been developed for
classifying, iightning discharges into cloud to ground or cloud to
clowd type based on sferic data. Using this procedure we hope to
study the changes in the lightning structure of the stom in rela-
tion to the severe storm events occurring in the storm.

All the data used in this pnase of the project were taken from
tre narrow-band recordings of the various comb-filter outputs. The
27qge tracks of the narrow-band recordings contain descriptions about
the types of discharges that were visible to the observer in the

aircraft  Sections of narrow-band data containing ifdentified

12
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discharges were selected and the data were digitized on eight
channels (10KHz, 50KHz, 150KHz, 250KHz horizcntal and vertical).
From these data, a set of measurements representative of the rela-
tive amounts of energy in various comb-filter frequencies was com-
puted. These measurements consist of the normalized average value
of the signal in each comb-filter channel. The average value of
the signal in each horizontal channel (XHOH’ RBOH’ YHSOH’ XéSOH)
were normalized with respect to the sum of averages in the four
horizontal channels (Yﬁ). Similarly the average values in the ver-
tical channels (Y}OV, KﬁOV‘ YESOV’ Yésov) were normalized with re-
spect to the sum of the averages in the four vertical channels (YV).
In addition to these measurements, the sum of averages in the hori-
zontal channels (X,) normalized with respect to the total sum wera
a'~o included to provide some information about the polarization of
the received signal. This is the basic set of measurements used

in this investigation.

The narrow-band data corresponding to a total of 86 discharges
have been processed for these measurements. The following cenclu-
sions are drawn from the study of these 86 sample patterns:

1) Cloud to ground discharges have more energy in 10KHz

Horizontal than in 50KHz Horizontal. In comparison, cloud
“to cloud discharges have more energy in 50 KHz Horizontal.

2) Cloud to cloud disciarges have more horizontally polarized

energy than cloud to ground discharges.

3) There is significant difference in the p-“arization of

cloud to ground and cloud to cloud discharges in 50KHz

range.




Using these 86 sample natterns, a computer was “trained" to
classify discharges into cloud to ground or cloud to cloud types
using three different methods. Using a “test set" of 50 discharges
of known types, the performance of the classification scheme was
evaluated. It was found that the procedures developed can be used
to classify discharges with a reliability of up to 82%.

For details of this phase of the project, the interested reader
is referred to the paper "Discriminating Between Cloud to Ground
and Cloud to Cloud Discharges: A Pattern Recognition Approach",
enclosed in Appendix A of this report.

4. Statistical Model for Thunderstorm Noise:

A study of the second order statistical properties of thunder-
storm noise was undertaken in this phase of the project. A charac-
terization of thunderstorm noise was obtained in terms of the time
averaged autocorrelation and power spectral density functions. The
data was first analyzed to determine whether or not a stationary
assumption would be valid. It was found that the sferic triggering
mechanism can be modeled by a Poisson impulse process. Based on
this property of wide sense stationarity, estimates of the averaged
autocorrelation and power spectral density functions were computed
from three data segments of 0.75 second duration. Because of close
resemblance of the three estimates, the mean of the time averaged
autocorrelation and power spectral density estimates is believed to
be a reasonable description of the process. This representation is
useful in the design of filters for the purpose of minimizing
thunderstorm noise inference in a mean square sense.

Details of this study and the results can be found 1n the paper

15
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"A Study of the Second Order Statistical Properties of Thunderstorm
Noise" included in this :eport.
5. Theoretical Research in Pattern Recognition:

In problems involving learning to recognize patterns, a set of
sample patterns with kaown identifications is necessary. For example
in classifying lightning discharges, data from a set of discharges
along with the type of discharge from which these data came from is
required to train a computer.

Usually a sample identification scheme furnishes the identifi-
cation for the sample patterns. In many practical situations the
sample identification scheme may incorrectly identify some of the
training samp 2s. For example in attempts to classify severe storm
patterns using electromagnetic data from the storms, meteorological
measurements such as reports of hail will be used as standards for
identifying the sample patterns. Often these measurements such as
reports of hail are unreliable and hence there is a possibility
of some incorrectly identified sample patterns. Another example
where there is a possibility or incorrect identification of sample
patterns occurs in attempts to classify lightning discharges into
cloud to cloud or cloud to ground type based on electromagnetic
data. Here the sample identification is based on visual sightings
of the discharges. In many occasions, the discharge is only partly
visible and hence the possibility of incorrect identification.
These examples give the motivation for investigating pattern recog-
nition schemes where the teacher, or the sample identification
scheme, is known to be imperfect.

This investigation resulted in the development of a nonparametric
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scheme for learning to recog-ize patterns with an imperfect teacher.
Under certain mild assumptions on the probabilistic structure of
the patterns, it was found that the proposed learning scheme asymp-
totically bettered the performance of its own teacher. Taking this
as a motivation, the proposed learning scheme was modified to correct
the errors made by the imperfect teacher. This error correction
scheme was found to improve the performance of the learning scheme.
Details of this investigation can be found in two papers:

1) "Learning With an Imperfect Teacher"

2) "An Error Correcting Scheme for Learning With an Imperfect

Teacher"

enclosed in Appendix A of this report.

The procedures developed for Tearning te recognize patterns
involve the estimation of probability density functions. One weayv
of estimating these density functions is in the form of a polynomial,
whose coefficients can be updated recursively. Two proolems en-
countered here are 1) determining how many terms should be included
in the polynomial and 2) how many sample patterns are needed to get
a given degree of accuracy.

Bounds on the sample size required to insure a desired degree of
precision on the estimates have been obtained. Further research is
needed to determine the number ~* *~-ms that should be included in
the polynomial.

6. Outline of Research for the Coming Year:

The pattern recognition scheme for classifying 1ightning dis-

charges has shown that there is enough information in the narrow

band data to discriminate between the different types of discharges.

17
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Attempts will be made in the coming year towards relating changes in

meteorological conditions of the storms to changes in the lightning
structure of the storm. The meteorological conditions of the storms
occurring in Oklahoma will be processed from the NSSL radar data.
Accordingly the electromagnetic data from storms in Oklahoma will

be analyzed first.

Studies on sferic count of narrow band data will be continued.

Also studies will be made on the changes in polarization of the

narrow band signal.




B. ANALOG DATA REDUCTION.

A scheme was devised and reported upon last year for using analng

methods of data reduction to produce a storm's sferic-rate history.

i

Since that time two developments have taken place. First, the data so i
{

obtained have been correlated with the storm meteorology and two cases H
of significance are shown here below. Second, a portable unit was in-

stalled in the CDEC sampling aircraft and enabled sferic-rates to be

observed during real-time, i.e. during flight. The capability was

.

first operational during August 1970 and will be shown below.
1. Sferic Rate History Correlations.
Following are excerpts from a paper presented by title at the
A.M.S. Cloud Physics Conference at Fort Collins, Colorado, on

27 August 1970 and also presented and discussed at the 14th Radar

Meteorology Conference in Tucson, Arizona on 19 November 1970.

Sferic Rate Calculations

To obtain sferic rate history for a storm, the procedure used
is to choose one of the six frequencies of a vertical antenna sys- .
tem and count the number of lightning strokes using a running |
weighted average technique.

Analytically, each count is diminished in time (i.e. in weight)
by a factor (1-1/e) in one minute, i.e. time constant = « = 60 sec
for (1-1/e)X count. Electrically this is accomplished in real time
by providing an RC time constant of one minute across an integrating
operational amplifier.

Figure 3 shows the schematic o the data reduction procedure.
In brief, the sferic signal from one trace of the taped data ts A)

amplified B) counted C' :ategrated D) recorded. Figure 4 shows
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a typical record of such sferic rate histories at five frequencies,
in this case for the storm at Rapid City, South Dakota, on 14 July
1969 (vertically polarized).

IO

sagmecic 1i¢iev Sehmich One-Shot Povede- fpsncdes
!Q: had Toigees Multivibratoz Integrates
Sandier
aybath Melitier Triggeres st Poras Sote Tina~ ]

1
’ll bats Verieble aifornly Conatant for Seta
A Bqual Pulean Integration
Settings at Pulees

Figure 3. Schematic of Analog Data Reduction

Storm Cases

It is observed in the data to be presented here that A) sferic
rates increase with increased vertical cloud building and B)
sferic rates increase at the time of individual severe storm events
such as hail and tornadoes. The implication is that hail and tor-
nado events occur at the time of rapid vertical cloud development.

Each of two storm cases will be examined by itself in the fol-
lowing paragraphs.

a. 17 July 1969 - Rapid City, South Dakota

Four sources of information were used to analyze this storm:
1) 0.5. U. sferic records obtained by the aircraft sferic data sam-
pling system described earlier; 2) Institute of Atmospheric Sciences
radar cloud profile records obtained with I ,A.S. radar facility at
Rapid City; 3) Recorded radio comments giving events and location

of events such as hail and tornadoes; 4) 0.5.U. observer's flight
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log of meteorological events during the course of the flight.

Figure 4 presents the sferic rate history for five discrete

~ frequencies recorded through the vertically polarized receiver and

comb filter system described earlier (Section I).

WAL AND YulelL TEMPERATURE DAQP  WORNAQD &1 B4CK wam
Atroato A1 FLent AT ITUDE WAl NEPORTED

Figure 4. Sferic rate history, storm of 17 July 1969,
Rapid City, South Dakota

Figure 4 also presents the [.A.S. radar data plotted on the
100 KNz data, in the form of maximum cloud heights, for the signifi-
cant cells being sampled. A note of explanation is in order con-
cerning the location of the significant cells.

A forecast is made by the I.A.S. Meteorologist as to the grid
squares {of a previously determined grid network) where severe
weather is likely to occur. Those forecast grid squares are then

sampied by the radar to record existing conditions. The forecasts

g aremss oy s 5. 7o aresce's.
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are made for approximately half hour intervals in advance.

Occasionally it happens that the major storm activity does not
coincide with the grid squares being sampled by the radar. That is,
there may be more intense storm activity outside the grid squares
being sampled than in those squares. However, that was not the case
on this storm of 17 July 1969. Major storm activity was contained
within the designated grid squares.

At the bottom of Figure 4 are noted the events recorded on
magnetic tape during the storm as well as pertinent notes from the
observer's flight log as seen from the 16,500 foot flight altitude.

It is quite clear from the comparison of the data of Figure 4
that cloud building in the early part of the storm, i.e. about
21:30 GMT wes not accompanied by much sferic activity. Visual ob-
servations show that that part of the storm did not develop to any
great extent. Notice, however, that hail and a vortex (not reach-
ing ground) were generated by that time (21:35 GMT).

In contrast, note the increased sferic rate at 22:40 GMT which
was accompanied by cloud tops growing above the 30,000 foot height.
Hail and a tornado on the ground near Black Hawk, South Dakota were
noted during this later cloud building.

It seems almost too coincidental to ignore the slight but un-
questionable small-scale increases of sferics at the same times
thet funnel clouds and hail occur. However, there appear to be
other minor increases of sferic rate without those events being
observed.

b. 11 June 1969 - Stillwater, Oklahoma

Three sources of informatic were used to analyze this stomm:
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1) 0.5.U. sferic records obtained by the aircraft sferic data sam-

T et o

pling system, 2) National Severe Storms Laboratory (hereafter i
designated NSSL), Norman, Oklahoma, radar cloud height information, |
and 3) recorded radio comments concerning the storm and aircraft

locations. 3 ;

Figure 5 presents the sferic rate history at the six discrete |
frequencies for this storm, as recorded on the vertically polarized W
receiving system of the sampling aircraft. The aircraft was gen- 7
erally located east of the line of storm cells and was west of
Oklahoma City when a tornado was reported near Fairview, Oklahoma,
northwest of Oklahoma City.

Superimposed upon the plot of Figure 5 are the three available ?l %
cloud top height reports of the NSSL radar.

The first event of interest during this storm of 11 June 1969
was a tornado near Fairview, Oklahoma. Time of cccurrence of the
tornado was 03:10 GMT as can best be determined from ground reports.
However, it was probably associated with the very pronounced sferic
peak at 03:08 GMT. That impulse of sferic activity (peak at 03:08
GMT) shows a rapid increase of sferic rate. Past experience leads
one to suspect a sizeable updraft velocity existed.

The second event of interest oduring this storm resulted from
NSSL radar information subsequent tc the tornado event Three cloud
height reports are shown plotted with respect to the received sferic
rate. One can only say that cloud tops seen by radar appear to
correlate well with the sferic rate of the storm, as was the case in
the South Dakota storm of part A. Note here, however, the abruot

decrease in sferics as the storm"topped out”, i.e., ceased to grow.
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Figure

Sferic Rate History for Storm of
11 June 1969, near Fairview, Cklahoma
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The data remain suspect at the time, although there is no malfunc-

tion nor other abnormal condition that can be found during data
gathering and during data reduction. If true, these data show a

storm which almost literally blew itself apart.

The two well defined storm cases presented rere show a correla-
tion between rapid cloud growth and sferic rate. Other cases, not
presented here, give examples of similar correlation. However,
there are aiso cases of rapid visible and radar reported cloud
growths not accompanied by the increase in sferic rate. Therefore,
we must conclude that a =apid increase in sferic rate signals rapid
cloud building, but rapid cloud building may alsc occur without a
significant sferic rate increase.

It is also concluded that more meteorology must be in hand to
determine why some storms are more electrically active than others.
Nuclei and clioud particle concentrations musi be known as well as
freezing levels and temperature structure of the storms.

Further analysis of these and other storms is being done to
guantify the sferic rate and updraft velocity. ine data shown here
are sufficient only to indicate what might be a reascnacle correla-
tion. This lead must now be foilowed by stronjyer and quantitative
proof of the stated correlation,

2. COEC Results From The Colorade Joint Hail Research Project {JHPP).

The airborne sferic-rate recorder is a solid state version of
the Taboratory device and di*fers only in the options allowed to
change preamplifier gains and inteqration time constants.

The airborne device was in<*alled during the latter part of
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July and tested during the CDEC field trip to WSMR, New Mexico.
However, the system was not considered operational until the August
1970 CDEC field trip to Greeley, Colorado, in conjuntion with the
joint Hail Research Project. The following dat: was obtained during
that data gathering trip.

a. August 4, 1970 - Greeley, Colorado with JHRP

Figure 6 shows a sferic rate history at four frequencies for a
small storm which failed to intensify on 4 August 1970. The time
nf occurrence of tne main shower activity coincides with the maxi-
mum of sferic rate at 00:05 GMT and is most readily apparent on the
250 KHz trace,

b. August 5, 1970 - Greeley, Colorado with JHRP

There existed a Tine of storm development from northecast of
Cheyenre, Wyoming, to northeast of Greeley, Colorado. Development
of activity was from the northern end (Cheyenne) southward. The
initial burildups were mostly rainshowers of considerable duration
and magnitude. However the main storm developed east of Greely and
oecame a cumulonimbus with hailstorm later in the afternoon.

The sferic record, Figure 7, shows several unexplained phenomena
in the sferic rate as well as more common features. The abrupt
peaks in the 10 KHz trace at 21:12, 21:32 and peaks near 21:45 GMT
can not yet be explained. The decrease in sferic rate shown at
20:50 at 50 KHz, 100 KHz and 250 KHz is the decay of a large cell
located near Cheyenne. Brief buildups in intensity on the south
end of the storm line, i.e. between Cheyenne and Grover, Colorado
show at 21:12 and at 21:37. A subsequent buildup at 22:05 continued

to develop into a hailstorm with hail reported about 22:30 GMT,
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The brief drop in sferic rate at 20:50 on the 50 KHz trace is an

anomaly which can not be explained at this time. The period between
growth impulses on this storm is taken to be about 25 minutes.

c. August 6, 1970 - Greely, Colorado with JHRP

s s e o e et

The situation on August 6, 1970, was similar to that of August
5th. A line of activity extended from east of Cheyenne, Wyoming
southward to east of Greeiey, Colorado with the northern part of i
the line developing early storms and subsequent development south-
ward. However, the storm cells on August 6 developed earlier and

contained hail earlier than on the previous day. The periods of

development, i.e. the growth impulses, show clearly at 250 KHz in
Figure 8, 20:15 GMT shows the first of a series of significant

growth impulses., The period between impulses for this storm was

ten minutes. Hail to 1 1/2" was reported from the later parts of
the storm,

3. Conclusions from the Data

From the data shown here and in previous reports it is evident
that the sferic rate is intimately related to the vertical develop-
ment of a thunderstorm. Furthermore, the spacing of growth impulses
during any one storm seems to be regular and fairly constant on any
one day. The growth impulses on August 5 did not vary from 25 minutes
by more than seven minutes. Those on August 6 did not vary from
ten minutes by more than two minutes. There were standard devia-
tions of .6 and .35 respectively for the periods between impulses
of the two storms. Those small deviations seem to be the general
rule . the storms so far examined by the use of sferics,

10KHz sferics seem to correspond more closely to the general
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area activity rather than to the activity in a rarticular cell. Th

higher frequencies, expecially 250 KHz, provide the most sensitive

indicator of local cel? development

31

e

T o vt st e s ey g < s rre o




IV,  DATA PROCESSING EQUIPMENT, PROGRAMS AND PROCEDURES.

During the period covered by this report, a number of new digital
programs and procedures were developed. Additionally, a 12-channel

multipiexer was designed and constructed as was a sferic activity meter.

For the benefit of project members, as a reference and guide, some
of the earlier developed programs will be included herein in order that
a complete package will be available. These older programs are named
ADC1, ADC2 and ADC3.

Much of the data processing work associated with the project hinges
around the procedure of playing back analog data tapes, converting th-
data to digital form-on tape-and then doing the main computation on an
IBM 360/65 computer.

The experience with this procedure thus far has shown that nothing
can be left to chance in the process. To insure the integrity of the
data at each step, the procedure and results must be checked and re-
checked.

The analog data tape is 1 inch tape recorded with a total of four-
teen channels. When desired twelve, or fewer, of these channels may be
digitized through the use of the multiplexer. When digitizing only one
channel the conversion rate can be as high as 24,000 samples per second.

The resulting digital tape is standard 9-track IBM standard. If
the digital data tape was being created on the IBM 360 computing system,
then either IBM labelled or unlabelled tapes could be created easily.
However, when the data is being written on the tape by another proces-
sor (HP2115A), as is being done on the subject project, then in order
that these tapes can be read back by the IBM 360/65, certain preparations

must be observed. If the digitized data is to be written onto an




unlabelled tape, then the HP2115A program need only to write a tape-mark
(end-of-file) prior to the first data set. While unlabelled tapes are
somewhat easier to create, there is a danger that a tape with good data
on it be inadvertently used improperly on the 360/65.

The use of labelled tapes circumvents the problem of tapes being
used improperly; however, creating a labelled tape is a more involved
procedure. First, the reel of tape must be submitted to the 360/65
facility as a special run solely for the purpose of putting a unique
label on the tape. At this time, the user specified the volume and
serial name to be used. After the tape is returned, the user will need
to load a data set name on the tape. This may be accomplished by run-
ning a normal FORTRAN job-with dummy data-to place a data set on the
tape. This will complete the standard label such that it will be read
properly by FORTRAN in the future. When the blank labelled tape is
loaded on the HP2115A system to receive digitized data, the HP2115A
program must initially cause the first four records to be skipped. Then

the data is written. These fcur records constitute the label.

PROGRAMS

The program entitled ADC1 and listed as Figure B-1, is for the pur-
pose of converting data at speeds up to 24,000 samples per second and
writing the result on an unlabelled digital tape The digital data is
in raw binary form. A program is available for the IBM 360/65 computer
for converting this data to 32-bit floating-point form compatible to
FORTRAN IV (360).

ADC2 given in FigureB-2 is also for converting data at speeds up to

24,000 SPS. Only one record is converted at a time, and some flexibility
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in use is provided. The procedure is included as part of Figure B-2,

ADC2A presented in Figure B-3is similar to ADC2 except that a
Tabelled tape is used and the digitized data is written on the tape
directly in 32-bit floating point form ready to be read by 360 FORTRAN
IV. This necessitates a maximum convert rate of 13,000 SPS.

ADC3, Figure B~4, can be used for reading a record of data from the
digital tape back into the processor. This is for the purpose of check-
ing the nature of the data on a digital tape.

ADC4 depicted in Figure B-5, is similar to ADC1. Data is converted
continuously for a specified number of records and written on a standard
labelled tape in 32-bit floating point forin., This 1imits the maximum
sampling to 13,000 SPS but the output tapes are ready to be read by a
360/65 FORTRAN IV program,

ADC5 shown as Figure B-6, is the same as ADC4 except it outputs
on an unlabelled tape.

DIAG1, Figure B-7, is designed to transfer data from the analog-to-
digital converter into the B-register of the HP2115A processor. This is
for the purpose of checking for proper operation of the A/D converter
and the I/0 interface.

DIAG2, Figure B-8, is a magnetic tape reading program. It allows
the operator to go forward or backwards on the tape in steps of records.
Data on any record may be observed and tape marks are clearly indicated,

DIAG3 of Figure 3-9, consists of two independent programs. These

are for testing and adjusting the multiplexer,




ADC1 Program

Purpose:
Speed:
Output tape:

Procedure:

To digitize analog data continuously.
Up to 24,000 samples per second.

. iabelled 9-track. Data in raw 16 bit binary form.
2,000, words per record. (This number can be changed.)

Mount tape.

Load program using HP2115A Basic Binary Loader. (BBL)

Program origin is at 100 octal.

Halt No. 1 - Load switches with number of records to be
written. (octal) Push run.

Halt No. 2 - Wait to ready the system. Push run to start
system.

Halt No. 3 - Records complete. Push run to write EOF and
rewind tape.

Halt No. 4 - End. Mount another tape, push run to repeat
entire program.
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ADC2 Program

Purpose:
Speed:

Qutput tape:

Special:

Procedure:

To digitize one record at a .me.
Up to 24,000 sampies per second.

Unlabelled 9-track. Data in raw 16-Lit binary form.
2048]0 words per record. This can be changed.

Forward spacing of records can be accomplished, so a tape
may be taken down and then remounted later and continued.

Mount tape

Load program tape using BBL.

Program entry is 100 octal. Push run.

Halt No. 1 - Set Switches to the number of records to be
skipped. Push run.

Halt No. 2 - Waiting. Push run to conver..

Halt No. 3 - Set Switches one of three options. Then
push run,

000 - To convert another record.
Goes back to Halt No. 2,

001 - Backspace one record. Push run
Goes back to Halt No. 2.

010 - Rewinds tape. Push run.
There is no EOF mark.

Halt after rewind is end.
Branch manually to aldress 100 (octal) to repeat, if
desired.




ADC2A Program

Purpose:
Speed:
JQutput tape:

Procedure:

To digitize one or more records at a time,
Up to 13,000 samples per second.

Labelled 9-track. Data is in 32-bit 360/65 floating point
form. 1944 words per record (can be changed).

Mount a labelled tape.

Load program using the BBL.

Program entry is 100 nctal. Do not push run yet.

If it is desired to space forward on tape then ti'rn on bit

switcn 15, Then push run,

Otherwise, push run,

Halt 14 - Load switches with number of records to be
skipred. Push run.

Halt @ - Entar number of records desired into switch
register. Push run.

Halt 1 - Program ready and waiting to start converting
data. Push run to start.

Halt 66 - A data convert run is finished.

‘a) To proceed with another run, turn on bit switch
P and push run. The program will return to
Halt @. Turn off SW 0.

{(b) To backspace a desired number of records, set
bit SW 15 and push run. Program will backspace
the tape and then return to Halt . Turn off
SW 15.

Hait 6 and 7 - Error halts. (lock rate too fast
Halt 25 - Tape not accepted (not proper label).
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ADC3 Frogram

Purpose. To read a digital tape rocord in HP2115A memory.

Features: Can Forward space past records. Examine words in a record
using front pane! lights.

Procedure: Mount tape.
Load program witn BBL
Program entry is 16100 octal. Push run.
Halt No. 1 - Load switch register with number of records 1
to be skipped. Pus!li run,
Halt No. 2 - Ready to read tape.
Push run to read.
Returns to Halt No. 1.
Data may be viewed on T-register lights.

Tape data is loaded into memory address 02000 octal.
2048 words per record {can be changed).

Halt No. 1 - If desired to rewind tape - sct bit SW 15, 1
push run,




ADC4 Program

Purpose:
Speed:
Output Tape:

Procedure:

To digitize analog data continuously
Up to 13,000 sampies per second.

Labelled 9-track. Data is in 32-bit ficating point form
1944 words per record (can be changed).
Can have multipie files (data sets?.
Mount tape.
Load program with BBL.
Entry address is 100 octal. Push run.
Halt § - Enter number of records to be written in switch
register. Octal. Push run.
Halt 1 - Ready to convert. Push run to start converting
Halt 66 and Halt 77 - Normal end. Data loaded. Push run
to write EOF. Then stops on Hait 70
Halt 70 - Push run sends program back to Halt 2 for a
second file (data set).
If set SW15, then push run, a second EOF is
written (knd of volume).
Tape is rewound-stops on Hait 65 or Halt 76.
Halt 6 and Halt 7 - Error halts. Slow clock rate

Rt o e A g AR SIS




ADCS Program

Purpose: To digitize analog data continuous ly.
Speed: Up to 13,000 samples per second.

Output tape: Unlabelled 9-track. Data is ir 32-bit floating point
form.
1944 words per record (can be chan ed). !
Can have multiple files (data sets?. ‘

Procedure: Same as ADC4.




DIAG] Program

Purpose:

Procedure:

To check A/D converter and 1/0 interface of processor.

Load prcqram with BBL.
Entry adcress is 100 octai. Push run.
Halt 77 - Ready. Push run to start.

Connect a d-c power supply (0 ~ = 10y) to the analog in-
put and turn on the clock signal to the A/D converter.

By siowly varying the input voltage the user can watch
the B-register count up and down. The binary reading may
be compared to the input veitage reading.

If bit SW 15 is set at any time, the program will halt
back on Halt 77.
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DIAG2 Program

Purpose:

Procedure:

A magnetic tape reading program. Allows the operator to
go forward or backwards on the tape in steps of records.
Data on any record may be observed and tape marks are
clearly indicated.

Mount tape. Load program using BBL. Program entry is

100 octal. The first halt, Halt 76, is the starting point
in the program. The "A" and "B" registers hold the number
of the record of data presently directiy behind the mag-
netic read read. Two operator options are possible at
this point. Setting bit switches 14 and 15 causes the
tape to backspace one record. Otherwise the next record
is read in and Halt 0 is executed. The "A" register will
contain the record length (up to 7400,) and the "B" regis-
ter will hold the record number, If §he record read in

is a tape mark, Halt 25 will be executed and 177777, will
appear in the "A"register and "B" will hold the recgrd
number. Push run to read the next record.

Pushing run after Halt 0 allows the operator several
options. One may look at the nth word on the tape record
by entering n-1 into the switch register. That is, tc
Took at the first word of the tape record, set the switch
register to zero. To look at the second word, set the
switch register to 1, etc. By setting switch bit "14"
Halt 0 is executed with the registers holding the same
information as before. Setting bit "1%" returns the pro-
gram to Halt 76 so the next record may be read, or the
tape may be backspaced. The memory block area starts at
4000, .

8
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DIAG3 Program

Purpose:

Procedure:

DIAG3 consists of two independent programs. The first is
intended to aid in setting the offset voltage of the multi-
plexer. The second determines the peak input voltage to
the A/D converter. The programs are located in memory

such that they may be loaded and executed without destroy-
ing either the Magnetic Tape Operating System or the mag-
netic tape loading programs of the ADC series.

Load the program tape using the BBL.

Entry 70008: Program acts as an integrator on the data
from the A/l converter. Intended use is to set the
offset voltage of the multiplexer.

Entry 7100: Program reads data from the A/D converter,
removes sign and compares magnitude with largest magni-
tude received previously. If latest input is larger,
the value is displayed in the "A: register. Intended
use is to allow operator to adjust input voltages to
the A/D converter such that it is not saturated on the
peaks of the input waveforms.

The first program with starting address of 7000, reads

data from the A/D converter and sums all the inputs to-
gether. That 1s,the program simulates an integrator.

The integral is displayed in the "A" register at all times.
The "A" register may be zerced at any time by setting

bit SW "15" of the switch register. To use the program,
all inputs to the multiplexer should be removed, the multi-
plexer output connected to the A/D signal input, and a
clock signal connected to the A/D trigger input. By
watching the “A" register, the operator can determine if
the average offset voltage is positive or negai.ve He
can then turn the potentiometer to adjust the offset
voltage the proper direction such that the integral tends
to stay ciose to zero. The potentiometer is under the
chassis of the multiplexer. However, it is located such
that it may be adjusted while the multiplexer is in the
relay rack. Experience has shown that it is usually best
to have a slow clock rate when running this program.

The second program has an entry addre:s of 7100,. It
reads data from the A/D converter, strips off tﬁe sign bit
and compares the magnitude of the last data point with the
largest data point received previously. If the last in-
put is larger, it is displayed in the "A" register. Thus,
the program tells the operator the peak input voltage to
the A/D converter, Setting bit "15" of the switch regis-
ter will reinitialize the program at any time.
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Multiplexer. A multiplexer was designed and constructed which

allows as many as 12 channels to be digitized simultaneously

The analog portion of the multiplexer is depicted in Figure 10 g
The analog signals, which feed into terminals Al through Al12, originate
from the playback Sangamo analog tape machine. These signals have levels
that are normally in the O to 10 volt range. The preamplifiers in the
multiplexer, PAL to PA12, are designed to keep the signal levels at a
maximuin of +10 volts.

When a sample command is received on terminal SC, the sample-

hs1d integrators, SH1 through SH12, all go into HOLD at the same time
Then, in the interim period between this sample command and the next
6ne, the data samples are fed, one at a time, to the analog-to-digital §
convertor (761A). This is accomplished by opening the electronic ?
switches, SW1 through SW12, sequentially in turn. The commutating
control signals for this purpose are applied to terminals S1 through
S12 1n Figure 10.
The maximum sampling rate of the system, with 12 channeis opera-
ting, 1s Timted first by the digital tape machine The maximum
sampling rate, per channel, 1s 1940 sampies per second This tigure
is arrived at by dividing cne overall maximum speed of 25,250 samples
per second by 13 (the number of i1ntervals in the read-out process)
Naturally 1f fewer channels were 1n operation, the maximum speed, per
channel, would be faster.
The necessary timing signals to accomplish the desired sequencing
of the HOLD and READ-OUT operations are shown i1n Figure 11 In Figure

12 1s pictured the digital control system for producing the timing

signals
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With reference to Figure 12, the process is started by enabling
the GO 1ine. This can be done manually with a switch, or it may be
desirable at times to synchronize this with the analog playback tane

machine., The output of the AND gate, AND1, will start the clock when-

ever the 2115A processor delivers a SET-CONTROL signal (approximately
2 us max from GO)., The one-shot, 0S1, provides shaping of the clock
pulses as well as providing a 10 us delay for the ADC convert signil.
The first change of the ring-counter sets the HOLD flip-flop
which, in turn, causes the sample-hold integrators to HOLD. Then,
as sdbsequent clock pulses occur, the ring-counter steps through 13
intervals, The outputs of 12 of thie ring-counter flip-flops are used
to gate the electronic switches SW1 - SW12. The 13th interval allows
the sample-hold integrators to go back to the track or sample states
and to stay in that state long enough to assume stable tracking

operaticn. The entire cycle is then repeated when the ring-ccunter

starts its cycle again.




PA
BA
SH
SW
Clock
0s
Inv
FF
NCY
NC2
AND)

TABLE I

Identification of Analog and Digital Modules

Type 3112/12C, Burr-Brown
Type 3130/15 ,

Type 4035/15
Type 9859/15
Type R401
Type R302
Type R107
Type R202
Type W600
Type W601
Type RI1N

’

Burr-Brown
Burr-Brown
Burr-8rown
Digital Equipment Corporation
Digital Equipment Corporation
Digital Equipment Corporation
Digital Equipment Carporation
Digital Equipment Corporation
Digital Equipment Corporation

Digital Equipment Corporation
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Sferic Activity Meter. During the year, work has been done toward

the development of a more universal sferic activity meter. This device

is one embodying principles similar to that ¢ ed in producing the Sferic
Rate Histories presented as Figure 2, page 9, ¢f the Quarterly Report

dated March 31, 1970.

The diagram of Figure 13 represents the present form of the sferic
instrument and the general nature of its operation is as follows The
input signal at terminal, T1, is the sferic signal from either a play-
back of an analog record or it can be originating in real-time from a
detector output. In any event, it must be composed of positive signal
bursts. Waveform, S1, of Figure 14 is representative of this signal.

The circuit is desigued to accommodate an input signal, ST, with
a minimum level of about 0.1 volt peak. The gain control P1, allows
adjustment for larger signals.

The inverting amplifier, Al, has gain of 100. This builds up the
maximum value of the signal to approximately 10 volts (negative peak).
Control P2 sets the maximum negative limiting level of the amplifier
to prevent overloading.

The Schmtt Trigger works as a discriminator against undesirable
noise levels. The logic output levels of the trigger are 0 and -3
volts. The threshold levels at which the circuit switches are nominally
-2,2 and -0.8 volts; however, these can be adjusted by pots P4 and P5
for changing the discriminating characteristics. The typical output
of the Schmitt Trigger appears in Figure 14 as waveform $3

The next stage, the one-shot multivib+ator, 0S, is for standard-
1zing the widths of the pulses which coincide with sferic bursts. The

adjustment of the pul: width is quite critical and the necessary width
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is related to the nature of the sferic bursts. Waveform S4 of Figure 14
is representative of the output of the 0S.

The special integrator, I1, serves as a short-time analog memory.
In terms of the LaPlace Transform operator, S, this stage has a transfer
function of

%1: i‘i T 1ii8ng
which shows the state to be a first-order log function. The time con-
stant of the special integrator has three selections controlled by
switch SW1. They are 70, 45 and 15 seconds, respectively. S5 waveform
in Figure 14 serves to show the action of this stage.

The amplifier A2 serves merely to interface the resulting signal
from the integrator to a recording meter M1. The present recorder, a
RUSTRAK, requires 1 ma for full-scale deflection. Amplifier A2 has
normal gain of 2.

In order that the sferic activity meter be suitably responsive to
varied storm conditions, the threshold levels of the Schmitt Trigger,
the plus width of the one-shot and the time-constant (and gain) of the
Ist-order lag integrator must be coordinated suitably, Studies and ex-

periments along this vein are continuing.
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Name: Kumarasamy Shanmugam Date of Degree: May 25, 1970
Institution: Oklahoma State University Location: Stillwater, Oklahoma

Title of Study: LEARNING TO RECOGNIZE PATTERNS WITH AN IMPERFECT
TEACHER

Pages in Study: 104 Candidate for Degree of Doctor of Philosophy
Major Field: Electrical Engineering

Scope and Method of Study: Most of the earlier research efforts in
pattern recognition h. ve been directed towards developing proce-
dures for learning to recognize patterns with a perfect teacher,

In recent years considerabte attention has been given to the prob-
lem of learning without a teacher. In between these two vastly
different classes of problems is the problem of learning to recog-
nize patterns with an imperfect teacher. This dissertation devel-
ops procedures for learning to recognize patterns with an imperfect
teacher. The result is a nonparametric learning procedure. Theo-
rems concerning the derivation of the learning procedure and anal-
ysis of performance are presented. The concept of feedback in the
proposed learning scheme is investigated and a feedback learning
scheme is proposed. The proposed feedback learning scheme is
simulated on the computer and the results on the performance of the
learning schemes are given. A comparison of the performances of
the learning scheme with feedback and learning scheme without feed-
back is presented.

Findings and Conclusions: The proposed learning scheme is asymptotic-
ally optimal in the sense that it has an average risk egual to
Bayes' (minimum) risk If the density functions do not overlap
then the average asymptotic performance of the learning scheme is
better than the nearest neighbor rule and the imperfect teacher.
The above results are true with a finite sample size also. For
cverlapping densitiez if the Raves' risk is less than (1-3), 8
beinc the prcbability that the teacher classifies a sample correct-
ly, then the proposed learning scheme is still better than the
nearest neighbor rule and the imperfect teacher Also the proposed

learning scheme does not require a knowledge of the exact value of
2

)

The thresholded feedback scheme proposed provides a deterministic
method for combining the knowledge acquired by the learning scheme
with that provided by the imperfect teacher. Threshold also pro-
vides control over the amount of feedback and facilitates a gradual
phasing out of the teacher If tie density functinns do not over-
lap then feedback results in an improvement in the average per-
formance of the learning scheme. With overlapping densities such
an improvement is possible only for low values of 3. Further re-
search needs to be done on using feedback with overlapping densi-
ties, on using a probabilistic feedback.
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Name: Richard Leon Johnson Date of Degree: May 16, 197]

Institution: Oklahoma State University Location: Stillwater, Oklahoma

Title of Study: A STUDY OF THE SECOND-ORDER STATISTICAL PROPERTIES OF
THUNDERSTORM NOISE

Pages in Study: 143 Candidate for Degree of Doctor of Philosophy
Major Field: Electrical Engineering

Scope and Method of Study: This investigation was undertaken to develop
a second-order statistical description of the thunderstorm signa-
ture as a source of noise interference. A characterization was ob-
tained under three constraining conditions: (1) the data were
gathered at a distance of thirty kilometers from the storm; (2)
measurements of the storm signature were taken over the VLF portion
of the radiated spectrum; and (3) tiie study was specialized to the
segments of data which exhibited intense sferic activity. The data
were, first, analyzed to determine whether or not a stationary
assumption would be valid. It is shown that the sferic triggering
mechanism can be modeled by a Poisson impulse process. Based on
the assumption of wide sense stationarity, estimates of the time
averaged autocorrelation and power spectral density functions are
computed from three data segments of 0.75 second duration. These
estimates are then, averaged to form an improved estimate.

Findings and Conclusions: The assumption of stationarity in the wide
sense appears valid for data segments evidencing extremely intense
sferic activity. Using a wide sense stationary model, estimates of
the time averaged autocorrelation and power spectral density func-
tions, computes from three member functions of the ensemble, werv
found to be strikingly similar after being normalized to the aver-
age measured power. Because of the close resemblance, it is con-
cluded that the mean of the me averaced autocorrelation and
power spectral density estin.tes is a reasonable description of the
process in an ensemble sense. Specifically, it appears likely that
this is a representative description of data segments evidencing
extremely intense sferic activity. It is believed that this des-
cription may be useful in the design of filters for the purpose of
minimizing thunderstorm noise interference in a mean square sense
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ABSTRACT

A procedure for classifying l1ghtning discharges into cloud-to-
ground or cloud-to-cloud type is developed. This classification pro-
cedure is based on a set of measurements indicative of the frequency
content of both horizontally and vertically polarized sferic signals
from 1ightning discharges. The data corresponding to 84 visuaily 1den-
tified discharges from one storm were used to develop the classification
procedure. Additional data corresponding to 50 identified discharges

from another storm were used to test the resulting classification

e i . — W

scheme. Up to 82 percent agreement was found, on the test samples, be-
tween visual identification of the discharge and the type given b,
the classification scheme.

We found that significant difference exists 1n the frequency con-
tent of the horizontally polarized sferic signal from cloud-to-qrour:
and cloud-to-cloud discharges Also, the polarization ratio of the

signal in the £0 kHz range was found to be considerably different for

the two types of discharges
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DISCRIMINATING BETWEEN CLOUD-TO-GROUND

AND CLOUD-TO-CLOUD LIGHTNING DISCHARGES:
A PATTERN RECOGNITION APPROACK

K. Shanmugam A. M. Breipohl
OkTahoma State University University of kansas
Stillwater, Oklahoma Lawrence, Kansas

INTRODUCTION.

Considerable progress has been made during the past 30 years in
the study of sferics from lightning discharges. Most of the earlier
research attempts in this area have been directed towards understanding
the nature of cloud-to-ground discharges. In recent years, efforts
have been made towards the investigation of the nature of cloud-to-
cloud discharges (Ogawa, T.. and M. Brook, 1964) and towards finding
out and explaining the differences in the sferic signals from different
types of discharges (N. Kitagaw and M. Brook, 1960). This paper
exanines the differences in the frequency content of the sferic signal
frem cloud-to-cloud and cloud-to-ground discharges.

The frequency content of the sferic signal from 1ightning discharges
have been studies by many investigators (Arnold and Pierce, 1964; Dennis
and Pierce, 1954; Taylor, 1963). Most of t.e ctudies in this area are
based on measurement of vertically r ‘arized sferic signals recorded on
the su~face of the earth. By means of airborne instrumentation, both
horizontally and vertically polarized sferic signals from lightning
discharges were recorded and analyzed. Significant differenc~s in the

frequency content of the sferic signal from cloud-to-ground and cloud-
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te-cioud discharges are pointed out and a procedure is given for dis-

criminating between these two types of discharges in the absence of

visual identification.

INSTRUMENTATION AND DATA GATHERING.

From the boundary conditions imposed on Maxweli's equations it
follows that the herizontal polarization of the sferic signal cannot be
measured effectively on the ground at low frequencies. Hence, airborne
instrimentation was used in this inves.igation. Also, the airborne
instrumentation made it possible to stay close to a moving storm and
collect data for a reasonably long time. The antenna complement of the
instrumentation consists of a vertical whip antenna mounted on top of
the fuselage of the research aircraft (D-18S Beechcraft) and a horizon-
tal tow-type antenna attached to a cable which unreels from the tail of
the aircraft. The signal flow path, which is identical for both hori-
zontal and verticai antennas, is shown in Figure 1.

The signal gathered at the antenna is routed through a cathode
follower, pre-amp, cathode folilower assembly to a set of comb filters,
The filters used have center frequencies ot 10kHz, 50kHz, 150kHz and
250kHz and a bandwidth of 1 kHz. The output of eacn comb filter is
then envelope detected with a detection time cu-.tant of 1 millisecond
The detected signal is then recorded in FM mode on one of the 12 data
channels of a magnetic tape recorder. In addition to the sferic data,
one of the edge tracks of the tape contains an audio recording of the
comments of an observer in the aircraft. These comments, recorded in
real time along with the sferic data, ¢ ..tain information about the
tvpe of discharges that were visually identified by the observer in the

aircraft. When the sferic data is played back, the voice recording
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serves to identify a burst of data as coming fron a clouc-to-ground or

% cloud-to-cloud discharge.

i The data used in this investigation were taken during twe thunder-
storms in Oklahoma during June, 1969. Both the storms were of frontal

% type and had a large number of well defined lightning discharges. The

aircraft was flying elliptical raths on one side of the storms at a

distance of approximately 30 kilometers and an altitude of 5 kilometers.

The data corresponding to 50 discharges frem the storm on June 11, 1969

and 84 discharges from the storm on June 22, 1969 were processed for a

set of measurements as described below.

! DATA REDUCTION.

The first step in data reduction was converting the analog data
é into digital form suitable for precessing on the digital computer.
! Sections of recorded data corresponding to visually identified, well

defined discharges were selected and the analog da'~ was converted into

digital form. The average duration of the signal from the discharges

was about 3/4 second and the digital data for the duration of the

individual discharges were processed for a set of measurements which
served as inputs to the pattern recognition scheme.

The measurements derived from the data consists of the relative
} amounts of energy in the various comb filter frequencies. Even though
one would normally require exact values for these measurements for a

quantitative analysis, a relative measure of these values will be

adequate for pattern recognition purposes.
The energy received from a discharge at the input of a particular

comb filter channel is the product of the average power, N, at the input

62

s




and the duration T of the discharge. Since T is the same for all fre-
guencies for a given discharge, the average value of power at the input
to the filter is sufficient for comparing the relative amounts of energy
in various comb filter bands. For small amplitudes, the envelope of
the comb filter output has been shown (Horner, F., 1964) to have a
Raleinh distribution with a mean equal to /Nm/2. Hence the average
value of the comb filter output is & relative measure of N, the average
power at the input and hence a measure of energy.

Since the received energy is a function of the distance between
the aircraft and the discharge and since this varies from discharge to
discharge, the average value of the signal in various comb filter
channels were normalized as follows: The average value of the signal
in each of the four horizontal charaels was normalized with respect to
the sum of averages in all horizontal channels. This gives a relative
m2asure of the fraction of horizontallv polarized energy that appears
in a given comb filter band of frequencies. Similarly, the averages
in the vertical channels were normalized with respect to the sum of
averages in all the vertical channels. The sum of averages in horizon-
tal and vertical channels were normalized with respect to the total sum
to obtain fractions of total energy that are horizontally and vertically
polarized. In addition to these 10 measurements the average values of
signal in 50 kHz horizontal and vertical channels, normalized with respect
to their sum were taken to represent the polarization ratio 1in 50 kHz
range. This set of twelve measurements are listed below.

Xy - Normalized average value of signal in 10 kHz Horizontal

Xy = Normalized average value of signal in 50 kHz Horizontal

X3 = Normalized average value of signal in 150 kHz Horizontal
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Xq - Nnrmalized average value of signal in 250 kHz Horizontal
Xg = Normalized average value of signal in 10 kHz Vertical
Xg - Normalized average value of signal in 50 kHz Vertical

>
[]

7 Normalized average value of signal in 150 kHz Vertical

Normalized average value of signal in <50 kHz Vertical

X10 " Normalized sum of average value of signal in vertical channels
Xyq ~ Normalized horizontal signal in 50 kHz channel

Xy9 ~ Normalized vertical signal in 50 kHz channel

Since Xgs Xgr Xy and Xypcan be calculated if the other meas:ire-
ments are known, these were eliminated as inputs to the pattern recog-
nition scheme. The remaining 8 measurements were used to form a
"pattern vector" X from the data corresponding to each identified dis-
charge, where

X = [x], Xgs X3 Xgs Xey X3y Xgs x”]T

For sample patterns used to train the pattern classifier, informa-
tion about the type of discharge to which a particuiar pattern Xi corre-
sponds is needed as an input to the classifier. This identification
information, denoted by ei. comes from visual sightings of the discharge
by the cbserver in the aircraft. If 8 and 6y denote cloud-to-ground
and cloud-to-cloud discharges respectively, then ei takes the form 5]
or v, depending on if Xi corresponds to a discharge identified as cloud-
to-ground or cloud-to-cloud type. Combining this information with Xi’

the data presented the pattern recognition scheme consists of a set of

measurement pairs (X].e]), e (Xn,en).
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PATTERN RECOGNITION.

The pattern recognition problem in this investigation consists of
developing procedures for identifying cloud-to-ground and cloud-to-
cloud discharges based upon the sferic signals. The classification
procedure is developed from a given set of measurement pairs
(X],e]), AN (Xn,en)‘ After the development of a classification pro-
cedure, only the measurement X is available and an estimate is desired
of the type of discharge from which X was derived. Three methods des-

cribed below were used for developing such procedures based on a set of

n measurement pairs,

1. Polynomial Discriminant Function Method: For probabilistic

pattern sets, a Bayes' procedure for classifying patterns into é] or

8, with minimum probability of misclassification uses a discriminant

function of the form,

~ ~

where P(éi) is the probability that a measurement X has a visual 1denti-
fication 5i’ and fx‘éi is the conditional probability density function
of X given that X is visually identified as 8. A given pattern X 1s
assigned to é? if D(X) » 0 and to é2 if D(X) ~ 0. Since no knowledge

about P(éi) and fmé1 is assumed, these quantities huve to be estimated

from the given sample patterns.

The quantity P(éi) was estimated by

where n; is the number of sample patterns with the identification éi

and n is the total number of samples. The unknown densities fx!é were
i
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estimated in the form of a second order polynomial in the components of
X, as proposed by Specht (1967). Using the estimated probabilities and

density functions in Equatinn (3), the estimated discriminant function
D(X) = P(ay) Dy(X) = P(ap) Dy(X) (4)

was used to classify X into é] or 62 depending on if 5(X) >0 or

~

D(X) < 0. In Equation (4), for i = 1 or 2 Di(x) is the polynomial esti-

mater of f whose coefficients were computed from the sample patterns

X |3

1.
identified as 8. Expressions for computing and updating these coeffi-
cients were given by Sprecht (1967).

2. Threshold Logic Unit: In the threshold logic unit method, a

Tinear discriminant function of the form
D(X) = WXyt WoXo o WXt W (5)

was used to classify X into é] or 62 depending on whether D(X) > 0 or

D{X) ~ 0. In Equation (5), d is the number of measurements used, Xys -
y Xq are the components of the pattern vector X and Wis Wos o v o s

Wyey are a set of weights determined through an error correcting pro-

cedure (Nillson, 1965). The correction factor in this procedure was

made to decrease as 1/(m+1) where m denotes the number of training cycles

completed. The weight vector that resulted at the end of 1,000 training

cycles was used in Equation (5) for classifying the test patterns.

3. Linear Least Square Method: A linear discriminant function of

the form given in Equation (5) was used in this method also. However,
n

the weight vectors were chosen such that the sum ¢ (Yi = Wi " NTXi)2
i=]

is minimized, where

-

Y. = +] if xi has an identification e]

1

Y.
1

#

-1 if Xi has an identification 52
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Data corresponding to 84 discharges from one storm, consisting of
42 cloud-to-ground discharges and 42 cloud-to-cloud discharges were used
to "train" the pattern classifier. Fifty additional samples from a
different storm were used to test the performance of the trained class-
ifier. The index of performance was the percentage agreement between
the identification provided by the classifier and the visual identifica-
tion of the test samples.

The classifier was first trained with all the eight measurements
as inputs to the classifier. At the end of training, it was observed

that the weights attached to measurements X1 Xo and X|q were large in
| magnitude compared to the other measurements. This suggested that Xy
Xo and Xyy are more significant than the remaining measurements. So
the classifier was trained again with Xy and Xo and also with Xqs X9
and X171 The summary of performance of the classifier for the three
different methods of training with three different input measurement
sets is given in Table I. The entries in the table represent the per-
centage agreement between the classification provided by the pattern
recognition scheme and visual identification on the 50 test samples.

It can be seen from Table I, that the best classification scheme
is the one using Xys X9 and X1y s input measurements. A scatter dia-
gram of the training patterns with respect to these measurements is
shown in Figures 2 and 3. The following observations can be made from

these Figures.




(1) Cloud-to-cloud discharges tended to have more horizontally

polarized energy in 50 kHz range while cloud-to-ground dis-
charges tended to have more horizontally polarized energy in
10 kHz range.

(2) Cloud-to-ground dischargas tended to have more vertically
polarized energy in 50 kHz range while cloud-to-cloud dis-

charges tended to have niore horizontally polarized energy.

The differences in frequency content of the two types of discharges
can be explained in terms of the physical lengths of the discharge paths,
the magnitude of currents and the rates at which they change. In a
cloud-to-ground discharge, two main sources of radiation are the step
leader and the return strokes. Return strokes, which are strong and
contain large slowly changing currents, radiate maximum energy in
5-10 kHz range (Uman, 1969; Dennis and Pierce, 1964). Return strokes
may also have continuing current with energy in the ELF range. The
cloud-to-cloud discharges do not have return strokes of the same form
as those in a cloud-to~ ground discharge. They may radiate low fre-

quency energy comparable with but usually smaller than that from return

strokes (Hornev, 1964), hence cloud-to-cloud discharges have compara-
tively smaiier energy in the lower frequencies.

The difference in polarization can be attributed to the physical
orientation of the discharge, the cloud-to-ground discharges having
mcre of a vertical orientation. The average value of the percentage of
horizentally polarized energy in 50 kHz range for the cloud-to-ground
discharge was found to be 39.85% and was 49.10% for c¢loud-to-cloud
discharges This 39.85% horizontal polarization for cloud-to-ground

discharges suggests that the horizontal component of the in-cloud
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channel on the average is comparable to the vertical component Based
on a study of electric field changes involving 539 return strokes in-
volving 84 flashes, T. Ogawa and M. Brook (1969) concluded that the
horizontal component of the in-cloud channel is significant and on the
average exceeds the vertical component. Our results support the con-
clusions of T, Ogawa and M. Brook to the extent that there is signigicant
horizontal component in cloud-to-ground discharges. Since four channels
that we used did not encompass the entire range of frequencies containing
energy, further interpretation of our results is not possible.

The performance of the classification procedure evaluated by
checking for agreement with visual identification does not give a
measure of the true performance of the classifier., If 3* is the pro-
bability that the computer gives correct identification, and if 3 1s
the corresponding probability for visual identification, then the pro-
bability of agreement between the two is &g* + (1-3) (1-z*). If : and
g* - 1/2, then the probability of agreement given in table one will be
‘ess thats* that the probability classification scheme gives correct per-
formance, i.e., the true performance index of the pattern recognition
scheme will be nigher than the probability of agreement given in table

one. (Shanmugam and Breipohl, 1970).

CONCLUS IONS

It has been shown that measurements from sferic data can be used to
identify cloud-to-cloud and cloud-to-ground discharges There are
significant differences in the frequency spectrum of the horizontally polar-
1zed sferic signal and the differences are sigmificant in the horizon-
tal vs vertical polarization ratio of the sferic signal in 50 kHz range.

Combining these two measures we found that the identification provided
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by the pattern recognition scheme agreed up to 82% with visual observa-

tions.
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Table 1. Summary of Performance

Input Percentage Agreement with Visual Identification
Measurements Polynomial Discriminant | Threshold |Linear Least
Function Method Logic Unit | Sq. Method
Al 70% 74% 80%
Xps Xo 72% 78% 74%
X1s X9s Xy 76% 80% 82%
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LEGEND FOR FIGURES g

Figure 1. Block Diagram of Instrumentation. !
Figure 2. Horizontally polarized Energy in 10 kHz Vs 50 kHz.
Figure 3. Horizontal Vs Vertical Polarization in 50 kHz band. A1l the

points in this diagram lie along the line Xyt Xy0 = 100,
but for the sake of clarity they are shown w]th aa offset.
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A STUDY OF THE SECOND-ORDER STATISTICAL
PROPERTIES OF THUNDERSTORM NOISE

Richard L. Johnson
School of Electrical Engineering
Oklahoma State University
Stillwater, Oklahoma 74074

Measurements were taken of the electromagnetic field radiated
from two thunderstorms which were separated in time by three days.
Analysis of two data segments from the first storm and one segment from
the second storm revealed that the signature fit a wide sense stationary
model; moreover, estimates of the autocorrelation and power spectral
density functions indicate that the process satisfies a condition of
local ergodicity. The study culminates in a second-order statistical
description which appears to be valid in an ensemble sense.

As a part of the weather phenomena research work sponsored by the
Department of Defense under Project Themis (A Center for Description of
Environmental Conditions, Themis Project No. 129), atmospheric noise
measurements were made in the presence of thunderstorm activity occurr-
ing in the vicinity of Rapid City, South Dakota in July 1969. The
vertically polarized electromagnetic field radiated from the storm was
sensed by a 1.525 meter vertical whip antenna mounted atop the fuselage
of a D-18 twin engine Beechcraft airplare. The data were collected and
recorded by magnetic tape on board the airplane while the aircraft flew
in an elliptical path at an altitude of approximately 5 km The flight

path was centered approximately 30 km from the storm and was executed by
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flying parallel to the storm for 10 min., making a 180% turn, and flying

in the opposite direction for 10 min. The objective was one of maintain-
ing the path as near constant as possible with respect to the storm.

Three representative data segments of 0.75 sec. duration were
selected for detailed analysis. These segments were characterized by a
relatively high density of large amplitude K-change puises, but were
otherwise arbitrarily chosen (for a discussion of K-change pulses see
Uman [1969]). Two of the data segments were taken from the data collect-
ted on July 14 and the third segment was taken from the recorded data of
July 17.

The objective of the data analysis was to produce a credible esti-
mate of the autocorrelation and power spectral density functions by
serially reducing each data segment. In order to effect this analysis,
the process was first investigated to determine the degree of station-
arity. To test for stationarity in the wide sense, we hypothesized that
the sferic triggering mechanism could be modeled by a Poisson impulse
process. The condition of wide sense stationarity would be determined
by whether or not the Poisson parameter were constant and the sferic
pulses bore reasonable similarity, For illustration, let h(t) character-
ize a single K-change pulse and let A dencte the Poisson parameter. The
process described is shot noise, and for a zero mean value, Papoulis

[1965] shows that the autocorrelation function is represented by

@(t‘otz) s L‘\(tz) h(t] - tz)] * r(tz)

where * denotes convolution. If \ is constant, then Papoulis [1965]
shows that the autocorrelation depends only on the parameter = lt] - tzl

and is given by

;(:) =+, " h(x+ 8)h(s)ds
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Furthermore, when the triggering mechanism is characterized by a constant

A, Hogg and Craig [1965] show that the waiting time between pulses has a

probability distribution function represented by

e e e a3 T o

This implies that

a = =In[l - Fw(w)] w> 0

and if -In[1 - Fw(w)] is plotted as a function of w, the contancy of A
can be tested by whether or not the result is a straight line. ;

Measurements of the waiting times between pulses were taken from i
each of the data segments separately, and an empirical distribution é
function was computed. A plot of -In[] - Fw(w)] versus w, then, re- i
vealed that a straight line approximation to the data points provided a |
reasonable fit. Hence, we concluded that a Poisson model with a con- |
stant parameter was a reasonable description of these segments of the
storm signature. Further, we concluded that the data could be reduced
using the methods of stationary analysis.

The autocorrelation and power spectral density functions were
estimated from each of the three records. These estimates were striking-
ly similar after being normalized to the average measured power on each
data segment. Because of the close resemblance in the estimates, we
conciuded that the process can be credibly represented by computing a
sample mean based on the individual curves. The computed mean of the
three autocorrelation functions is shown in Figure 1, while the mean of
the power spectral densities is shown in Figure 2 Inspection of the

power spectral density plot reveals a peak at 9 kHz which was expected i
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The hump at 18.75 kHz results from an interfering signal in the air-

craft electrical system. The hump at 34.5 kHz was thought at first to

be constructive interference from ground reflection or from the ionosphere;

however, this component did not appear in the power spectral density of
the first data segment. Because there were several sustained discharges
of 30 msec duration or greater in the second and third data segments,
but there were no discharges of this type in the first data segment, we
speculated that the sustained discharges promote the radiation of this
component although the cause for thys phenomenon is unknown.

Summarizing, the assumption of stationarity in the wide ser :
appears justified for data segments evidencing relatively unif..n in-
tense sferic activity. Using the wide sense stationary model, estimates
of the autocorrelation and power spectral density functions exhibit the
ergodic property after being normalized to the average measured power.
Because the data segments analyzed are believed to be representative, it
appears reasonable to assume that the descriptions presented are valid
in ai. ensemble sense for data segments of relatively uniform intense

sferic activity.
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LEARNING WITH AN IMPERFECT TEACHER

K. Shaamugaa
Oklahoma Stets University
Stillwater, Oklahona

A. M. Breipohl
University of Kansas
Lawrence, Kansas

Summary

Most of the earlier ressarch efforts in pattern
recognition have been iirected towards developing pro-
cedures for learning to :ecognize patterns with a per-
fect teacher. In racent years considerable attention
has been given to the prob. .m of learning without a
reacher. In between these two vastly different class
of problems is the problem of learning to recognize
patterns with an imperfect teacher. This paper is con-
cerned with developing and analyzing a procedure for
learning to recognize patterns with an lmperfect teach-
er,

A decisfon rule for classifying patterns with an
imperfect teacher is derived. Using nonparametric es-
timators for the unknown dencitiea appearing in the
decision rule, a procedure for learning to recognize
patterns with an imperfect teacher is given. It is
showr. that the proposed learning sche... has an asymp-
-otic average risk equal to the Bayes' minimum risk.
i'or non-overlapping densities, the average asymptotic
performance of the learning scheme is better than the
teacher and nearest neighbor rule tralmed by the same
imperfect teacher. The same is true for rverlappimg
densities {f the amount of overlsp is less than 1 - g,
B being the probability that the tsacher is correct.
Also it is shown that for non-overlapping densities the
proposed lesrning scheme performs better than the
teacher, on the average, after looking a finite but
large number of samples. The proposed learning scheme

. s{mulated on the Computer for some simple denaity.
. .nctions and the results are presanted.

Introduction

A major step common to all pattern recornition
vtoblems consists of developing procedures which
viassify opservations such that a particulsr strategy
.5 optimized. This step can be formulated as follows.
A et of n meavurement pairs (l;.tl).....(!p.en) are
yiven as sample (training) patterns. Xj(isl,...,n) is
4 vector measursment drawn from one of the R posaible
stegories 8y,...08. Ol takes the form 8y, when X is
ijeitified by the teacher as being from category 8.
\rter developmeat of a classification procadure, only
iLie messurement X is avallable and an estimate is de-
sired of the category from whi:h X was drewn.

Depending on the natura of informarion available
i the form of ¢l'a, the pocblem of laarning to recog-
1 Lze patterns can ce subdivided iato ..ree classes.
1f ol contains idencification of the true category of
Xj thun learning is 82id to take piace with & "perfect
teather"., If no Information about the true category
¥ Xy is available, then .'iis claes of jroblems is ve-
ferred to ae “learning without a teacher",

Hetween these two problams is the problem -f
“learning with an imperfect teacher'. 7' ' problem
has received much less attentionj nevertheless, many
situations fall into this category, For example, med-

ical dlagnoses which are used to detsrmine the categor-
ies into whichk electrocardiogram records are to bs
classified are not perfect. The authors of this paper
wers led into an investigation of learning with an im-
perfect teacher by trying to classify sferics into
cloud-te-¢loud or cloud-to-ground discharges on the
basis of measuremants of elsctromagnetic signature.

The categories for the training samples were identified
by visual cbservations which apparently contained some
errors.

This paper is concerned with developing procedures
for learning to classify patterns with an imperfect
teacher characterized by

r(i;lei) 5 B> 3 H

R i=1,...,R

o 1-
P(6yley) = (i'-'%) i 1, =1,..,R; 1 $4. (1.a)
The patterns are sssumed to be probabilistic in nature
with unknown cenditional probability density functions
£xjosr with the property that

£ s s f 1,4 =1,...,R. (L.b)
&"1-53 xle,

A declaion pule for classifying patterns with an
imperfect teacher using discriminant functions of the
form P(83) € |8, 1s given. This decision rule is shown
to be cquivaébné to a Bayes' decision rule using dis-
criminant functions of the form P(8i) fx|g;. Nonpara-
metric eatimators £X|d ;n of the unknowdl density fy|§;
are propased for loibning to rucognize patterns with an
imperfect teacher. Using one such estimator it is
shown that the proposed learning scheme has an average
asymptotic risk equal to the average Bayes' (minimum)
risk., For ron-overlapping densities and for densities
with overlap less than {1-g) {t is shown that the aver-
age gaymptotic performance of the learning scheme is
bette» than that of the imperfect teacher and the near-
est nelghdor rule trained by the same imperfect teacher,

The partormance of the learning scheme with a
finite, but large number of samples is also derived for
non-overlapping densities and it 1s shown that the
learning acheme betters in probabllity the performance
of the tedcher after looking at a finite number of sam-
plea. A somswhat morse surprising resul 's that more
samples will be required to better the performance of
either of the mediocre teacher, The proposed scheme
was simulated on a computer tu obtain the average risk
for some simple density functions.

The Dacision Rule

For probabilistic patterns with known probabllity
distributions, a Bayes' procedurs can be used to arrive
at a decision rule that optimizes the given strategy.
The strategy to be optimized is specified in terms of a
loas function Lij, defined for {,§ = 1,...,R. The loss
funetion Lil represaents the loss incurred when a pat-
tern actually belonging to category 84 is misplaced in-
to category 84. For a gero-one loss function Lty »
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1- 61 vhere 6 ia the kronecker delta function, it
gccn nhown that the Buyas' procedure leads to
dilcri:inant functions of the form,

D, = P(Oi) f

(2)
xle,

8

P(64) is the pricr probability of category 6; and
f!je; is the probability density function of pattern

X given that it belongs tc 4. A given pattsrn x is
classified into category 6; if

Dg (1) > Dy (x) 33 1,...,R; § 4 (3)
i

It is agsumed in Equation 2 that all information

relevant to P(01) and fxje;, (i = 1,...,R), were known.

In practice, often thie information is only partially
known. The unknown information must be learned from
the given set of labelled sample patterns, the inforwm-
ation associated with Dg; being estimated from samples
belonging to category 64. But due to the imperfect
teacher, the true categories of the sample patterns
are not available to the learning scheme., The only
labeling information available to the student is one
of 6;,....8g provided by the imperfact teacher. Hence
in order to learn from these incorrectly labeled sam-
ples, it is necessary to derive a decision rule in
terms of P(63) and fxlgi, i= l, ..,R.

Theorem 1. With an imperfe-* teacher characterized by
Fquatfons (l.a) and (1.b), a decision rule usin, dis-
criminant functions of the form D8; = P(8y) £x|9;
equivaient to a Bayes' decision rule using discrimxnant
functions of the form D8y = P(6;) fxle;.

Proef. The above thecrem can be proved by showing
that 2g;(x) > Dé;(x) if and only if Dey(x) > w8 (x);
thus eatablx_hxng that the two decision rules are
equivalent.

Using Bayes' theorem it follows that the distri-
bution function of X given that X is labelled as 8; is
R
Fyis (x|6) = = Fxle 9, (x[8,,0 K8, [6,)
=1 k=1 i
Using the condition given in Equation (1.b) it follows
that

R
é(iléi)'—' 2 F

r (x]8 )p(e |8,

xle
P(eilek)P(ek)

"

\X|e )
1 Kl 20 TGS

{P(O )BF

(x]8,)
PG, ) xlo, "=

) P(o )(
k=1
ki

+

-8
’Fxlek‘il"k” '

and

1<
>
.
—
=
-]
-
g
W

= L (pce se, . (x[6,)
P(8,) 17xle =
R
I plo, )(
k=1
ki

+

Hence
ngi(y : p(eimfye (x]o,)

R

+ L B(O, )(l - 5
ksl
ki

(x]e.) .
_x_lek =k

A similar expression can be obtained for Déj(x) and
fral these two eqgations it follows that

051(5_) - ”64(5’ = P(e‘my%(gei)

; o,
P(Oj)ﬁfyej(il J)

-+

-8
P"’j’(p )fxlo (xle )

P(Si)(i-_—-i-)fyai(iiﬂi)
&= (o, [ - 5 )

Since 8 > é-by asuumption, it follows from the above
equation that

Dg (x) > DA (%) Gommm) Dy (x) > Da () ,
3 ]

as was to bLe shown.

If there are only two categories of patterns 0,
and 8 and if 8 > 1/2, then classification can be done
by evaluating & single discriminant function

Dg(x) = P(6,) £, xI8, (x) - B(E,) £ xlé, {(x)
= (28-1) [P(e,) filel@_) - P(8,) fi’ez(g)l- (%)

A given pattern x is assigned to 6; if D:(x) > 0 and

8, if Dg(x) < 0.” From Equation (4) it cdn e seen that
if B < 1/2 then changing the sign of Dg(x) will lead
to an optimum classification procedure. Also it can be
seen that when B = 1/2, no classification will result
from the above discriminant function.

If the density functions fxje, and if fx|e, do not
overlap, then a discriminant furction c¢f the form

Dlglx) = f § (0 (5)

is optimum for dichotomizing patterns. In fact,

£, 12 {x]b
s,

{8P(6 )fxle (x]8,)

R f-léz(_z_c_Ie?) z

P(8,)
+ - B)P(ez)fxle (x]e,)
R S FE 8)P(6 )f {x}8.)
P(§,) 17xle, =1
+ BP(62)f5|eq(§_lez))
s —— e (P(g Vege ey
P(§,IP(6,) 1
[8P(B,) - (1 - 8)P(8,)]

- P(az)f&%(ye?)
teP(el) - (1 - B)P(GQ)]}

= 2 (P(s)F, . (x]0,)((26 - 1)P(s,)]
P(8 )R(O,) 17x[s, xley 2

85 - p(ez)fyez(_x_l02)[(28-1)1’(01)])




o e

-

P(Ol)P(OQ)

2 e (28 - 1M{f, 0, (x|00) - £ | (x]8.)).
P(8,)P(3) LR W (N
Hence
P(0, )P(8,) | |
D'~(x) = -2 (28-1}(f (x{8. ) - f (x]e 3],
M ARLEN xle, =17 7 Txle, =2

As in Equation (4) if 8 < 1/2, then - D'§(x) instead
of D'a(x) can be used for classifying patterns.

Also, it can be seen from Equation (5) that D'g(x)
does not involve the exact value of 8. The only in-
formation required is whether g > 1/2 or 8 < 1/2. The
same is true of D3(x), for overlapping densities.

Learning With An Imperfect Teacher

The decision rule derived in Theorem 1 involves
P(8;) and fgjel. i=1,...,R. The samples ire given
with labels 8),....0g. Hence any unknown information
associated with De can now be estimated (learned)
through the samples carrying the label 61 In the re-
mainder of this paper it will be assumed that R = 2,
and that the prior probabilities P(O]) and F(f7) are
known. (If unknown, P(8)) and P(§,) can be estim:*ed
by the number of times the labels &, and 8, occur .e-
lative to the total number of samples used.)

The unknown densities f{lé; and f{léz can be es-
rimated from a set of incorrectly labeled independent
sample patterns X),...Xn}iY1,...Yn2. The Xj's are
sample patterns with labels 8; and are identically
distributed random vactors with a common probability
density function fg[el Similarly the Y;'s are pat-
terns with labels §, and identically Jistributed with
a common probability density function £X|8,.

Using nonparametric estimators proposed and ana-
lyzed by Parzen? and Murthy , an estimate of fX 5
(x|61) lased on the sample patterns X),.. .an is
P S B [

CNES R
L)

e (x(é )
X|8,sn =L

T P
-Ix - % Vx - X 3n)) }]
5 .

Exp{ (s)

and an estimate of f5162(5162) based on X&""'Xn is

2
n
¢ (x]8,) = P -
’-‘-192’“2 /n k=1 g
1 (2m)
-(x - Y ] {x - Y X
Exp{ > Q} ] {7)

In Equations (6) and (7) p is the dimension of the
pattern space.

One of the disadvantages of this form of estima-
tion is that all the sample patterns need to be stored.
This difficulty can be overcome by using the polynom-
ial approximation suggested by Specht (4) of the form,

Xix
@Xlé . lxle ) = S - [Exp - (-H-)] D l(x) (8)
= 2 20
ofam?
"
In the above estimator, D “(x) is a polynomail with a
finite number of terms whose coefficients are computed
using the nj sample patterns labelled as 8;. As addi-

tional samples become available, these coefficients can
be updated through a racursive equation. Hence the
sample patterns need not be stored permanently. One of
the unsolved problems associated with Sprecht's method
of estimation is the number of terms that one needs to
include in the polynomial. For a desired accuracy, it
may be feagsible to derive a relationship involving the
number of sample patterns the d:mension of the pattern
space and the unknown density function.

Under certain reguiarity conditiors, the above
mentioned estimators have been shown?: 3> * to be con-
sistent and asymptotically normally distributed. Using
the estimated densities in the discriminant function
given in Equation (4), the proposed learning scheme is:

(1) Using the incorrectly identified sample patterns,

l(-l""':-\'n.; 11’.“’3112' estimate fx|<l and fx162;
1 L
(2) Using estimators f

compute x[6

l'

Dalx) = r(él)fmlml(glel) - p(éz)fyézmquez) ]

(3) Assign x to

and
9. if Dalx)e O . ()
: 8=

Performance of the Proposed Learning Scheme

Asymptotic Performance. The asymptotic performance of
the proposed learning scheme can be analyzed using the
consxstency properties of the estimators fx|é and

x|82,n 10

2
Theorem 2. The proposed learning scheme has an average
asymptotic risk equal to the average Bayes risk.

Proef. It has been shown by Murthy 3 that fx[é;;n,
— xlel as _n)—» with Probability 1 and
fxlez,nz—--fxle as ny—7*= with Probability 1.
Hence with Probability one DG"'—"DG as ny, Ny,
Therefore with Probability one, the proposed learning
scheme classifies a given pattern x into the same cate-
gery into which a Bayes machine would place x. Hence
the conditional risk Ts(x; ny, n;) assocciated with
classifying x according to {9), converges to the Bayes'
conditional risk, r*(x), with Probability one, i.e
Ps(x; ny, ny)—>r*(X) as n;, n,—== with Probabil-
ity one. Hence

.‘:(rs()i; n, n2)} = ri(x) as n,, . (10)

1
For a symmetrical loss function the Bayes' conditional
risk is given ty

reix) = min{P(8, | x) 4 PC8, 1)} N OSY

Taking the average on both sides of Equation (10) with
respect to fx(x) the average risk assoclated with
learning with an imperfect teacher is

Ry =/ ’“(i)féfﬁ)di

P(Bl);) £ (ilel)di

xlo,

-+

Plo,) sy £, (xle, )dx (12)
2 X X

(x|5 ) and f l (x]|6.)
in, =2
2'%2

i

ol aode il




R i

oo

vhere

I
L[]

= {x : PO )fx}e (xfe;) > P(Gz)fye?(g_c_l%)}, and

o
!

[ >

= {x : 9(62)fy%(1|02) > P(el)f_glel(l‘-"’l”

The right hand side of Equation (12) is the Bayes'
risk R*, hence, as waz to ba shown,

i = RX%
g R (13)

The averase -.s" Tor the teacher dersted hy R. is

R =1 -

N 8 (1u)
and the average asymptotic risk fcr che nearest neigh-
bor rule, R, 2as been shown 5 to be bounded by

(i-8)+(28-1)RF <R <
(1 - 8) + (28 ~ 1)[2R*(1 - R*)] (15)

For non-overlapping densities R* = 0 and from
Equatious (13), (14) and (15) it can be seen that the
proposed learning scheme has a ower average risk and
hence on the average performs better than the teacher
and the nearest neighbor rule. Also if the overlap
in densities is smail, i.e. if R¥ < 1 - 8, then again
the propused learning scheme is berter than the teach-
er and the nearest neighbor rule. In both cases the
learning scheme (student) becomes smarter than the
teacher.

Large Sampla Performance of the Learning Scheme. In
the previous sectins of the asymptotic performance of
the proposed learrning scheme was analvzed and it was
shown that if the density functions do not overlap
then, on the averaige, the learning scheme performs
better than the teacher. In this section it will be
shown that the learning scheme performs better than
the teacher, on the average, after being presented
with a finite but large number c¢f sample patterns

XiseraXngs Ypooe o Yoz

Frow Lgwstion (8), the learning scheme for class-
1 g

ifying pateerns wheén the density functions do not over-
lap is:
Asrarn v o B it Foya {(x{8.) > é, - (x|8,) (16)
; s :\; \L’nl __.’ llug’nz _,l 2
N . & a by
Ao o T B ) g g 8D G
=t S T
A glven pattern s trom category 6 is therefore class-

ified correctiy il {16) is satisfied and will be in-
correctiy ia (17) holds. Assigning @ value of +1 for
correct Ciastrication and ¢ for incorrect classifica-
tion, the gain associated with classitying a pattern x
form a cavegory 6) is

. 2 p{F -
gs(illil.nl,n‘,) H.&'el; (xle )>t l (x]e )lxca }
(18)
for entimators cof the torm given in Equa-
tiye (ot {70, Murthy’ has shown that as ny, ny—>e
e, PR R QSO N (19)
Kopen, 5191‘ R
ahid
. A 2 1
ﬁ(lf. N - fgaa | s e (20)
AR, 1“-), fn}(z/n)" x‘°

These results can be used to derive a lower bound for
g(xle.n,n)

Theorem 3, If (19) and (27} holds, then as n; and
ny—»* , for x from category 4,

P{fxla in (xl§) > fyéq_'nzcilez)lleel) > L(8,n,,n),x)
where
c,8
L(8,n ,0,x) = [1 - —~————T—~J
c2(1 - B)
x [1 - = ] (21)
n2 f&,el(i}el)
and
P(6,) P(6 )P(e ) 2
c. = ]
1 P(e ) P(e )P(3 )(23 -7 L
{
B i s o
P(8,) R Y
Proof. Let
D= fyél(xlel) - fyg)?(glee) >0
and let
b, = {x fyel(ilel) > 0}
. " ) .
P{fxlelinl(i'el) > file ,n2(3‘-‘°2)’5°°1}
?’P”fﬁél"“l(}’,el) - fﬁlﬁ (x}6)] > 2 m

£ - 8.0 ~ £ 2 (xfB )] <2 ket } .
'_)gleQ;n?(i'? 5]521}3}<2]5—€1}

Since the estimators fxiel,nl and ‘X 62 ny are inde
pendent, the right hand side of the ‘nequalAty becomes

~ - L. n
> " | - P = !
_P(!f{{elml(i,el) fye\\yel)) <50 oxe6)
P{lf , . 18 R 18 Eo )
{]t&.e?m?(ﬂs?) fxle (5,62)1 <3| oxee))
E E NI
> P{If 2 (x[B.) - (x18,){%¢ == | xe8 )
- yel,nl =5 Ay 2l Doxe 1
- - '\2
P{|f, 2 (6.0 - £ 2 (x16.)]% 2= | x¢
! Xlezi“z(éjvz' X 99(2'62)1 <% xeb, 1(23)
Let us consider
-~ - o~ .\2 “
P{Ifxlo ()glel) 16 \x_l@l,‘ < =)

51 - p{[?\,.s (x]6, ) - £y <xie e ——)
MY ?
. -t 2
E(!?llellnl(ilal) .x{al _] 1 ] }

l -
z 7 (2u)

Ly Chebyshev's inequality. From Equation (19)
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E(}E, - (x|6.) - £ 2 (x]8 )|2)
x18 50 "2 T Bxle 120y
= 1 41 (x8,) (25)
CNCTE s

Substituting (25) in (24), the right hand side of (2u)
becomes

fﬁjél(ilel) .
> f1 - - . "l (26)
/,q(z,rmp D
Similarly
~ .~ 2 1p°
P{lfl(_iel,;n?(ﬁl%) - fﬁleg(ile"’)l < =)
fyé?(ilez) .
> [l - ——— Wik (27)
/i, (/P o
If ;xﬁl then 5;01, and on Dl
P PO ) |
£5 (x|, ) = B ——f (x]8.)
X8 "= P(5.) xfe, =M1
E AU
o0 (x]8,) = (1 - 8) —— ¢ {x]8.)
Xlo, =2 ped, Ho T
and
P(el)P(Gz)
D = e (26 - l)fxle (xJe,) . (28)
P(8,)P(8,) A

Substituting (26), (27) and (28) in (73), one obtains

P(fx}é ;n,(iial) > fX|9 ;nn(tle2)!LL9l) >
=1l 17272
€8 c (1 - B)
(- = i - 2
o e X0 Yy By (al8)
215y Xi8,
where ) .
5 P(el) ' P(el)y(ez) ]2 .
LGy PTG JPT6 (28 - 1" =P
. . P(8,) ‘ B(6,)P(6,) 2 .
2 P(5. ) P(el)ﬂez)(zs - 1) (/)P

and hence the proof of the thecrem.

Sub-tituting the results of Theorem 3 in Equation
(i8), the gain of the learning system associated with
classifying a pdattern x from category 9) Lecomes

gs(5|61;nl.n2) > {1 - ————

A simiidr uapression can be derived fur the gain asso-
cidted with wlassitying a sample x firom category 6.
The gain of the teacher for classitying x from category
vy Ls

} - o
gt(i.ul) = 8

By settinyg 88

ClB C2(l - B8)
tl—f_ ][1-/__
n; fllel(llel) n, filel

1>8.,
(xl8,)

one can solve for n; and ny, the sample size required
by the learning scheme to better the perfcrmance of the
teacher. Hence the justification for the claim that,
in the case of non-overlapping densities, the learning
scheme performs better than the teacher on the average
after lookirg at a finite but large number of szample
patterns.

The sample size required by the learning scheme to
better the performance of the teacher is given below in
Table I. The densities used in these sample calcula-
tions are assumed to be uniformly distributed over non-
overlapping intervals of unit length, with P(8,) =

) z 1
P(dg) = 1/2.

TABLE I

SAMFLE SIZE REQUIRED BY THE LEARNING SCHEME TQO PERFORM
BETTER THAN THE TEACHER

1 ] r i
8 0.60 1 0.70 0.80 ' 0.9¢ ; 0.95
i | |
i { | i‘r
Approximate ( i | |
! . ! {
Sample Size | 5000 i 1800 ‘[ 500 | 300 1 1600
o
nl+n2 { ; ! :
| ‘1 | i

A rather surprising inference that can be derived
from this example is that the learning scheme reguires
less samples to better the performance of a mediocre
teacher than the number of samples it requires to bet-
ter either a very bad or a very good teacher, i.e. it
is easier to better a mediccre teacher.

By differentiating with respect to 3 it can be
shown® that the gain increases as & increases, thus
showing that the knowledge acquired at & given stage of
learning is greater with a better teacher,

SIMULATIONS

density functions. The various ‘ensizy funztions used
in the simulations are shown In Tilcures @ aund 2. The
prior probabllities for the categuries w re set equal
to 1/2. For each value of 8, the densities were estri-
mated using 75 and 100 samples {ny+ na = 75,130)., The
risk for the learuing schiere was ~dlculate. bases on
the classitication of fifzy test samp.es, the 13..
function beivrg ¢l tor incorrect cuassification :d @
for correct classification., For wach value of ¢, ten
runs were malde and the averape ri~a for the learning
scheme was caleulated.  The resaita of the simulations
are shown in Figures 3 and u.

Figure 3 siows the plot of c<verape risk versus 8
tor the learning schere for nron-uverlap;ing densities
shown in Figure 1. The Bayes' prisk R tor non-overlap-
ping densities I, zerv aud the average risk tor the
imperfect teacher is (1 - #). Figure 4 shows the same
plot for ovarlapplng densities shown in Figure 2. The
Bayes' risk now is 0.125 and the average iisk for the




teachar {s (1 - 8) Y,

From Figures 3 and 4 the following theoretical
Tesults can be verified:
s,
(1) The average asymptotic visk for the learning
schome converges to the Bayes' risk,

(2) For non-cverlapping densities the learning
schems betters the imperfect teacher, and
the Nearest Neighbor Rule after looking at s [P
finite number of sample. patterns.

(3) For overlapping densities, the learning
scheme is betisr than the teacher if
R¢ < ) - 8. In Figure 4, th s corresponds
to B < 0.875.

(4) For a given number of training samples, the
average risk decreases as # increases.

It sust be pointed out here that the plots repre-
sant only the "average" performance of the learning
system. On any given set of samples the performance of
the learning scheme will depend on the number of cor-
rectly labeled samples. If a particular sequence of
sample patterns had too many incorrect labels, then the
performance of the learning scheme will be worse than
the "average" performance.

Conclusions

A scheme for learning to recognize patterns with
an imperfect teach has been proposed. The proposed
learning scheme makes use of patterns incurrectly
labsled by the imperfect teacher. The only knowledge
about the teacher that is needed is whether 8 (B is
the probability that the teacher labeis a sample cor-
rectly) is greater than or less than 1/2. Using
Sprecht's approximation, it is possible to make the
learning take place serially. The propossd learning
scheme has an average asymptotic risk equal to the
Bayes' (miniwum) risk. If the density functions in-
volved do not overlap, then the proposed learning
scheme performs better than the imperfect tsacher and
the single nearsst neighbor rule using the same sample
patterns. With overlapping density functions, if the
amount of overlap is less than (1 - 8), the average
asymptotic perforamance of the proposed learning scheme
ta otill better than that of the teacher and the near-
eat neighbor rule.
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AN ERROR CORKECTING PROCEDURE LOR
LEARNING WITH AN IMPERFECT TEACHER

K. Shanmugam, Member, IEEE and A.M. Breipohl, Member, IEEE

ABSTRACT

Supervised learning in pattern recognition problems takes place
through the use of a set of labeled sample patterns, the labels being
provided by a "teacher". In most of the procedures for learning with a
teacher, it is common)y assumed that the teacher is perfect, i.e. the
labels of the sample patterns are always correct. However, there are
many circumstances in which the patterns used for learning are occasion-
ally mislabeled. This paper is concerned with developing a procedure for
learning with an imperfect teacher, who ocrasionally mislabels some of
the learning patterns.

The proposed error correction scheme is based on a nonparametric
learning scheme. The error correction consists of questioning and ;or-
recting the labels provided by the imperfect teacher, using a threshold
in the correction scheme. The use of threshold facilitates control over
the amount of correction and provides a simple method for combining the
knowledge acquired by the learning scheme with that provided by the
teacher. Expressions for the threshold are derived and the properties
of the proposed error corraection scheme ave discussed. Through computer
simulations, the performance of the propczed error correction scheme is
compared with that of an identical learring scheme withou. error correct-

fon.
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I. INTRODUCTION

The problem of learning with an imperfect teacher investigated in

this paper consists of the following; A set of n measurement pairs

(xl,el>,...,(xn,a“) are given as learning observations. Xi,(i = 1l,...0)

is a vector measurement crawn from one of the two possible categories

.. The label 8°(i = 1,...,n) takes the form 6

®1» 8,

y or 62 depending

whether the teacher identifies Xi as coming from category 6. or 02

1
respectively. Based on this set of incorrectly labeled learning obser-
vations, we want to learn to classify new observations into el or 62
with minimum probability of misclassification.

The imperfect teacher provides the labels on the sample patterns

according to the following probabilities.

B >1/2 i=1,2

P(ei[ei)

o
~~
D>
<o
~
L]

1-8 i, 3=1,2;1i43 (1)

The patterns are probabilistic in nature with unknown conditional proba-

bility density functicns leBl and f No particular functional form

x|82°
for these density functions will be assumed. However, it will be assumed
that the density functions have disjoint supports. Also it is assumed
that

2 f

fxleiOéj XIG i, j =1,2. (2)

i

Many of the procedures for learning with a perfect teacher have
been investigated for use with an imperfect teacher [1,2]. R. 0. Duda
and R. C. Singleton (3] investigated the performance . a threshold lo-

gic unit trained with an imperfect teacher. They have shown that for
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orthogonal patterns, the average weight vector converges to a solution }
vector for the correctly labeled pattern set. A. W, Whitney and S. J.
Dwyer I1I [4) analyzed the performance of the k-nearest neighbor rule
with an imperfect teacher and obtained error bounds for the performance.
The problem of learning without a teacher has been formulated as learn-
ing with an imperfect (probabilistic) teacher and a Bayesian reproducing
estimation procedure has been developed for this problem by A. K. Agra-
wala [5].

The authors of this investigation have proposed (6] a nonparametric
scheme for learning with an imperfect teacher, which asymptotically
performs better than its own imperfect teacher. Since the learning %
scheme becomes better than the teacher, the authors were motivated
towards using the learning scheme's own knowledge to correct the errors
in the labels provided by the teacher. The result is an error correct-
ing scheme for learning with an imperfect teacher. The proposed scheme
uses a threshold in the correction loop. The use of threshold provides

control over the amount of correctiern and also provides a simple way for

combining the learning scheme's knowledge with the knowledge of its
teacher. Alsc the use of threshold facilitates a gradual phasing cut of
the teacher as the learning scheme acquires more and mcre knowledge.
Expressions for the threshcld are derived and the properties of the
learning scheme are discussed. Through computer simulations, the per-
formance of the error correcting scheme is compared with the performance

of an identical learning scheme using no error correction.
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II. LEARNING WITH AN IMPERFECT TEACHER

For nonoverlapping densities fxl and f » @ discriminant func-

0, X|e,

tion of the form

DB(X) = £ f (3)

x|el xle,

can be used to classify a pattern X into el or 62 with a probability of

misclassification equal to zero. The unknown density functions fx|3i
can be learned (estimated) from the sample patterns which belong to cat-
egory ei. However, due to the randomness of tl.e labeling of the teacher,
the true categories of the sample patterns are not known. The only lab-

eling information available is one of 8, or 52. In order tc learn to

1
recognize patterns from these incorrectly labeled samples, it is neces-
sary to have a decision ruie in terms of fxlé and f ;2 rather than in
l 4\'62
terms of fxlel and fxlez.
With an imperfect teacher characterized by Equation (1) and with

non-overlapping densities, the discriminant function

D:(X) = £ - f (%)
() xlé1 x!62

is equivalent to the discriminant function D, (X) definsd in Equation (3).

In fact, it can be shown (6] that

1
£ 1. & —— (BP(9,) ¢ + (O-8)F(8,) £, ) (s)
x|, P(éx) 1 xle1 27 "x|a,
i \
§.1. = ——— ((1-8)P(8 ) f + 5P(6_ ) £ ., ) (6)
xle. P(ﬁz) 1 x]e1 2" "Xxje,

and hence




P(6,) P(8,)
Dé(X) = ..
p(el) 9(62)

(28-1)D(X), (7)

Since B > 1/2, Equatioa (7) implies that

Dg(X) > 0 &===> D (X) > 0

and hence the equivalence of the two discriminant functions.
The unknown density functions in the discriminant function Dé(x) i

are f and £ and these can be estimated from the given set of

sample patterns carrying labels 51 and 62 respe:tively. Using nonpara-

metric estimators proposed and analyzed by Parzen [7] and Murthy {8], an

estimate of fx|él (xl&l) based on the sample patterns xl,...,xnl labeled
as 6l is 1
. S U -tx - % 37x - % 2nF
- = == = , 8
fxl°13“l(x!el) = kfl Exp{ 5 }
1 770 (am)2
and an estimate of f ;- (xlé ) based on theé sample patterns Y ,...,Y
X]62 2 1 n,
labeled as 02 is 1
. 16 1 "2 N -[x - YiJT[x - Yi](n,)p
£42 (x]8,) = L Sxpl Pooo(9)
x|, in 2 ‘s P 2
22 f 3 omz

In Equations (8) and (9) p is the dimension of the pattern space and T
indicates transpose. A multivariate normsl density function was chosen
as a kernel in the estimators since this would facilitate the use of a
polynomial approximation suggested by Sprecht [9]. The polynomial ap-
proximation to the estimators is easy to implement on the computer and

results in an appreciable reduction in the s. - rage requirements.

Substituiting the estimated densities in Equati_n (4), a procedure 1

for learning to recognize patterns using a set .: incorrectly labeled
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patterns is:
(1) From the given sst of labeled patterns, estimate fxlél and
fx|62 according to Equations (8) and (9).

(2) Using the estimated density functions, compute

Da(X) = £,92 . - fo12 .
¢ X|8,3m) " Txlo,m,
(3) Assign X to
8, if Dg(x) > 0
end to
8, if Dz(x) <0 (10)

Under certain regularity conditions, the estimates given in Equa~
tions (8) and (9) have been shown to be consistent and asymptotically
normally distributed [7,8]. As a consequence of the consistency proper-

ties of the estimators it follows that, with probability one

5§(X) +> Dé(x) as n,, n, + e,

* |8 5m; T |6 m 1 M2

2
Hence in the asymptotic case, the proposed learning scheme places ~
patter.. X into the same category as a scheme using a Bayes procedure,
with probability one. For a louse function of +1 for misclassification
and 0 for correct classification, the average asymptotic risk for the
learning scheme is zero. The average risk for the teacher is 1-8 > 0.
Hence the proposed learning scheme is better than the teacher in the
asymptotic case.

Since the learning scheme performs better than its teacher after

looking at a large number of samples, the knowledge gained by the learn-

ing scheme might be used to verify anc perhaps correct the label provided
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by the teacher. Such corrections, if done successfully, could result

in a lesser number of incorrect labels on the learning observations and
hence lead to better performance. The remainder of this paper is de-

voted to developing such an error correcting procedure.
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III. ERROR CORRECTION

Model:

The authors' motivation for considering an error correcting learn-
ing procedure comes from an example that is of common occurrence in
classrooms. Such an example is the attempt of a student to question and
possibly correct errors made by his teacher. In spite of the fact that
much of the student's knowledge is derived from his teacher, he is still
able to use this knowledge to occasionally correct his teacher and also
provide answers to certain questions for which his teacher may not know
the correct answer. Hence it seems that such questioning and possibly
correcting the labeling information supplied by the teacher in pattern
recognition probiems is all too relevant especially if the teacher is
known to be imperfect.

The model for our error correcting scheme is shown in Figure 1.

The block marked student is the learning scheme described in the previous
section, capable of learning from a set of labeled sample patterns. The
teacher is characterized probabilistically in Equation (1). When a
sample observation X is presented, the student provides a label for the
observation based on his present knocwledge (i.e. based on the latest
estimate ﬁé of the discriminant function Dé)' The label provided by

the student is él if ﬁé(x) 2 0 and §2 if ﬁé(x) < 0. The teacher also
provides a label for X according to Equation (l). We propose that the

error correction scheme compare these two labels and change the label

provided by the teacher according to the following algorithm:
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(1) Accept the label provided by the teacher if

[DaCx)| = |E,42 . (X|8.) - £,02 . (X]8)] ¢T
8 x[el,nl 1 X{6yim, "2

(2) Change the label provided by the teacher to 6, if

1l
Eoaa x|y > E s . (x|6)+T
x|8, 50 "1 x|8,:m, "2
(3) Change the label provided by the teacher to 52 if
£ . (X|8.) > & 1, . (x]6) 4T, (11)
X|65n, 7102 xlél,nl 1

In the above algorithm ny and n, are the number of sample observa-
tions that have been used in the estimators of fxlél and leéQ’ respect-
ively, and T is a threshold. After the label is décided, X is used to
update the estimate of the density function corresponding to that label.

According to the above algorithm, a correction tékes)place only if
the estimators of the density functions differ by more than T. Loosely
stated, the label pro#ided by the teacher is questioned and changed only
.f the student is "certain" that the tesasher is wrong. The student
accepts whatever the teacher says if he is not sure of himself.

The extent to which the student depends on his teacher during the
learning process is determined by T. T7Two special cases occur when
T=0or T+ If T+ o, then from the first step in algorithm (11) it
follows that the label provided by the teacher is always accepted. If
T = 0, then it can be seen that the student completely ignores his
teacher and provides his own label for each sample pattern. By choosing
a variable threshold, the dependancy of the student on his teacher can

be controlled during the learning process.




Selection of Threshold:

Two methods will be presentad for selecting a value for the thres-
hold T. These methods are basea on the asymptotic normality of the es-
timators of the density functions. To simplify the following treatment,
the sample sizes D, D, will be assumed equal to a common value n, the
value of n being large enough to justify the use of the asymptotic pro-
perties of the estimators. From the results of Murthy [8], the estima-
tors given in Equations (8) and (9) have the following asymptotic dis-

tributions.

fxlé (xlal)

Eora  (x]8)waN [£ 2 (x]8,), —1

X]8,5n7 2 X16, "L 2 JP

£ L (x]8 fxlé?(xw?) (12)
E s (x| )emN | £ x|6.), —2ee} | 12
X]62,n 2 x162 27~ JoyP

The estimators are independent because of the assumption of independent

? samples, and hence

s . . . ) ) .
fxlel;n(xlél) fxlez;n(x]%)hN xlel(x|§l) fx{e2(x| )
E fXIé (xlel) + fxléz(x|92)
= . (13)
/a (2 /r)P
F If xe6,, then f (x|8,) = 0, and from Equations (5) and (6),
; 1 x[e, 172
fxlél(Xlél) = folel(xlel) and fx|§2(X|§2) = (1-8) fxlel(xlel) .
Hence, if xeel,
fy|o (xlel)
9 ~ . ~ »~ . ~ ‘ _ e
E fX]Sl;n(xlel) fx|e2;n(x|62) N | (28-1) fxlel(xl 1)'-757?2-7555
(14)
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If xe6,, then f (xlel) = 0, and from Equations (5) and (6),

2° xlel

fxlél(xlel) = (1-8) fx|62(x|92) and fxléz(xl%) = foiez(x|e2)_

Hence, if er2,

fxle...("lez)
P4

—_—_].a5)
/a (2 /mP

%xlél;n("'él) - §x|é2;n("|62)"‘" -(28-1) fxle2(x|e2),
The approximations given in Equations (13), (14) and (15) will be used
in deriving expressions for the threshold T. Also the notation P,
(accept the label), P, (good label) and P, (bad label) will be used to
denote respectively the probabilities that the student accepted the lab-
el provided by the teacher, the probability that tﬁe student provided a
correct label for the sample pattern, and the probability that the stu-
dent provided an incorrect label for the sample pattern. The subscript
n denotes that label provided by the student is based on the estimators
of the density functions using sample size n.

The first approach to be discussed for selection of T is based on a
minimax principle. In this rather pessimistic approach, T is selected
by setting a bound on the maximum probability of a bad label by the
student. Hence the quantity of interest is the probability of a bad
label by the student. Let us first look at P_ (bad label |xe61), given
by

P (bad label |xco ) = P{§x|§2_’n(x|52) > fxlél;n(“lél) + T|xe8, ).

From Equation (14), the right hand side of the above equation becomes
-T (xlel)
=I N {(28-1) fxlel(xlel).

£
xlel

/a (2 /)P
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b

where the notation I N(y, 02)d£ denotes the integral
a
b

2
I 1 exp{ - %g—%-)—}da .
a 210 o

A change of variable in the above integral gives Pn (bad label Ixeel) =

[-T-(28-1)alc

Ya
N(o, 1)dg

=L

-00 kK

(16)
where

P L
¢ = (2/17)2 n' and a = fxle (xlel).
1

It can be shown that L has a maximum at,

. T 4
S €7 5 '

This implies P_ (bad label Ixsel) is maximum at

- . T
a = fxlel(xlel) - 12"8'_'1) .

Substituting a = T?%:TT in Equation (16), the maximum value of Pn (bad

label Ixcel) becomes

i 2T .
(r/¢28-1)7%2

= -2c /T(28-1)

N(0, 1)4&

-o (17)
Similarly the maximum value of Pn (bad label |x£62) can also be shown ta
be equal to the integral in Equation (17). Hence irrespective of whether
m:Bl or 62, the maximum probability of a bad label is given by the inte-

gral in Equation (17). If a is the desired limit on the maximum




T

probability of bad label, then a value tu can be determined such that
-t
[$

N (0, 1)dg (18)

Q

u

-0

Comparing the upper limits of the integrals in Equations (17) and (18),

ot 2 (2p-1)1? = t,

Solving for T from the above Equation,

CO.
T =

Vn (28-1)

where

t2

)
[ol—

¢ y(2/m)P ‘

Choosing T according to Equation (19) guarantees that on the aver-

-~ 1 A

age the maximum value of the probability that the student provides a Lad

label at any given stage of learning is equal to the desired value

For any given pattern X the probability of bad label is less than or

equal to a. The cheoice of a and hence t, is subjective.

The second method for selecting the threshold 7 is based on a Jdeci-

sion theory approach. In this approach, values are assigned tc the

¢
i n

possible outcome of error correction and T is chosen such that the "ex-

pected value" is maximized. The two main outcomes of the error correct-

ion scheme are that the teacher's label Is accepted or the stulent

T -

vides a lJatel. There are two outcomes assocliated with tie stuldent

e .
-
by

viding a label, namely the label provided by the student Is correct and

label pruvided by the student is incorrect. Let us aisign the valiues

0, a' and b' respectively to these three outecmes, the i
U . .

accepted, the students label being correct and aud thv

J N \
students lalel

being incorrect.
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Let us first look at verifying the label on a sample pattern from

9, at the nth stage of learning. The 'expected value is given by,

—

E{value ]xeel}

0 {Pn (accepting teacher's label ]xeel)}
]
+ a {Pn (good label ]xeel)}

- 1
b %n (bad label lxeel)}

. fxlel(x|el)

= a' j N ((28—1) lee (xlel). )dE .
. 1 o (2 /)P
-T fXIO (xlal)

(xlel), -2

AE.,
x|e, /a (2 /m)P

- b'j N ((28-1) 3

Doing the necessary algebra, it can be shown that the value of T that

maximizes E{value ]xeel} is given by

b'
L nED
2¢2 Y1)P v/n (28-1)

o

vn (28-1) (20)

where
b'
£ (=)
= ua
(_0 W e ————————
202/m)P
Proceeding along the same lines it can be shown that E{value lxc62),
is 3lso maximum at T given in Equati  (20). This implies that irres-
pective of whether xed, or xeb_, the "average value" of correction s
i &«
maximum if T is chosen accoerling to Equation (20).
The form of T given in Equation (20) is the same as the one given
in Zguaticn (19) tcv the minimax approach. The only difference s in
the .onstants appearing in the expression. These constants are deter-

mined by *the .hcice of the maximum acceptable value of the probabiiity
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of bad label in the first approach or the value function in the decision

theory approach.
The algorithm for error cucrection now is:

Accept the label provided by the teacher for x if

fXIél;n(xlel) - fx|é2;n(xl62) <T.

Correct the label to 51 if

fxlél;n("'el) > fxlézm(xl%) + T

and to 52 if

ﬁ fxléz;n(*lez) > fxlé ;n(xlel) + T (21)

1

where T is the threshold given in Equation (19) for the minimax approach

and in Equation (20) for the decision theory approach. i

Properties of Thresholded Error Correction:

Besides being an easy algorithm to implement, the proposed error
correction scheme has the following-desirable properties:

1) The maximum probability of error correction occurs on
samples that come from close to the modes of the density
functicns.

2) At any given stage of learning, the probability that the
student corrects an error made by the teacher, given that
the teacher i{s in fact in error, increases as 8 increases,
j.e. with a better teacher, there is a betler chance that
the student corrects an error.

3) The teacher is gradually phased out as the knowledge

acquired by the student increases.
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Let us concern ourselves with correcting a possible error on the

label of a sample x that belongs to category 61. The pi upability of

ercor correction un the label of x is given by

P (error corvectionlxeﬁl)

(l-B)fP(fxIél;n(xlﬁlbfx!éz;n(x,82)+1‘|xeel)}

- fxlsl("lel
s (l-B)I N ‘28‘1)fx|e (xlﬁl), dg.
T 1 /n (2 /)P

From the above, it can be easily verified that if fxlel(*llel)’fxlel(”z'91)*
then P_ (error correction |x.€8.,) > P_ (error correction |x,€8 ). Hence, ‘
n 171 n 21
the maximum value of the probability ol correcting the label on a sample
xed, occurs if fx]e (xlel) is maximum. Similarly it can be shown that
1

the maximum value of the probability of correcting the label on a sample
x:62 occurs if fxlez(“|°2) is maxizum. These two statements establish
the first property listed above. Since sampies are more likely to have
come from near the modes, it is desirable to have a larger probability
of correction here.

The probability that the student corrects a label error on a sample

x from category 81, given that the teacher made an error, is
Pn (error correction ]xce1 and the teacher made an error) =
- les (xlel)

1
I N [(28-1) £, . (x]e ), — dE
T X191 e P

s N(0,1)dg

[T-(2 -1)a)c
whare /a B i
a =ty (xl8) amd e (2 m? ot
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The lower limit of the integral decreases as B increases and hence the

probal'lity that the student corrects an errcr on the label of a sample

pattern from categery 61, given that the teac: or made an error, increases
as B increases. A similar argument may be given for x from category 62
and hence the property that with a better teacher, there is a better
chance that the student corrects an error.

The probability that the student provides his own label fer say,

a sample pattern x from category el is

P (student provides a label lxcel) =

1-P 'fxlél;n("'el) - fxléQ;n("lez)! < Tlxcer
[T-(28—l)a]c
Ya
=1- 0 No,1)a8

[—T-(26-l)a]c

- /3

It can be seen that as T increases the value of the above integral in-
creases and hence the probability that the student provides his own lab-
el decreases. C(onversly as T decreases, the probability that the stu-
dent provides his own label increases. Since T is a decreasing function
of n, T wiil be large in the initial stage. of learning and hence the
probability that the student provides his own ladbe! is small. This
means the student accepts whatever the teacher says when learning begins.
As n + =, T+ 0 and the probability tha® the student prcvides his own
label + 1, i.e. in the advanced stages of learning, the student provides

his own label on each sample and learns independentiy without the aid
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of “he teacher. This gradual phasing out of teacher also occurs in most
real 1ife laarning situatioms.

The proposed error correcting learning scheme checks the label on
one sample ot a time serially. Approximate estimators can alsoc be updated
serially in a polyromial form as suggested by Sprecht [9]. After updat-
ing, only the coefficients of the polynomial are retained and the samples
are discarded. A question that is left open here is whether it wculd be
better to store ali the samples and verify the labels on all the in-1)
prior samples at the nth stage of learning. The authors feel that the
storage requirements and the computs . u involved for doing this will bhe
formidable when the dimension of the patterns and the sample size are
large. both of which are common in pattern recognition problems.

Even though the ex:ressions for threshold given in Equations (18)
and (20) display many . . rable properties no clair czan be made about
the "optimality" of these expressions. One of the shortcomings of the
analysis presented in this lies in treating B as constant. Due the
error correction, the effective value of B, defined as the ratic of the
number of sample patterns with correct labels to the total number of
sample patterns is changing. A formulation of this change is difficult,
if at all possible. The probability statements about the outcomes of
error correction involve the unknown density functions. Whereas for the
teacher B is independent of x, the sample being labeled, the performance
of the student will depend on the value of x and his past performance.
.7 the error correction has been done badly at the initial stages of
leari.ing, then error correction on subsequeat samples will also be bad.
This fundamental differeuce in labeling procedure presents a very for-

mislable step in the analysis of performance of the error correcting
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2cheme. The proposed error correction scheme was simulated on the com~

puter and the results of the simulation are presented in the next section.
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IV. GSIMULATIONS

The performance of the proposed learning scheme was evaluated
through simulations on the digital computer. The conditional density

functions f and f used in the simulations are shown in Figure 2.

xlel

Samples were drawn randomly from these two categories with P(el) = P(8,)

xle2

= 1/2 and the labeling was done according to (1). The learning scheme
without error correction accepted the label provided by the teacher and

the density functions f and f were estimated according to (8)

x[6) 2
and (9). A total of NT samples were used for learning. Using the es-

X}8

timates of the density functions based on NT samples, 40 test samples
were classified according to (10).

The error correcting scheme learned from the same set of NT samples,
according to algorithm (11). The value of T corresponded to a, the
maximum probability of bad label equal to 0.05 cr values of a' and b’
such that a'/b' = e. Based on the final estimate of the density func-
tions, the same 40 test samples were classified.

For each value of 8, ten runs were made. The risk for each run
was taken to be the ratio of the number of test samples that were mis-
classified to the total number of test samples classified. The average
risk for the learning scheme was taken to be the average of the risks
on ten runs. Figure 3 shows a plot of the average risk versus B for
the two learning schemes, for a sample size NT = 20. Figure 4 shows

the same plot for a sample size N, = 60.
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It appears from Figures 3 and 4 that error correction c¢n the aver- i

age improves the performance of the learning scheme. A.rather interest-
ing aspect of these plots is that error correction does not seem to im-
prove the performance very much for either very high or very low values of B. g

At lower values of 8, i.e. with a very bad teacher, the amount of cor-

rection is small because the student does not learn enough to gquestion
his teacher very often. At higher values of B, i.e. with a very good

teacher, the student acquires his limiting knowledge quickly and error
correction does not help here since error correction does not increase
the limiting knowledge. Hence it appears that error correction is most

effective when the teacher is mediocre.

Simulations were done for the unequal sawple size case with P(Gl) =
0.9 ard P(GQ) = 0.1, The simulation procedure is identical tc the one
described above except for the error correction algorithm. The algor-
ithm used in this case is given in [10]. Figure 5 show- a plot of aver- |
age rigk versus 8 for this simulation. Orce again it appears that error
corprection leads tc an improvement in the performance of the learning

echeme. ;1
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V. CONCLUSIONS

In this paper we have proposed a threshclded error correcting
scheme for learning with an imperfect teacher. Expressions were derived
for the value of the threshold as a function of the reliability of the
teacher, the sample size and a subjective constant. The proposed scheme
provides a simple means for combining the knowledge acquired by the stu-
dent and the knowledge of the teacher. It is possible to control the
extent to which the student depends on his teacher. Through computer
simulations, we have shown that error correction leads to an improvement
in the performance of the learning scheme.

We have presented only one of many possible error correcting
schemes for learning with an imperfect teacher. Whether the scheme
presented in this paper is the '"best'" is not known. However, the authors
feel that this study will aid in an understanding of the problem of error
correction in learning with an imperfect teacher and may suggest other
optimum schemes of error correction.

More work on this scheme is needed, theoretically to study conver-
gence and experimentally to apply this procedure to more than two cat-

egories of patterns.
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ASMB»AsB,L,T

BEGIN

START

ENTER

FIRST

LogR

THIRD

ORG
NOP
LDA
oTA
NGP
HLT
NOP
LIA
cMA
INA
STA
NOP
HLT
NOP
LDA
STA
CLC
C.B
CLF
DA
OTA
CLC
LDA
oTa
STC
LDA
OTA
STC
STC
LDA
QTA
CLC
LDA
0TaA
STC
LDA
0TaA
SFC
HLT
SFS
JMP
NOP
STC
STC
LDA
0TA
CLC

100B

FL
118

PROGRAM STARTS AT 100 OCTAL.

LOAD TAPE COMMAND WORD. FILE MK.

LOAD SW'S WITH NO. RECORDS.

COMPLEMENT REGISTER A.
ADD 1 TO A TO GET 2'S COMPL.
STORE 2*'S COMPL IN REC.

PUSH RUN WHEN READY TO START PGM

INITIALIZE RECORD COUNT.

TURN OFF ALL I/0.

CLEAR REGISTER B-PARITY ERR CNT.
TURN INTERRUPT OFF.

INITIAL1ZE DMA! TO READ ADC.
COGNTROL WORD ONE.

CONTROL WORD 2.

NBUF IS "WORDS PER RECORD".

CONTROL WORD 3.

START ADC.

START DMA}.

INITIALIZE DMA2 TO READ ADC.
Cwi

Cw2

Cw3

SKIP FLAG CLEAR-SKIP DMA1 BUSY.
ERROR HALT.

SKIP FLAG SET-SKIP WHEN DMA1 RDY
WAIT UNTIL DMAL IS FINISHED.

START ADC & START DMA2.
INI1IALIZE DMAl TO WRITE TAPE.

Figure B-1. ADC1 Program
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T TR

FOUR

LDA
0TA
STC
LDA
0TA
SFS
JMP
LDA
oTA
ST
SFS
JMP
LIA
AND
SZA
JSB
1874
JMP
LCA
HLT
JSB
NOP
JSB
cLC
LDA
HLT
NOP
JMP
NOP
LDA
0oTA
cLC
LDA
0TA
STC
LbA
0TA
SFC
HLT
SFS
JMP
STC
STC
LDA
0TA
cLC
LbA
0TA

ADR1@

NBUF

11B
*-1
ouT
11B,C
6,C

*-1
118
MASKi

ERROR
CNT
*+}12
JOB1

ENDFL

148,C
6,C
CNTL2

ADR20

Cw2

Cw3

SKIP FLAG SET-SKIP WHEN TAPE RDY
WAIT UNTIL TAPE IS READY.

GET TAPE COMMAND WORD FOR OUTPT
OUTPUT COMMAND WORD TO TAPE.
START DMA1 TO TAPE.

SKIP FLAG SET-SKIP IF DMAl FIN.
WAIT UNTIL DMA1 IS FINISHED.
GET TAPE STATUS WORD:

CHECK PARITY STATE.

SKIP IF PARITY IS OK.

GO TO ERROR ROUTINE-BAD PARITY.
INCREMENT RECORD COUNT.

HALT ON RECORDS COMPLETE WITH
(A) REGISTER = TO70T7**%%%xx%
PUSH START TO GET EQF MARK®*%*3#

TAPE REWIND ROUTINE.

TURN OFF ALL 1/0 UNITS.

HALT ON NORMAL JOB COMPLETE-=--
LOAD A NEW REEL OF TAPE AND PUSH
RUN TO REPEAT ENTIRE PROGRAM.
REREFRRERERRERRR RN R RR R TR R R
ERRR ARG R Rk Rk
INITIALIZE DMAt TO READ ADC.

cwa2

Cw3

SKIP IF DMA2 1S BUSY.

ERROR HALT.

SKIP IF BUFFER2 IS FULL.

WAIT UNTIL DMA2 FLAG IS SET.
START ADC.

START DMAL .

INITIALIZE DMA2 TO WRITE TAPE.
Cwl

cw2

Figure B-1. ADC1 Program (continued)
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FIVE

ERROR

REWND

ENDFL

STC
LDA
OTA
SF3
JMP
LDA
OTA
STC
SFS
JMP
LIA
AND
Sza
JSB
152
JMP
LDA
HLT
NOP
JSB
JSB
NOP
cLC
L.DA
HLT
NOP
NOP
JMP
JMP
NOP
INB
JMP
NOP
SFS
JMP
LDA
OTA
SFS
JMP
JMP
NOP
SFS
JMp
LDA
oTA
SFS

NBUF

11B
*=1
out
11B,C
7,C

-1
118
MASKI

ERROR
CNT
*+13
J0OB1

ENDFL
REWND

JoB2

BEGIN
LOOP

ERROR, 1

11B

x-]

REW
11B,C
11B

*= |
REWND., I

11B
*-1
FILE
11B,C
118

CW3

SKIP WHEN TAPE IS READY.
WAIT UNTIL TAPE IS READY.
CET TAPE COMMAND WORD.
START TAPE MACHINE.

START DMA2 TO TAPE.

SKIP WHEN DMA2 IS FINISHED.

WAIT UNTIL DMA2 IS FINISHED.

GET TAPE STATUS WORD.
CHECK PARITY STATE.
SKIP IF PARITY IS OK.
BAD PARITY.

INCREMENT RECORD COUNT.

RECORDS COMPLETE. PUSH RUN
WRITE EOF AND REWIND TAPE,
GO TO END-OF-FILE ROUTINE.
GO TO REWIND ROUTINE.

TURN OFF ALL 170 UNITS.

T0

PUSH REN TO REPEAT ENTIRE PGM.
LOAD NEW TAPEx*k*skkpkahkkrgik
Ak Ry Rk ok kR kR k kR kKR
Mk kR Rk Rk Rk R Rk kAR kRN

GO READ ANOTHE? RECORD.
PARITY ERROR ROUTINE.
INCREMENT B REGISER.
RETURN TO MAIN PROGRAM.
REWIND ROUTINE.

SKIP WHE!. TAPE 15 READY.
WAIT UNTIL "APE IS READY.
GET REWIND COMMAND WORD.
REWIND TAPE.

SKIP WHEN TAPE IS5 REWOUND.

RETURN TO MAIN PROGRAM.
TND-OF-FILE ROUTINE.
SKIP WHEN TAPE IS READY.

GET TAPE EOF COMMAND WORD.
WRITE E-O-F.

Figure B-1. ADC1 Program (continued)
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JMP -}
JMP ENDFL, I
FILE OCT 35
CNTL1 OCT 120414
NBUF DEC -2000
ouT oCcT 31
CNTL2 CCT 160010
ADR}I OCT 102000
ADR2 OCT 106200
ADR19 OCT 202600
ADR20@ OCT 006000
MASK! OCT 2
REW oCT 2@l
REC NGP
ONT NOP
FL. OCT 35
Bl ouT 17771
JOB2 OCT 78727
END
END OF TAPE

END OF TAPE

Figure £-1.

WAIT UNTIL TAPE 15 READY.
RETURN TO MAIN PRCGRAM.
E-O0-F COMMAND WORD-»

CONTROL

WORD NO«. 1 FOR DMA.

NUMBER OF WORDS PER RECORD.
TAPE WRITE COMMAND WORD.

CONTROL
BUFFERI
BUFFER2
BUFFER1
BUFFER2
4ASK TO

WORD NO. 2 FOR DMA.
STARTING ADDRESS. 20008
STARTING ADDRESS. 600ud
STARTING ADCRESS. 20008
STARTING ADDRESS. 60008
CHECK PARITY ON TAPE.

TAPE REWIND COMMAND WORD.
ENTER NUMBER OF RECORDS HERE.

PUT 2°'S

COMPLEMENT OF RECORDS H

TAPE E-O-F COMMAND WORD.

ADCY Program (continued)
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0001
8602
0203
8R4
0885
2006
ne07
2208
2209
0010
ot
pa12
2013
0014
8015
6916
@017
eo18
0019
0020
@021
Ba22
0023
@024
@e2s
Boz2é
gaz27
poz28
229
8030
0031
2032
6033
0034
0035
0036
2837
0238
2239
0040
204)
0042
8243
0a44
8045
09246
0B 47
Be 48
0049
2950

ASMB,A,BsL,T

ORG
BEGIN NOP
LDA
0TA
HLT1 HLT
LIA
CPA
JMP
CMA
INA
STA
LOOP1 LDA
0TA
 9-¥4
JMP
START NOP
HALT2 HLT
CLC
CLB
CLF
LDA
0TA
CLC
LDA
0TA
STC
LDA
0TA
STC
STC
SFS
JMP
LDA
OTA
cLC
LDA
0TA
STC
LbDa
0TA
SFS
Jup
LDA
0TA
STC
SFS
JMP
LIA
AND

1008

FL
11B

1
ZERO
START

CNT
SPC1
11B
CNT
LOOP1

x~]

MASK1

Figure B-2. ADC?2 Program
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8051

8052

2053

2a54

#9055 ERROR
0056 HALTJ
aa57

2058

Nas9

2060

Ba61

o062

PA63

864 BACK!
#0265

©O66

2067

PA68

0369 REW
8079

271

anT2

6273

2074

2375

@a7é6

20117

Y878 ZEKO
0079 ONE
o080 BACK
o381 ENDX
P0B2 CNTLI1
2ug3 ADRI
Qus4 NBUF
PA8S CNTLZ2
nagée ADRIQ
287 SPCI
o088 O0QUT
2389 SPC2
A998 FL
a9l MASKI1
P392 REWI
¥393 CNT
M9 4

END OF TAPE

SzZA
JMP
LDA
JMP
LDA
HLT
LIA
CPA
JMP
CPA
JMP
CcPA
JMP
LDA
OTA
SFS
JMP
JMP
NOP
SFS
JMP
LDA
OTA
SFS
JMP
CLC
HLT
0CT
ocT
ocT
ocT
oCT
ocT
DEC
oCT
ocT
ocT
oCT
0CT
ocT
ocT
ocT
NQOP
END

ERROR
ZERO
*+1]
ONE

1
ZERO
START
BACK
BACK]1
ENDX
REW
SPC2
11B
11B
*-1
START

118
x-]
REW1
11B,C
11B
x=1

%]

NN = -

120014
1020800
-2048
160010
202000
3

31

41

a5

2

201

Figure B-2

ADC2 Program {continued)
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s

3
-
¢
;8
LICILR] ASMBLR,LL,AKCS T
4332 107 GURG 1898 PROGRAM STARTS AT 199 0OCTal.
I3 *
A axrrxxDATACON-CONVT PROGIAM
A G *
ANV 6 x DATA REAND FROV A/ZD CONVERTHR IS PHT ON MAGNETIC TaPwk
T x IN A FORZAT COMPATAARLE TO FORTRAN 367, ISKE A SYSTEM
ARz ETE ] 367 STANDARN LARELED TARFE.
KNG K -
BIANLERZ 2 »
AL * -
D * FIRST APER:TINN IS TO CHECK FOR LEGAL LARELED TaRi,
A 3% )
A1 4 110 VAR LDa  HDCON LOAD FIRST GUNTROL %I
A1S AN 1IRANA aTa & TYPE OF OPFRATION ANt 'WIT 1Sy
Y16 A4 1ATID CLc 2 PREPARE FO¥ SECUND CONTROL wO=
M7 13 IA46] LA HpAal SECOND CONTRUL wURD.
AAEHE A1 102602 NTA 2 INPUT ADDRESS IN CuRE FaR KR
L9 A1AS 1U42772 STC 2 PREPARE =~
WA AN NA VAAHKN LA HOULFN LENGTH 0OF DATA FIKLD 11} He ReA
21 Ut 7T 1722602 nra 2
22 A1 36NAK3 Lba ReAb LOAN READ COMMANY FaOR #4313, Taw ,4
AN23  BAttlr 113611 ATA 11,0 START TARE DECKe
24 A11° 1937T96 STC 6.C START THE DA CHANNEL # 2.
AA2hH 34113 142311 SFS 1R VAalT FUR TAPE DRCK.
926 AN 14 024113 AR L3 ;
MN2T  AALLS ARNLka La v LOAD "Vud'" FRNM 360 H<ane=s vill 3
FA2H . AT 1A 2T L OL SN ORE] CHFECK FIRST DATA W) »
ME29 AN 17 AA2A92 874
AARG AA124 A243714 MR EAL FIRST ORI DI NYT (OPasr==p0Iw
AN31  AAL21 ARIIARS Lda Lt LOAD L1 FROM 347 Heaprk (i)
32 A%129 42074 XOR 7918
33 UAA23 AA2832 S74 CHECK SkCOND DATA w.)RD.
MM3a NN 124 A124373 JMP DEAN
M5 AN125 N14371 JSB Fupse SKRIP ®¥COND FILE N
AMN3IA A4126 14373 JSH Fuwn&e SKIP THI=D FiLr.
AT Ant27 314373 JSR FuDS® CHECK FOURTH FlLi % FOR Tawre =4
IR (A130 13490 I1s7 o -
A39 4131 724379 JMP AN TAP: MARK NOT HERE aS SHOULD &
31a « !
D4l reesn NPERATOR TON==FOIWARD SPACE SPECIFIEL NUMBER OF QECORDS. .
An2e ™
MMad* SET AIT "ps" :
LAYy RS EE L .
a5 ;
A6 A1 32 12501 Lia LOAD SYTITCH R=EGISTHRE
AMAT A1 33 AA20217 s8a CHECK SWITCH SEITING
HATE AN N qand 193 FwWiNu JUMR O S i HTINE [0 PoORwaNg SP
(Me9e
HINfeess s
AELY R
152 VEAY 1200 STAST SHLT LAY Swe REG. W ITH Nt)o Se)xUN, E -
AN VA 1IN Lia 1
¥ANA AT A rtaga GCMa, INA GENESATR TWIIY COMPLeMENT
ALY AN 4 YTIAARA STa *rC STORE 2's CavPl [N &RsC,.
BASA AT AL 1NN ENTES HMLT BUHSH #IN Tl STaRT Dwidiwas
IS AL a? NANEAA Lba w0

Figure B-3. ADC2A Program
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518 13
YN0
46D
YA
YR
PALD
AR FAY]
EP R NI
RREYS
"ynT
R
B A
Ay
RN
Ny
73
Yy ia
AN
VY6
RaNN
TR
79
0negn
[BIARE0
D
R
NN 4
ERLES
AVRA
SRR

Wi
A9y
¥i93
NG A
IO
ERLTS
nay
YIGK
gy
(A NI
BRI
RN
MR
RIRAY-!
1S
N1IVA
RIRAN}
R
l.]lf.‘()
RER RS
RIRE
P2
e
Nl

BRI K]
ANy a4
13145
A ahk
Aryy at
AN H
9l
RERR R
A1 53
AN S 4
BIR Bk}
Y S A
ALY
ey AN
V1 A0
N A2
BRI
Al ha
1 AS
) AA
a1 a7
N1 7R
a1 71
Wnyre
T3
BRI Y]
GNLTS
DR G
1Y 77
R TATITAY
yoaery
VA
BRI K]
2ga
ANR2AY
AADNN
[ETELCTA I )
RIERS S NR
g g
A2
ARSELE I
131 a
RER IR B
A2 1A
ALt
e
BIRLTACH]
yrrans
9903
[RIR PR ]
ANy
AADDL,
AT
111230
119 3)
100
AN

Nrant
16700
110400
1any
13119
WA Qa2
T anA
1 Y&71D
NaYaht
126442
102702
AV 443
112602
a7 4
1127194
WA Y
| EREENEN)
RN RK
N 63aN2
1032603
1092733
NANQ43
1AP 603
1092206
1932006
11234
a1 14
IN371 4
137797
BEAGRIN
| SRS N
PAaTR2
AANL
112672
1722702
NHNaAAh
12802
MANNATD
BYRIYAN]
NA2153
rany7
NaHrANT
VANG AT
AN A0
192311
n3A217
1733611
113714
14345
1V R01A
AP 4
13051
M1AANA
a2
Aran?
334407
RN

v

FIRST

L2

THIRD

-8TA

CLC
CLA
STA
CLF
1.4
OTA
LG
LDA
aTA
STC
(L
OTa
STC
5TC
LuA
RRE
cLo
LDa
0TA
STC
Lba
OTA
S¥FC
HLT
S5F<
Jistw
<Te
STO
LnNa
0Ta
CLC
LA
[BNINY
STC
Lha
0Ta
L DA
STA
LB3
STH
A3
LA
CLE
SFS
Jve
0ova
<TG
JRn
CEAXS
e
[ Y
ANL
SA
JsB
|4
Jrap

Figure B-3.

ONT
[

NER

]
CNTLY
6

2

AR
2

2
NB3IHIF
2
1728,C
LYYM
CNTLY
7

3
AHRD
3

k)
NRIIF
3

6

6

[}

*e=]
148,50
T
CNTLZ
A

2
RADR!
2
NALIFF
)
NHIF
COIINT
A1
Nt
NS
OHT

1R
Ll
1183,0
As(
CONVT
fy

*=1
1R
MASKI]

FRROR
GNT
FOtre

INITIALIZE RECORD COINT,
TURN OFF ALL I/0.

CLEAR A FNR ERRUR COUNT

SET ERUR CNUNTKR

TURN INTERRUPT OFF.
INITIALIZE DMAI TuU READ ALC.
CONTRML HORD UNE.

CONTROL WORD 2.

NHIHF 1S "9ORNDS PER RECORD,
CONTRIL wIRD 3.

START ancC.

START DMAL

INTTIALIZE DMAZ2 T Real) anCe.
Ciit

Cw2

Cw3

SK1P FLAG CLEAR=SKIP DMAL 13HISY.

ERROR HALT.

SKIR FLAG SET=SKIP WHEN DMAL RDY
WATT FOR DAL

START ANC & S[afT DMA2.
INIFIALTZE NMAY T wRLI(F TAPFK.

GCwe

[

LOAH COMBLEMENT OF NUMBER OF RECOR
SAVE CiNTER

STARTING ANDNREZSS O A=) BUFKFER

RACK IR OR ONTRIT PO INTRR
LOALD MAG TARE "o TEY COMMAND

SKEP FILLAG SET=S8KIP WHEN TAPE RDY
WATT UNTTIL TAPK IS SEAbY.
DUTRPOT GOMAANT HORD TN TAPK,
START bBMAL TO TAPE.

START CONVERTING NIIMHERS

SKhIP FLAG SET=-SKIP IF NDMAL FIN
FATT MINTIL DAl 1S FINISHED.
GRT TARE STATHS WORD.

CHECK PARITY STATE.

SKIP IF PARITY 18 UK.

G TO ERROR ROUTINE=-RBAD PARITY.
INCREMENT RECORD COUINT.

ADC2A Program (continued)
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a1 0ANR34 06nal12 FIVE LUA JOR1 HALT ON RECDRNS COMPLETE WITH

B116  A123% 164455 LD8 NER LOAD NUMBER DF ERRORS

2117 AN236 10ATAN cLec 0 TURN OFF ALL 170 DEVICES.

AL18  AR237 102066 HLT AAR HLT==FEND OF RINeseovonaae

119 OAN2A0 A1 4330 JSH ENDFL PHSH START T GET FOF MARK® ¥k
012 An24al Alaai? JSB VOLEN SUAROUTINE TO END VOLIIME «
B121 AN242 214322 JSB REWMD TAPE REWIND RONTINIE.

W22  Ap243 A24371 JvP DEAD+]

G123 0R244 A6N4&42  FOUR LDA CNTLY INITIALIZE DMat T9 READ ADC.
n2a NAA245 182606 OTA 6

Aa12% An2a6 106772 CLC 2

Mee AA2a7 069451 LDA ADRI

127 27259 192622 oTA 2 cwe

A28 AA2S51 102702 STC 2

0129 (3252 WAMA43 LNA NBUF

A130  AN2SA 102802 0TA 2 Cw3

7131 #32%4 1082207 SKFC 7 SKIP IF DMA2 1S BUSY.

M a2 An2%% 102007 HLT 7 ERROR MALT.

w133 aan546 122307 SFS 7 QKIP IF HRUFFER2 IS FllLL.

2134 0AA257 (32428564 JiaR #ey AT UNTIL DMAZ2 FLAG IS SETe
A1 a8 waren 113714 STC 1483,C

R136 NA2AT 1N3T0A STC 6sC START DMAL.

NaT  AH262 NAN450 LA CNTLZ2 INITIALEZE DMAZ TO WRITE Tari.
A 3R BA263 142697 ota 7 cut

@137 AA264 1NATAN cLC 3

ALAN  AARAY DEARA4S Lba RALRZ

“1Aa1  NABRAA 102473 nTA 3 Ccu2

Arap  NA267 182743 8TC 3

M a3 AA21% AANA4LL LDA NBUFF

A aa NPT 192613 OTA 3 cwa

B1as BARI2 NERAAD Lna Nstg LOAL COMPLEMENT OF IIMAER OF RECO
M4k 0A273 ATN416 STA COMNT SAVE IN COUINTER

MAT BA2T74 D64AAHA LB ADR2)D STARTING ADDRESS OF A=) BIFFER
Mag AA275 AT4417 STS N STHRE ADDRE]L==IYPIT POINTER
A1a9 NORT6 (144443 ANR NWUF RAGCK 1P THE OHTPUT POINTHR
MSA  AN2YT N6A44T LDA OUT LOAD MAG TAPE "uwrITE" COMMAND
oA1S1 23319 1ANN4H CLE

n1S2 A3t 1242311 SFS 11R SKIP WHEN TAPE 18 REALY.

MS2 B3NN AR430) JMP %= WATT UNTIL TaAPE IS QrADY s

M Ga A3 123411 0TA 118.C START TAPE MACHINF.

D1%S A3 4 193797 STC 7.C START OMAR TO TAPE.

MSA  A03ANY A1 alab 83 CONVT QTART CONVURRTING NUMBERS

MNMY7  ODRAL 1NR3AT SF< 7 QKIP WHEN DBMAZ 1S FINISHID. .
A8 A1N337 24304 JHP k=1 WATT IWTIL DMA2 1S FINTSHED.
f159  AA31N 112511 LIAa 11R GRT TAPFE STATHS WORD.

A AN 3IAAYL A1nase AND MasK) CHRECK PARITY STATE.

ALAL AN3R AAZAN2 $74 SKI® IF RARITY IS NK.

Ay AR AN 1Al JSR FRRON 1A PARITY.

NEAR D314 N3aa6T 187 ONT (NCREMENT RECDIRD COVINT.

Alea N3 WHATAS Jv2 LanpP

ALA%  ANR16 124234 JMP TV

Aln6 0 ANa1T Mg KIRNR NP PARTITY FNR ROUTINE.

DLAT AR ARA455 187 NER URDATE THE ERRAR COINT

apew @Ay 124317 JuP ERROR, 1 RETHREN TO MATN PROGRAM

M A9 39D NANANEN  RIEWND NOP REWIND ROUTINE.

Ui Am32d 1u2311 SF3 119 SKI® WHEN TAPE IS REAODY.

Myl MAdR4a OPA3RY JMP %=} WATT DNTIL Task IS8 RAY.

Figure B-3. ADC2A Program (continued)
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17
M73
"Ny 74
A1 B!
N ThAH

MTTkkwes T} BETHON T

V) 7=
RIWE
BRI
7%
NI«

Py

1A n

INEDY)
RIRIE Rl

1331
H1332
1333

AT
103A1Y
12aR:23
0

142591
[RIAIS IR B 1
NP4138

MG kexre SET BTT

Y ax
) RI]
AV A
NIRRTy

NnA33a
3T

AR Kk k&

TR *
n1on
91y
N9
M9l
N4
M9s
"9k
MNoTx

MNoRervxsr CONUNRTING

[EARTATE
[SEISTAR ]
0231 =
0242
nnaa
[ARIANY]
(928
1D AR
SRR 4
RS TET]
DG
210
ny
0] P2
ACE B
ARSI
1,!’)‘ [
Vap A
Ny r
A BRI
219
PN
IO e
WY
(Va2 1«
320 4
22N
RAEN S
BRI

AT RV

I 3A
RIRKY)
R IAN WIS ]
Y34y
nanan
1343
AN 449

A/1)

M3 4%
NI AA
a7
09359
AR5
NA3N?
RS
N354
NA3SY
9039~
Ad3LT
"R AN
GIANCNAN
v Ao
SEINYA
Y 3na
ANAAS
IR Y S
SRR

1EAD

ARE¥
39371
A2

IHE

NAD 49
YrAaln

1327311
24326
NANADN
[RARY N
142311
24340
124330

INPHT

N2
1632417
MMa7a
NNy A23
A2 4
nM1329%
17004
(AN Y
160417
n1uan
ny323
1770
NALN A
$3aar7
AR A
ADNV4h
100211
1S 2
124%45

SRR

KNDFL

SHBROLITINE

NIIMBERS

™

LA Ry
OTa 11,0

JMPR QRN S ]

N2

START-=-SET 31T

Lia 1
SLA
JMP START

BACKSPACE

s%A
J¥2 RACK

SFS 111
JHP %=1
Lha FILE
NTA 114,C
SFS 113
JMP x~

JMPENDFL, T

ARE CHANGED

CONVT NOP

STTT

LDA NIM, |
AND MSKK
FELA,RAR
CME, INA
RAR,ERA
STa 1,1
INR

LDA NiM, T
AND MSKL
RAR, RAR
STA 1,1
CLF, INS
1S7 NuiM
1S7 COnNTt
JMe STTT
SFC 118
HLT S213

JMPCONVYT, |

ok kK

AET REWIND COMMAND O,
RECINGD TaPE.

RETHRIN TO HMAIN P0G
SHRROUTINE RETHRN ADDNRISS,

I

LOAD SWITCH REGIST!
CHECK LEAST SIGNIFIUANT 8BIT
JMP TU LOAD DATA

SPECIFIED NUMRER UF RECORDS.

CHECK BIT "15".
JUMP T S113. T RACK SPACH RIECHRD

SKIP? WHEN TAPE IS RKADY.

GET TRAPE EOF COMMANID ORI
VURITE E~0=~F.

WATT UNTIL TAPE IS READY.
RET RN TO MAIN PROGRAM.

TO FORTRAN FLOATING “WORDS.

SPACE FOR SUBROHTINE RETHRN ADDRE
LOAD NUMBER TO BE CONVERTED

DROP LEAST SIGNFICANT FIGHRES(TwO
SAVE SIGN IN E REGISTURRE

CORRECT SIGN-SET EXPONENT SIGN

MOVE IN BOTH SIGN BITS

STORE IN ADDRESS GIVEN IN B REGIS
NPNDATE THE OUTPIT AUDRESS

LOAD NUMBER AGAIN

DROP ALL BT LEAST TW0 SIGNFICANT
ROTATE ARNIND TO THE HIGH ORDER I

UPDATE THE OHTPHT ADDRESS
HPDATE THE INPIHT AVDRESS
HPDATE THE CONUNTER, SKIP [F END

CHECK TD BE SURE TAPE DILN'T GET
TAPE DECK AHEAD OF CONVERSION...
SHBROUTINE RETIHRN e s e

SHRROUTINEREAD LR LABEL NOT ACCEPTARLK.

(1t aipo
1012125
N 410

NPEIATHR
A LARKLED ONE

Figure B-3

NEADN

18 E¥YPROTED
BWFDRE PHSHING

JSB REWND
HLT 25R
JiP 101

130

REMIND AN STANDRY.
STHP FOR OPERATOR ACTION
RETHRN TO START OF PRIGRAM

TO SIPOLY A NEW REZEL OF TAPE--
IIR‘ INII o

ADC2A Program (continued)
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229 %

2300 % oo e oo e ok ok ok o

A2 1 =
A232*
233
1234
7235
23 A
237
238
239
2 47
N4l
s 42
2473
LAY P
3ah
Cohb*
247 %
D248 %
NPA9 %
RERYE
251 =
0252 %
253 %
25 4%
295
A25A
0257
M25R
09259
267
12461
262
N2AR
& Y]

SUBROHTINE TO FORWARD SPACE RECORD ON MAG TAPE UNIT

0483173
0374
NIRTH
nA376
An3r?
A 400
11 any
e anY
14433
AN Y
(y4ns
ANANA

AAANMHN  FUDSP
ALAHNS

103611

132311

n24376

102511

11406

302002

N340

124373

NAnNME3 (230D
200 CWORD

UPON RETURN=-

SHARNITINFE

NN
BEF AL
041
2412
47413
N4l A

“ary

Al 6
a7
(AR A

J913a VILEN
12474

112591

nE2n2y

24135

414330

1244017

DAY COINT
Y930 NUIY
N3 FILK

AASEmxkk FORMARD SPACK A

LY
DA %
W2 AY
=R ae]
a2
02,1
HeT72
Ty
T4
AN !
2T A
]

AN 42
SRy
NA423
A2 4
9a2s
1424
1anq
NAIAZND
BOAPS

T e ok Ak

] aa:
Yy
(AR I
e
‘,’:’ w _'}
52
REES

IV
R I P Be it ]
I aRa
43S
AR

O ART

BHEIRNT] Flenah)
111241 4
102591
AA3NMN A
B78416
14373
nAaAl G
N24426
124421

RAGREPALE |13,

RESEY HaK
NTNHYS
N1 4121
6N an
ANA PO LY
A2 A1 3Y

Figure B-3,

NOP

LUA FuwD
0Ta 11B»C
SFS 118
JMP %=
LIA 11R
AND CuRD
S7A

CCa

JMP FLDSP, T
0CcT 3

0CT 290

RETURN ADDRESS OR SU3RQUTINE EXIT
LOAD. FORWARD SPACE RECORD CUOMMAND
OUTPUT COMMAND

SKIP WHEN TAPE UNIT COMPLETED.

WAIT FOR COMPLETION OF OPERATION
LNAD STATHS ORD

CHECK FOR TAPE MARK

SET A" Tu =1 IF TAPE MARK SENSED
RETHRN TO MAIN PROGRAM,

TAPE COMMAND=~=-FORWARD SPACE RECOR
MASK FO=2 SENSING WHEN TAPE MARK P

4" IS A IF NO TPE MARK S NSED.
"AY IS =1 IS TAPE MARK NETECTED

NOP

HLT 749R
Lina 1}

58A

JMP STaRT
JSB O ENDFL
JMP YOLENS
[H10% |

ncT 0

OCT 3%

ALLO®WS OPTION OF ENDING VOLUME ORn

SAVE RETURN ADDESS AREA
HALT FUR OPERATOR RESPONSE

LJAD SWITCH REGISTURE.
CHECK OPERATORS INSTRUCT I
PREPARE TO LOAN DATA SET«=MULTIPLE
PLACE SECONMD FILE MARK==VOL!ME ©NO
RETHRN T 4AIN PROGRAM.

COUNTER IN CONVERT SOHTINE

INPUT POINTER IN CONVEST KJITINE
E~9=F COMMAND 02D

SPECIFIED NtMHsL DF 2ECO2NS,.

NP

HLT 148

.1A 1}
CMA s INA

STA CONNT
JS83 Froep
I1S7 COYNT
JWP keD

S FupNd, ]

LA nwwC
STA Fu
Jud FivbDNo
LN FRELC
ST e
JNMPCTART

131

SHARDNTINE D RN ADDAIK SN,

LOAD NUMBER OF RECORDS 70 FORWARD

GENERATE TWO'S COMPLEMENT.

STOKE COUNTER.

GO T SUB TO FORVARD KPACE ONE RE

CHYCK COINTER,

KFEP IN LUOP UNTIL SATISFIRD.
SUSROTINE 2R THRN

LA COMSAND Frive QALK SPOACTNG @=0
LOAD COMAAND IN FUDSe St TNz,
53 T Stide T GET NDW  3F =ECO<RDS
LOAan FoO)=ua) Soace CoOvrang)
RESTiran SohemJ il [y COMmanily i) Sy,
PDRERACE T LOAY DaATA.

ADC2A Program {continued)
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A T A B R T S | 0 MG FORWAT) SO/ (VN AN .
v REAAVE BEEE R RS | s Dol al RACK SPACK CI9MANI) e
LRI todase et a [GANEN IS [DI9% NN BRI IR W} CoNTSM, Wi ==no CCLEC AT wND O
ERERY) URPFRR I I TR R N DG =1994 HUFRS S LIENGTH.
S R I SR R 5 2R S [ TR TALL OUTPNT JHIFFET 1.
e Yoodaty ch) T LR RN LD M RATE RS D TARE OHTRNT QJHPEEKe #2,
Y0y VRAAA Pt s N e IS =g
AR ' 7oty ey RERNY ner ooy FALE 2 TR (snniy wiw,
Yy rantt 1y vy AT 0T 1610 ONT=E 0Rn NOe 22 FOR DA
AAGM rtas T 19 Al ) DUl o 19alla
BEAFOE S PO I IPZE RC U RS § I B 6 YO N S B TR S
RV Tanit AR a an ey ot aniag
R} It B PR I LA Y] AN T Y adia
GG dAny b Y e LN STODALE W NLRER OF Pan Tty R
R R B A Y 2 B D FOANEK T RHEOK AR Ty N TARK.,
AR Myandovvaon somte [N OB S | FALE COMaaND=«=REE IND AN STAMS 3y
BRI Yran st TG IDLEN DG =) HI e 1IN T

3R TaA1 T HDAY DCT P339 Loan DATA T GO0 700 1n,.
O3934  V44AD 1A HDGHNY DOCT 169917 DMA CONTRIL==115%% 1WIT 10y

MG 4R VR 2ah OCT 23 MAaG TAPE COMMAND TO READ.

NVA Nana L AYTIPA U ACT 1APIRA

ANV vahn 1s)IAL L ACT 151761

AR VVASE N R N FNTESR NI R 2GRS HERY .
TEYO AT Ay ONT NP BUT 2% COMPLEMENT OF RECOINDS H
U NG Y TITTA Msw ART 1777174 MAasK TO DROP LEAST TWO SIGNIFICAN
ML AT vy WGSKYL O OGT 3 MASK T DRAP ALL BUT LEAST Tuwo SI
DU ate 1T Judl . 0CcT 777717 LOANED INTO A WHEN RECORDS HAVE
BRR IR

AL g ST 1R INT LAl CONSTANTS FNR FORTRAN TAPE FORMAT

N31S I8N0 nNRG H979

AMPA A5V P75 NEC 7724

AILT IS g 0CT O

LR 0HAY 1T 1 aa DEC 7730

AL LR NG 0CT 9

[ARIEAAR

371 120y ARG 102901 START T SET (P CONSTANTS.
AL R BN I B R BEC 7784 RYTE LENGTH OF 9LO0CK

SRTCRCENN RO R IR IS RATETA OCT CONT®OL =0’

RS Y2 417144 NEC T8N BYTE LENGTH OF L9HECL

AN 12908 Ay aan necT 9 CONTRIAL IRV,

AYD /&

A7 .

AR 2 THIS IS NECQESSARY SINCE FORTRAnN »ILL WOT ACCKERT

0w Copesl TYPE DIMPRSe SLKSTZE QN L2KCL MUST BFE FHUINTSHED.
XA 4

ML s HALT A AN T OCTAL)Y MEAN VSERQ Lnanin INPIT DATA FASTER

RX A FHAN TAPK 1S LIADING DATa==SLow INRPIT RATE. 134010 Wens

ALY - B SKCOND IS AaX MM QATR,

R .

ARy . HALT AA===nDd 1A LOADED RPRDPERLY==1ISEK2 1 HaCK

ViAo B ORUALSTHRE 79 SHI [F ANY TALS E9RnRS

e VRl DETEC TSN DHRING LOAD NG

ARk

13 : EMND s

v N RN

3e
oA “allapy, C
C%{zj,

Figure B-3. ADC2A Program (continued)
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0201 ASMB,A»BsLLT

2002 16100 ORG 161008

0323 16100 002620 TITLE NOP A PROGRAM TO READ A TAPE RECORD
0004 16161 0B00GO NOP INTO CORE MEMORY.

0005 16162 A0A008 BEGIN NOP

0086 16103 106706 CiLC o CLEAR ALL CONTROL BITS. 170 OFF.
2087 16104 103102 CLF o TURN OFF INTERRUPT SYSTEM.
0008 16105 006400 CLB CLEAR B REGISTER.

2289 16106 062210 LDA CW! FORWARD SPACE PAST FILE MARK.
Q312 16197 102611 OTA 1B

2011 16110 062211 LDA Cw2 BACKSPACE TO FIRST RECORD.
9212 16111 1082611 OTA 1i8B

20:3 16112 Q62228 LDA ONE (A) = 177777 OCTAL.

0214 16113 192806 HALT1 HLT 6 HALT NO. 1

8815 16114 182501 LIA LOAD SWITCHES WITH NUMBER OF
@216 16115 000000 NOP RECOROS TO BE SKIPPED, OR WITH
@317 16115 @z00e0 NOP THE REWIND CODE(SWIS UP).
9018 16117 000000 NOP PUSH ‘*'RUN" WHEN READY.

@019 16126 682020 _ SSA SKIP IF SWi15 IS DOWN.

2020 16121 926174 JMP REWND GO TO REWIND(SWIS UP).

0021 16122 000008 SPACE NOP

R022 16123 083000 CMA GET 2°'S COMPLEMENT OF (A).
0923 16124 002004 INA

2224 16125 07220, STA COUNT STORE C(A) IN "COUNT".

8025 16126 002000 NOP

8226 16127 062210 LDA Cwi SPACE FORWARD CONTROL WORD.
2027 16130 162611 OTA 11B

8028 16131 102311 SFS 118

2029 16132 826131 JMP %=} WAIT UNTIL TAPE IS READY.
0030 16133 036207 1SZ COUNT INCR COUNT-SKIP IF ZERO.

9031 16134 926130 JMP #-4 GO BACK AND SPACE AGAIN.

2832 16135 62221 LDA TWO (A) = 002007 OCTAL.

@233 16136 600000 HALT2 NOP

0034 16137 102006 HLT 6 HALT NG+ 2 PUSH "RUN" 70 GO.
9035 16140 062212 LDA Dt.Al INITIALIZE DMAl TO READ TAPE.
2036 16141 102606 OTA 6

2037 16142 186702 CLC 2

Pa38 16143 062213 LDA ADDRS CORE ADDRESS.

P039 16144 102602 0TA 2

9040 16145 1082702 STC 2

PB4l 16146 062014 LDA WORDS WORDS PER RECORD.

9242 16147 102602 0TA 2

@243 16150 102313 SFS 11B

@n44 16151 ©26150 JMP -] WAIT UNTIL TAPE IS REAVDY.
0045 16152 062215 LDA TAPE TAPE COMMAND WORD.

#0246 16153 1083611 OTA 118.C READY THE TAPE.

#2447 16154 123706 STC 6.C START DMA1 READING TAPE.

QA48 16155 102306 SFS 6

PA49 16156 826155 JMP #=1 WAIT UNTIL DMAI HAS FINISHED.
BU5A 16147 208000 CHECK NOP ROUTINE TO CHECK PARITY.

Figure B-4, ADC3 Program
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§
L
?
L
¥
i

5] B]]
2452
RA53
0054
PASS
8356
28517
2058
2059
23606
0261
AN 62
8363
0064
90 65
P66
0367
0068
369
0070
9471
2872
0073
2074
2075
20176
077
2378
079
2080
2081
2082
0083
2084
nABS
2386
0887
%

16160 102511 LIA 11B
16161 212216 AND MASKI1
16162 062002 SzA
16163 826167 JMP ERROR
16164 NOECOA NOP
16165 006400 CLB
16166 826112 JMP HALT: -}
16167 6A@808 ERROR NOP
16170 062222 LDA THREE
16171 806004 INB
16172 102006 HLT 6
16173 126167 JMP ERROR» |
16174 030000 REWND NOP
16175 182311 SFS 118
16176 026175 JMP %=1
16177 062217 LDA REW
16288 103611 OTA 11B.C
16201 182311 SFS 118
16202 026201 JMP %=
16203 106700 CLC o
16204 062223 LDA FOUR
16205 102086 LAST HLT 6
16206 826102 JMP BEGIN
16207 00000@ COUNT NOP
16210 9P@EO3 CW1  OCT 3
16211 800841 CWZ  OCT 41
16212 120018 DMA1 OCT 120018
16213 102a0@ ADDRS OCT 102000
16214 174000 WORDS DEC -2048
16215 080023 TAPE OCT 23
16216 08AA2 MASKI OCT 2
16217 200201 REW  OCT 201
16220 177777 ONE  OCT 1777717
16221 200007 TWO  OCT 080007
16222 878707 THREE OCT 070707
16223 111111 FOUR OCT 11111}
END
NO ERRORS#
Figure B-4,

134

LOAD TAPE STATUS WORD.
PARITY BI? MASK.

SKIP IF (A) = B.(PARITY OK)
BAD PARITY:

PARITY OK. €A)=17T7777 OCTAL.

PARITY CHECK-COMPUTER WILL

STOP WITH 070787(OCTAL)Y IN (A),
INCREMENT THE B REGISTER.
PARITY ERROR HALT.

CONTINUE.

TAPE REWIND ROUTINE.

(AY = §11111 OCTAL.

READ TAPE CONTROL WORD.

MEMORY INPUT-ADDRESS22000 OCTAL.
NO. WORDS PER RECCRD=2048.

TAPE CONTROL WORD.

PARITY BIT MASK WORD.

ADC3 Program (continued)




6241
2602
ABY3%
s ERS
2210153
006
x97
2008
e
@a1a
8011
2612
20413
031 4
0a1s
16
0217
2218
0519
0820
2821
oz2
8323
9224
0025
0226
2027
an2s
029
0332
A3 *
032+
[ kKL
M3 4%
2035
R036*
K37
MA3E*
0219
240 ¢
G *
o342
B0a3
K44
03 45
H146
"M a7
48
49
50
ALY
52
2353
154
by
th A
X7

ASMB,B2AsLLC

00:00 ORG 1008 PROGRAM STARTS AT 182 OCTAL.

FIRST OPERATION IS TO CHECK FOR LFGAL LABELED TAPE.
06108 068456 LDA HDCON LOAD FIRST CONTROL WORD.
23101 182606 OTA 6 TYPE OF OPERATION AND UNIT USE
00182 104702 CLC 2 PREPARE FGR SECOND CONTROL WOR
23103 066455 LDA HDAD SECOND CONTROL WORD.
00104 102602 O0TA 2 INPUT ADDRESS IN CORE FOR FIRS
28145 102702 S5TC 2 PREPARE=--
0B)H6 268454 LDA HDLEN LENGTH OF DATA F1ELD YO0 BE REA
GB107 102602 0TA 2
82118 060457 LDA READ LOAD READ COMMANL FOR MAG. TAP
#0111 183611 0TA 11B,C START TAPE DECK.
20112 103706 STC 6.C START THE DMA CHANNEL # &.
Pais3 102311 SFS 118 WAIT FOR TAPE DECK.
28114 224113 JMP %=}
#6155 68460 LDA VO LOAD '"'VvO'" FROM 360 HEADER VOL}
89116 620700 XOR 7008 CHECK FIRST DATA WORD.
#0117 902002 §24
23122 224405 JMP DEAD FIRST WORD DID NOT COPARE=--FOR
Be121 v6enAs6] LDA L} LCAD "L1" FROM 368 HEADER RECO
20122 920701 XOR 7018
2@323 902002 SZA CHECK SECOND DATA WORD.
BO124 024405 JMP DEAD
n8125 914410 JSB FWDSP SKIP SECOND FILE
U126 214410 JSB FWDSP SKIP THIRD FILE.
20127 14410 JSB FwbSsp CHECK FOURTH FILE FOR TAPE MAR
29138 034000 1Sz o
ABI31 924405 JMP DEAD TAPE MARK NOT HERE AS SHCULD B

DATACON-CONVERT PROGRAM
DATA READ FROM ANALOG TO DIGITIAL CONVERTER
IS QUTPUTTED ON TAPE IN IBM 368/50 FORTRAN
FLOATING WORD FQORMATs MAGNITUDE OF QUT:UT

IS LESS THAN ONE.
MAXIMUM DATA INPUT RATF IS 13 KILOWORDS PER SECOND

20132 0000V0 START NOP
93133 142000 HLT
A¥134 gLV NOP LOAD SW'S WITH NO« RECORDS.
aa135 152591 LIA )
AL 386 203004 CMA, INA GENERATE TWOS COMPLEMENT
2A13T ATn462 STA REC STORE 2'S COMPL 1IN REC.
00140 NovWBee®  ENTER NOP
N4l 182009 HLT
2142 3I00Y NOP PUSH RUN WHEN READY TQ START PGM
Q0L 4h Q63462 LDA REC
Nl 44 Q111463 STA CNT INI TALIZE RECORD COUNT.
dplas 146700 CLC @ TURN OFF ALL 170,
40146 ONRANG CLA CLEAR A FOR ERROR COUNT
0147 319454 STA NER SET ERROR COUNTER
AJESH 1431806 CLF @ TURN INTERRUPT OFF.
215 d4d43s FIRST LDA CNTLI INITIALIZE DMAL TU READ ADC.

Figure B-5  ADC4 Program
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2358
0359
0260
0061
P62
09263
9264
2065
266
0367
2368
69
20179
2371
Ra72
2313
2974
eu75
76
var?
(22K E-]
79
a8
228t
B2
283
HWAR 4
UABS
0B 6
a7
[5.9)<3
41813
V9
9}
N9 2
[SAMNR]
v a
(1Y
AL
3OEN)
w9
X199
[11 1)
[1NCR
Mman?
21ul
[SIRER]
IR IGS]
Blde
@Brad
BIAAS
[
I
Wil
IR
g
Jilw

Ad152
28153
00154
79155
@aa156
90157
29169
#0161
a162
89163
8a164
20165
[oL5R W)
ant el
o119
2ar7
ve172
03173
an174
2d1715
ao176
281177
29208
na2m
A2
a3
0204
30208
NALO6
aa207
v 0
Ju211
0212
W13
N34
LAfLS
a0 6
A7
PRy
AT AR ]
(LRI
BIINRN
pa2t4a
(Y2
yaau
vyl
RISPANTY)
13231
(A3 RRN P4
3233
I AR I/
hI2 34
S R T.)
vy g}
AR
A al
S

182686
106702
060445
102602
182782
260437
102602
183714
103706
060436
102607
196733
260446
182603
192703
963437
182623
102206
ta2a06
182386
2241175
aN00MAd
133714
1393787
Dé6N444
182606
1a61700
61440
182602
102702
Beodaa2
102642
Q61437
€T 433
064447
374434
Waqad?
363443
040
1222311
(2422]
1316)1
13796
W1alds2
102386
Bi2a2l6
142511
10452
2992
914341
V314463
AR Y]
J6 a7
Haaddl
10,2006
ﬂ|%353
Wl aqlqg

LOOP LDA

1:4RD LDA

0OTA
sTC
JsB
SFS
JMp
L1A
AND
SZA
Jss
IsZ
JMP
LDA
LOB
HLT
JsB
Jsy

Figure B-5.

$=

148,C
7.C
CNTL2
6

2
RADRI
2

2
NBUFF
e
NBUF
COUNT
ADR10Q
NUM
NBUF
ouT

118
-
11Bs,C
6:C
CONVT
6

.-}
1B
MASKI1

ERROR
CNT
FOUR
Jos1
NER

6
ENOFL
VULEN

COGNTROL WORD ONE.

CONTROL WORD 2.

NBUF IS "WORDS PER RECORD".
CONTROL WORD 3.

START ADC.

START DMA1L.

INITIALIZE DMA2 TO READ ALC.
Cwi

Cwz

Cw3

SKIP FLAG CLEAR-SKIP DMA} BUSY.

ERROR HALT.

SKIP FLAG SET~SKIP WHEN DMA] RDY
WAIT FOR DMAL.

START ADC & SFART DMAZ2.
INITIALIZE DMA) TO WRITE TAPE.

cwe

Cwy

LOAD COMPLEMENT OF NUMBER OF RECOR
SAVE COUNTER

STARTING ADDRESS OF A-D BUFFER

BACK UP FOR OUTPUT POINTER
LOAD MA. TAPE "WRITE'" COMMAND

SKIP FLAG SET-SKIP WHEN TAPE RDY
WAIT UNTIL TAPE (s READY.
OUTPUT COMMAND WORD TQ TAPE.
START DMAl TO TAPE.

START CONVERTING NUMBERS

SKIP FLAG SET=-SKIP IF DMAlL FIN.
WAIT UNTIL DMAL 1S FINISHED.
GET TAPE STATUS WORD.

CHECK PARITY STATE.

SKIP IF PARITY IS OK.

GO TO ERROR ROUTINE-BAD PARITY.
INCREMENT RECORD COUNT.

HALT ON RECORDS COM"LETE WITH

LOAD NUMBER OF ERRORS

(A) REGISTER = 707@87ssvevse

PUSH START TO GET EOF MARKessss
SUBROUTINE TO END VOLUME.

ADC4 Program (continued)
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s
2116
o117
2118
2119
0120
221
arze
23
2124
B125
2126
o127
ni2s
8129
V130
0131
0132
2133
2134
0135
@136
a1317
@138
2139
0140
01 4}
0142
2143
Al aq
0145
a1 46
A1 47
a144
0149
3154
4151
2152
2153
2154
9155
dive
157
aloy
3159
01 68
o6l
62
A 63
2164
a165
V166
a1e67
0168
0169
a17e
a7

fa0043
08244
09248
20246
00247
28250
00251
B8a252
BB253
88254
20255
@8256
0257
00260
eaz26!t
bu2e62
00263
22264
28265
23266
po267
©o279
a1
002172
a8273
0274
aaz21s
nv216
a211
Bwa300
00391
A03n2
¥a3u3
80304
aa3ns
30306
waaai
na31Q
Hwaang
wa e
Un31a
IENRR]
24315
BA3L 6
0317
20320
a3
ap3a2
Av323
o324
Has2y
04326
9¥a327
$8330
331
BRI
9333

014344
186700
06445
860470
102006
24405
062436
102606
106702
D6044S
102602
182702
069437
1026062
18622017
102007
102327
224263
103714
103708
060444
10260817
1067

B6044)
102683
1027643
N60442
102603
nenall
A74433
064450
A74434
044437
A63443
BNy an
102311
0243416
183611
103797
814362
142387
024313
102511
d1a452
auzdne
014341
334462
»24)163
260467
H6aa%)
192007
Judvdg
014352
B14424
d143aq
HvevY
106790

Jss
CLC
LoB
LDA
HLT
JMP
FOUR LDA
0TA
CLC
LDA
0TA
STC
LDA
0TA
SFC
HLT
SFS
JMP
STC
STC
LDA
0TA
CLC
LDA
0TA
STC
LDA
0TA
LbA
STA
LbB
STB
ADB
LDA
CLE
SFS
JMP
0TA
STC
JSB
SFS
JMP
LIA
AND
SZA
Js8
182
JMP
LDA
LB
HLT
NOP
JSu
Jsse
Jsa
NOP
CcLC

Figure B-5

ERROR
CNT
Loop
JOB)
NER

7
ENDFL
VOLEN
REWND

9

TAPE REWIND ROUTINE.

TURN OFF ALL 1/0 UNITS.

LOAD ERROR COUNT

HALT ON NORMAL JOB COMPLETE=~=-~
LOAD A NEW REEL OF TAPE AND PUSH
RUN TO REPEAT ENTIRE PROGRAM.
INITIALIZE DMAY TO READ ADC.

cw2

Cwa

SKIP IF DMA2 1S BUSY.

ERRGR HALT.

SKIP IF BUFFER2 IS FULL.
WAIT UNTIL DMA2 FLAG IS SET,
START ADC.

START DMA1l. :
INITIALIZE DMA2 TG WRITE TAPE. i
Cwi

cw2 j

cwa ?
LOAD COMPLEMENT OF NUMBER OF RECO

SAVE IN COUNTER

STARTING ADDRESS OF A-D BUFFER

STORE ADDRESS--INPUT POINTER

BACK UP THE OUTPUT POINTER

LOAD MAG TAPE “WRITE" COMMAND

SKIP WHEN TAPE 1S READY.
WAIT UNTIL TAPE 1S READY.
START TAPE MACHINE.

START DMA2 TO TAPE.

START CONVERTING NUMBERS
SKIP WHEN DMA2 IS FINISHED.
WAIT UNTIL DMA2 IS FINISHED.
GET TAPE STATUS WORD.

CHECK PARITY STATE.

SKIP IF PARITY IS OK.

BAD PARITY.

INCREMENT RECURD COUNT.

LOAD NUMBER QF ERRORS
RECORDS COMPLETE. PUSH RUN TO
WRITE EOF AND REWIND TAPE.
GO TO END=OF=FILE ROUTINE.

ENU VOLUME OR START MULTIPLE DA
GO TO REWIND ROUTINE.

TURN OFF ALL 170 UNITS.

ADC4 Program (continued)
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atve
8173
074
0175
g176
17
Mm1i8
Nn719
4180
2181
2182
2183
2184
0188
Aga
2187
0188
a189
0190
2191
192
193
194
a1ub
IS
0197
a1 98
3199
@209
0201
mRue
0203
[2245K ]
a2as
N2d 6
"2 7
1288271
w209
210
2480
w2
W21 3=
214
X2 oae
221 6%
17
218
219
a2«
X221 ¢
W22«

AN334
Q4335
Q4336
83337
00349
en3al
an3ag
1343
PB34a
90345
0346
o341
20350
PN351
PAIJue
B¥93S3
PN3s54
NA355
yO3s6
0357
00360
U336l
362
01363
AV3 64
30365
00366
003617
203179
HA3T1
vu372
Q373
00374
0a37S
0vN376
0val??
A aidy
alavl
0 an
A04ad3
AN 4414

N604T0Y
B6a4as
102007
022405
324163
Q1ANA
N34451
124341
A1oIa1s 1515
102311
N24345
A63asa
183611
124344
000000
102311
f24353
68435
103611
102311
A243517
124392
RBERBE)
16434
A1 465
ané23
002204
BwR132s
170001
BA6R04
168434
10466
001323
176001
0R611d4
034434
¥34433
W24363
192211
102066
124362

FIVE

ERROR

REWND

ENDFL

CONVT
STTT

LDA JOB2
LDB NER
HLT 7

JMP DEAD
JMP LOOP
NOP

1SZ NER
JMP ERROR, 1
NOP

SFS 11B
JMP %~
LDA REW
OTA 11B.C
JMP REWND, I
NOP

SFS 11B
JMP %=
LDA FILE
OTA 11B,C
SFS 11B
JMP %~
JMP ENOFL, |
NOP

LDA NUM, I
AND MSKK
ELASRAR
CME» INA
RARJERA
STA 1,1
INB

LDA NUM, 1
AND MSKL
RAR,» RAR
STA 1»1
CLE, INB
1SZ NIM
1SZ COUNT
JMP STTT
SFC 11B
HLT 66B
JMP CONVT, I

LOAD NUMBER OF ERRORS
PUSH REN TO REPEAT ENTIRE PGM.

GO READ ANOTHER RECORD.
PARITY ERROR ROUTINE.
UPDATE THE ERROR COUNT
RETURN TO MAIN PROGRAM.
REWIND ROUTINE.

SKIP WHEN TAPE IS READY.
WAIT UNTIL TAPE IS READY.
GET REWIND COMMAND WORD.
REWIND TAPE.

RETURN TO MAIN PROGRAM.
END-OF=FILE ROUTINE.
SKIP WHEN TAPE IS READY.

GET TAPE EOF COMMAND WORD.
WRITE E-0-F. :

WAIT UNTIL TAPE IS READY.

RETURN TO MAIN PROGRAM,

SPACE FOR SUBROUTINE RETURN ADODRE
LOAD NUMBER TO BE CONVERTED

DROP LEAST SIGNFICANT FIGURES(TWO
SAVE SIGN IN E REGISTURE

CORRECT SIGN-SET EXPONENT SIGN

MOVE IN BOTH SIGN BITS

STORE IN ADDRESS GIVEN IN B REGIS
UPDATE THE OUTPUT ADDRESS

LOAD NUMBER AGAIN

DROP ALL BUT LEAST TWO SIGNFICANT
ROTATE AROUND TO THE HIGH ORDER E

UPDATE THE OUTPUT ADDRESS

UPDATE THE INPUT ADDRESS

UPDATE THE COUNTER,SKIP IF END
CHECK TO BE SURE TAPE DlDNfT GET

BRANCH BACK TO MAIN PROGRAM.

DEAD SUBROUTINE~-HEADER LABEL NOT ACCEPTABLE.
TAPE 15 REWOUND AND MAG TAPE UNIT RETURNED TO LOCAL.

A3a0s
DO 4ané
cvan?

B14344
102025
24100

DEAD

JSB REWND
HLT 258
JMP 1008

REWIND AN STANDBY.
STOP FOR OPERATOR ACTION
RETURN TO START OF PROGRAM

THE OPERATOR 1S EXPECTED TO SUPPLY A NEW REEL OF TAPE--
A LABELED ONE BEFORE PUSHING '"'RUN'.

ARNERYE SRS LT L

24w
w2 Hx
226
nent
oy

SUBROUTINE TQ FORWARD SPACE RECORD ON MAG TAPE UNIT

[RI4E(R )
aan

3a0Ce
VA 422

FWDSP NOP

Figure B-5,

LDA FWD

RETURN ADDRESS OR SUBROUTINE EXIT
LOAD FORWARD SPACE RECORD COMMAND

ADC4 Program (continued)
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o 7

0229
2230
22314
232
8233
0234
2235
2236
237
2238
235+
BRaa*
a2al»
042+
@243 ¢
0244»
2245%
2464
47
248
*x49
250
®51
ars2
8252
8254
255
@256
57
2258
®ms9
260
6}
2262
261
064
xR65
W66
(17 %]
G264
xR69
0T
Q7
w2
[LCh N
X4
M7
216
w71
718
a1y
Pua
rui
ma»
132X}
[LET T
Y

#9412 123611 OTA 11B.C OUTPUT COMMAND
90413 102311 SFS 118 SKIP WHEN TAPE UNIT COMPLETED
02414 524413 JMP #-] WAIT FOR COMPLETION OF QPERATION
@0415 102511 LIA 118 LOAD STATUS WORD
80416 810423 AND CWORD
20417 802002 SZA CHECK FOR TAPE MARK
00420 003400 ccA SET A" TO -1 IF TAPE MARK SENSED
9042) 124410 JMP FWDSPs»1 RETURN TO MAL. PROGRAMe
80422 wovvws FWD OCT 3 TAPE COMMAND--FORWARD SPACE RECOR
00423 006288 CWORD OCT 200 MASK FOR SENSING WHEN TAPE MARK P
UPON RETURN-~= “A" IS @ IF NO TPE MARK SENSED.
“A" IS =] 1S TAPE MARK DETECTED
SUBROUTINE ALLOWS OPTION OF ENDING VOLUME OR

CONTINUE LOADING DATA UNDER MULTIPLE

DATA SET IBM 36¢ OPTION.
AD424 020008 VOLEN NOP SAVE RETURN ADDRESS AREA
00425 1020170 HLT 708 HALT FOR OPERATOR RESPONSE
G426 102581 LIA |} LOAD SWITCH REGISTURE.
PB427 002829 SSA CHECK OPERATORS INSTRUCTION
00430 024] ° JMP START  PREPARE TO LOAD DATA SET~=MULTIPLE
09431 91435 JSB ENDFL  PLACE SECUNU FILE MARK=-~VOLUME END
00432 124424 JMP VOLEN,1 RETURN TU MAIN PROGRAM.
80433 903900 COUNT OCT @ COUNTER IN CONVERT RUUTINE
841434 430dP@ NUM OCT @ INPUT POINTER IN CUNVERT ROUTINE
89435 003435 FILE OCT 35 E~-0-F COMMAND WORD.
03436 180A14 CNTL1 OCT 108814 CONTROL WORD--NQ “CLC' AT END OF
88437 174158 NBUF  DEC -1944  BUFFER LENGTH.
An44d 000598 RADRI OCT 50 TAPE OUTPUT BUFFER #).
9Y044) 010298 RADRP OCT 10200 TAPE OUTPHT BUFFER #2.
9%aa2 170314 NBUFF DEC -1892
#0443 YOUY3L OUT  OCT I TAPE WRITE COMMAND WOHD.
Av4da 160A1G CNTL2 OCT 163010  CONTRCL WORD NO. 2 FOR DMA.
00445 104334 ADRI OCT 184334
AURAS J1adlAa ADRZ2 OCT 114034
ANaaT G8aldda ADRIY OCT alda
28450 414934 ADR2% OCT 14434
B0aS) BANNA NFR  OCT O STORAGE FOR NUMYER OF PARITY ERRO
HY4S2 AAAN2  MA IK) OCT 2 MASK TO CHECK MARITY ON TAPE.
#0453 AdN131 REW  OCT Im TAPE COMMAND=-~REWIND ANO STAND BY
304%4 177660 MULEN OCT -10¢ HEADER LENGTX
NN4SS 189704 HDAD OCT 108708 LOAD DATA TO CURE T088 UP.
W0a5s 160014 HDCON OCT 169B10 OMA CONTROL--USE UNIT 10
Y0eS7 AIAA23 REALD OCT 23 MAG TAPE COMMAND TO READ.
N0aed 162726 VO UCT 162726
Vdasl 151761 L1 oCcT 151761
#9462 U90AVY REC  NOP ENTER NUMBDER OF RECURDS NERK.
90as] GODAND  CNT  NOP PUT 2'S COMPLEMENT OF RECORDS M
Whaka BAIS  FL oct 3% TAPE E-U~F CUMMANU WORD.
Wa6h 177/14 MNSKK OCT 177774  MASK TO OROP LEAST TWO SIGNIF ICAN
ddase M083  MSKL  OCT 3 MASK TU DRUP ALL BUT LEAST TwO S
20467 011777 2081 OCT 171777 LOADED INTO A" WHEN RECORDS NAVE

Figure B-5  ADC4 Program {continued)
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286
x287s
2289
0289
2299
8291
2292
293
2294as
2295
3296
297
0298
x09
[LRIAARS
gt e
1302
BRIRES
0304
A5
0306#
9307
o3N8 e
3339+
0310e
33l
Sk} -2
31 de
Al A

4470

SET
AA500
40500
80501
dv502
80583

19249
18200
19241
19242
162083

HALT

HALT

470787 J0OB2 OCT 70787 LOADED INTQ “A'" ~-END OF JOB

UP INITIAL CONSTANTS FOR FORTRAN TAPE FORMAT
ORG S@esB
Ar17150 DEC 7784
308909 oCT @
817144 DEC 7789
Qvhads 0OCT ¢
ORG 102088 START TO SET UP CONSTANTS.
A17150 DEC 7784 BYTE LENGTH OF BLOCK
232000 oCT o CONTROL WOtD
017144 DEC 7780 BYTE LENGTH OF LRECL
2003300 oct @ CONTROL WORD.

THIS 1S NECESSARY SINCE FORTRAN WILL NOT ACCEPT
CORE TYPE DUMP3S. ALL RECORDS MUST BE HEADED
WITH RECORD LENGTH AND BLOCK LENGTHS WHERE APPLICABLE

66(0CTAL) MEANS TAPE URIVE LOADED NUMBERS FASTER TNHAN
THE CONVERT PROGRAM WAS ABLE TU CONVERT THE OUTPUT
DATA~--THIS SHOULD NEVER HAPPEN

6 AND 7 ARE ERROR HALTS UNLESS "A' REGISTURE IS LOADED
WITH JOBl OR JUB2 <- OPERATOR CORRECTION 1S TO SLOW
DOWN THE INPUT RATE OF DATA--MAXIMUM RATE 1S
APPROXIMATELY 13,388 WORDS PER SECOND.

END 778

es i) ERRORSe

Figure 8-5 ADC4 Prog-am (continued)
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[LIALD|
[s]C]CYA]
A3+
A A»
A6 S *
00 6 %
T
B R *
A9 *
00
gL »
12
931 3%
A1 4
LI
N1 6
o217
[CSR R
M9
"N
an21
a2
23
mea
nos
Y2 A
AR
AR
(ving
43
A3
nan
M
M3 4
(AR
N33 A
a7
13K
M9
AN 40
[RIAR(N}
(210 R4EE]
[LIE PN}
Y44
148
VAN 6
347
(SR RN
13149
R R RA
SRR
ering?
153
S A
[
15 A
BRAY)

[SIERROTS)

DATACON-CNONVERT PROGRAM

[LICRNE]G!
AA1al
a2
AN1a3
[LIGR RGN
ANI0S
B3106
antaT
A9
(ISR
RISR I B
113
33114
[SILR B B}
ERE I WY
a7
Ay an
4121
122
A2
()24
an1Rs
126
iy 2
13130
“71 31
M1 32
41133
40134
a0135
A%134
0137
AR ICTR
AL A
011 49
171 43
RARE W ¥4
VLAY
[LICR W N
“na1 a1
A S
ATRR IR
Al He
AT B3

ASMBIRBRsI1LsAYCs

T

ORG 1008 PROGRAM STARTS AT

NATA READ FROM ANALOG TO DIGITIAL CONVERTER
IS NUTPUTTED ON TAPE IN I8M 360/5) FORTRAN

181 OCTAL.

FLOATING WORD FNRMAT. MAGKITUDE OF OUTPUT
IS LESS THAW NNE.
MAXIMHM DATA INPIT RATE IS 13 KILOWNRDS PER SECUND

AR BEGIN NOP
N6A4n2 LDA FILE LOAD COMMAND YWORD FUR FILE MARKe.
192611 0TA 11B
2NNAY  START NOP
1020500 HL.T
AE1aa0 NOP LOAD SW*'S WITH NO. RECORDS.
102501 LIA 1} '
BA3NA4 CMA s INA GENERATE TwNS COMPLEMENT
N1 a2 STA REC STORE 2°'S COMPL IN REC.
1200 ENTER HLT 1 PUSH RIIN TO START LUADING DATA.
A0 NOPR PHSH RUN UHEN READY TO START PGM
A60 421 LDA REC
nrta20 STA ONT INITIALIZE RECORD COUNMT.
1006740 CLC @ TURN OFF AL 1/0.
RS PERAIR IC] CLA CLFEAR A FUOR HRRO® GIOUNT
ATAal 6 STA NER SET EIROR CNINTER
113100 CLF 1 TURN INTERRUCT OFF.
N6eN4n3 FIRST LDA CNTLI INLTIALIZE DAY Ty RiEAn ARC
12674 NTA 6 CANTRNI, WO NNE.
116702 CLC 2
nana 2 LDA Aanw)
192602 aTA 2 CONTROL WORD 2.
1N2702 STC 2
AANHA 4 LDA NBOF NBUF 1S "w)RNDS PER RECORD'.
126142 aTa 2 CONTROL “ORD 3
19371 4 STC t48,C START ADC.
193766 STC 6A,C START nMAal.
BeMan3  LOOP LA ONTL) INITIALIZEZ DMA2 TO READ ADC.
102607 oTA 7 cwl
1067083 CLC 3
NAal 3 LA ADR2
102403 0ora g3 cuwa2
112743 STC =
A6 a4 LA NBHF
1926973 TA 3 ce3
132296 SFG 6 SKIP FLAaG CLEAR-SKIP DMAL g'18Y.
1733056 HLT 6 FxrOR HALT.
102346 SRS 6 SKIF FLAG SET-SKIP WHEN Dval RDY
241495 JoiR o w1 WATT HINTIL DMAY IS FINJSHED.
RI= IO IS IR] NP

1713714 STC t43,C
10377 SIG 7»C START AUC & START DYAR.
ALY ) THI®D LuA CONTLZ INITIALIZE neAl 7O WRITE TaArE.
1592 ANA uTHy ¢

Figure B-6.
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MISK
g0
DRIAA!
YA
IR
BT
D Fap7]
ARYA.Y
WA
MATY
1IAS
N69
Ay
7
AR N Ab]
173
W74
78
RANEY
RANN)
DRI
Y79
A
ORI
o
0 Bt |
A
[RAR]
YR 6
RArars
Re
NIR9
[A1a%s 18|
nYgy
[ X 15]
[ 2y Bet
W19 4
[EIB LY RN
RBRtES
13107
oYy
11199
BRI
AR RER|
e
[ IS
M s
42 Ehe
&3 BAXD
01T
AR RRRS!
Mo
apin
RIRN
e
A I}
Nt

N1 54
AR Belut
ANTHA
Y87
[GISR IaH ]
a1 61
.‘q‘ f‘:?
6D
AL AA
AV AS
ALAR LY
DESE Ny
231 7A
A7
STAN B A%
[AER By ¢
AdY T a
a317s
Y176
17
(SRR LA]
410
1y
N
AIAR TR W]
RO RY
SR
AR Eeda byl
RIS e
o211
MRS B2
213
33t a
LIRS B
.‘1'41—21 A
N217
3B
Yy
Manpn
[AIARZE=0e
1Y3y922 4
[RYETATRRN
AIR04
"oy
13239
A2
B K PR %3
EL R I
Ny
6 IR R !
A236
ANy
A0
AL N
e a2
AT
1Y 244

1NAT 3D
AANnS
192472
1127792
06147
112402
AR anta
a7nann
Nhaay 4
nTan]
aaana
nnatarn
LA ()
1792311
N2a17)
AN
1ART0A
Al14346
102314
024176
102511
H1rar?
MAUnng
A1anny
NAAHID
NDADDA
HAENADS
RANL 6
12394
24210
1iYATAN
13236A
My a33h
"14371
114326
{HRTIND
NARL4L A
AN 6
11271 4
ARG TR
1eA130
09300 n
1413
119474
1936702
AN YL 2
11426192
1132712
Y6 aY G
112607
12207
192007
11323007
(Y2040
03714
13706
e Yot

FOUR

CLC
LDA
OTA
STC
Lna
0OTA
L.ha
|TA
Ln»
STH
AN
DA
CLr
SF&
Jme
0TA
STC
Jsa
SFS
JapP
LIA
AND
87
Jsa
167
Jae
LnAa
Lng
"R
JIP
CLC
HLT
JER
Jse
JSR
CLC
Lnr
LbA
HLLT
NOP
JP
NOP
LixA
aTA
CLC
Lia
0OTA
ST
1.na
0TA
SFC
HLT
RE S
JHP
STC
STC
LA

Figure B-6.

2
RADRI
2

)
NIFF
2
NRHF
COINT
ANR
NN
N3IF
onr

113
t-1
11H,C
(VXN
CONVT
6

*=1
111
MASK1

ERRNR
CNT
R
JNR1
NER

6

*=1

n

663
ENDFL
VOLEN
REWND
]

NER
JOR2
6

BEGIN

CNTLI

*=1
148,C
fis 0

GCNTLZ

ADCS5 Program (continued)
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cua

C t) 3

LOAD COMPLEMENT OF NItM3ER OF RECOR
SAVE COIINTER

STARTING ADDRESS OF A-D RIIFFER

JACK 12 FOR QITPUHT PO INTER
LOAD MNAG TAPE "WIITE'™ COMeAND

SKIP FlLAG SET=SKIP WHEN TARPE RLDY
VAIT IINTIL TAPE S READY.
OUTPDT COMMAND WO=RD T TAPE.
START IMAL T TARE.

START CONVERTING NUMSERS

SKIP FLATM SET=SKIP IF DXAL FIN.
WAIT il DMAL IS FINISHED.
GET TAPE STATUS w0ORD.

CHECK PARITY STATE.

SKIP IF PARITY (S OK.

GO TO ERROR RONTINE=RAD PARLITY.
INCREMEN | MICORD COHNT,

HALT ON RECORDS COMPLETFR WITH
LOAD NUMBER 0, ERRD)NS
WwAIT FOR TAPE DECK TO FINISH.

CLFEAR ALL 1I/0

HALT FOR OPERATOR ACTION.

PIISH START TO GET FKOF MARK*k*® %«
SHRROUTINE TO END VOLUME.

TAPL REWIND RONTINE.

TURN OFF ALL I1/0 UNITS.

LOAD ERRIIR COUNT

HALT ON NORMAL JOR COMPLETE===-

LIAD A NEW REFEL OF TAPFE AND PUSH

RIN T) REPEAT ENTIRE PROGRAM.

e A K R A K KK R OK K R ok R K kK

e e A o s o o o K kO e ok OK S o K K ok ok R K

INITIALIZE DAl TO 2EAD ADC, .

ce

cw3

SKIP IF DMa2 IS BUSY.

FERRNR HALT.

SKIP [F HUFFER2 IS FOLL.

VAIT BINTIL DMAZ2 FLAG IS SET.
START ADC.

START DMAL.

INITIALIZE NDMAZ2 TO WRITE TAPE.

8@ |
A able
Opy




L T - T

s e s

M5
utr16
aryt
ANis
27M19
A120
Aa121
a2z
723
a124
Maes
MN2é6
a7
2K
29
3133
N3]
4132
4133
Vi34
2135
LTS
m37
3138
239
a1 43
M Al
a1 a2
MNagy
MNaa
Mnas
MNaé
Y 47
M 48
11 49
0159
151
“He
0133
54
a5
MNs6
87
Me9
7s9
169
a1 A
M a2
163
DI NY)
"” (LC-
Na6
A A7
0168
"1 469
) S|
RINE

43245
00246
33247
aages3
AA251
an252
33283
BN254
60255
0aLS6
a02s7
D263
BI2 61
0262
RIZ L]
HY244
HRARY
HnI2/A
2267
33279
002171
L o]
an273
A2274
“Ha27s
3276
277
R399
143491
(1143099
AA3453
D434
i35
236
3147
A2310
13311
LK ¥~
33313
wiata
1315
2316
3317
RO KR
321
322
323
AR Y
333025
AN3R4
327
339
A4331
anNaae
413133
N334
RO KR

182507
106723
63406
102603
102703
A61437
192603
B6M434
70479
B64415
17449)
BAa4404
AeNatA
23200 40
1142311
24263
tr36tt
{13797
314346
102347
B24270
1n2511
12417
13201992
114323
ARL 422
n24133
362425
164416
1123047
324332
1067613
11321377
0330593
7114336
014371
1} 4326
NAANT
1736700
0601426
Deodata
12007
LACIRICLZ TE ]
A3
124100
24133
AN
A3441 A
124323
GA933
1132311
24327
&1 490
143611t
1102311
Na333
INARRE

FIVE

ERRQR

REWND

OTA
cLC
Lha
0TA
5TC
Lba
0TA
Loa
5TA
LD3
$TS
4Dy
LDA
CLE
NFS
JMp
oTAa
STC
JSB
SFS
JmpP
LA
AND
S7a
JSR
1587
JMP
LDa
Los
SFS
JMP
CLC
HLT
NP
Jss
JSB
NI
NOP
cLe
LDA
LnB
MLT
NP
NP
JMP
JMP
NOF
157
JMP
NOP
SFS
Jmp
LA
0oTAa
SFS
Jie
Jur

Figure;B-G.

?

3
RADR2
3

3
NBUFF
3
NBUF
COHNT
A0R20
N
NBilF
ont

118
-]
118,C
7.0
CONVT
7

*=}
118
MASK])

ERROR
CNT
LUOP
Jow
NER

7

*-~]

0

7T

ENOFL
VOLEN
REWND

a
JOR2
NER
7

BEGIN
Lone

NER
ERROR, I

1B

*=]

REW
1t18.C
11R

*=]
RENND S T

Cw1
Cwa

[ T

LOAD COMPLEMENT OF NUMBER OF RECO
SAVE IN COUNTER

STARTING ADDRESS OF A-D SUEFER
STURE ADDRESS=-«INPUT POINTES

BACK (P THE QUTPUT POINTER

LUAD MAG TAPE "WRITE" CuMMAND

SKIP YHEN TaPr 1S READY.
WAET UNTIL TAPE IS REaDY.
START TAPE 4ACHINE.

START DMAR TO TAPE.

START CONVERTING NUMBERS
SKIP WHEN DMa2 1S FINISHED.
WAIT INTIL D8A2 IS FINISHED.
GET TAPE STATUS wORD.

CHECK PARITY STATE.,

SKIP IF PARITY I% OK.

BAD PAR]ITY.

INCREMENT RECORD CiO)'INT.

LOAD NUMBES 0F Enzpss
HAIT FUR TAPE DECK TO FINISH.

CLEAR ALL 170 DEVICES.
RECORINDS COMPLETR.  pPlicH =N TQ
WRITE FOF AND REMING TaPice
GO TO END-QF=FILE ROUTINE.

END VOLUME 0OR START MULTIRPLE na
GO TO REWIND ROUTINF.

TURN OFF ALL 1/0 UNITS.

LOAD NUMBER OF ERRORS

PUSH REN TO REPEAT ENTIRS BN,
LOAD NEW TAPE®®sckthkwm 455 ok &k ok
RO S Kok KRSk R ok K K o R o o K o ok ok ok
AR A KKK R N o K o KKk ok kK
GO READ ANOTHER RECURD.

PARITY ERROR RUUTINEK.

HEDATE THE ERRO® COUNT

RETURN TO MAIN PROGRAM.

REWIND ROUTINE.

SKIP WHEN TAPE IS READY.

WAIT UNTIL TARPE IS READY.

GET REWIND COMMAND WORD
REWIND TAPE.

SKIP WHEN TAPE 1% REWOUIND,

RETHRN TO MATN P®0G3AM.

ADCS Program (continued)
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nE72 NA336 ANNNAA ENDFL NOP END-QF=FILE ROUTINE.

9173 NDI337 102311 SFS 11B SKIP WHEN TAPE IS READY.
M7T4 20349 (0242337 JMP  %xe1
MN7S 0a341 263492 LDA FILE GET TAPE EOF COMMAND WORD.
M76 9AN342 103611 O0TA 11BsC WRITE E~O-F.
MT7T  H3343 112311 SFS 118
0178 13344 124343 JMP %~ WALT UNTIL TAPE IS READY.
0179 H0345 124336 JMP ENDFL,I RETURN TO MAIN PROGRAM.
AIBA  NO346 O3A0A CONVT NOP SPACE FOR S!BROUTINE RETURN ADDRE
181 0347 161140 STTT LDA NilM,s1 LOAD NUMBER TO BE CONVERTHED
N2 30350 A10423 AND MSKK DROP LEAST SIGNFICANT FIGURES(TWO
AT’ U351 V01623 ELLA»RAR SAVE SIGN IN E REGISTURE
AIR4 (11352 0N2204 CME, INA CORRECT SIGMN-SET EXPONENT SIGN
MRS N353 071325 RAR, ERA MOVE IN BOTH SIGN RITS
MNKR6 M35 1790001 STA 1,1 STORE IN ADDRESS GIVEN IN H REGIS
NKT  AN3SH AN671349 Ing PDATE THE QUTPLIT ADDRESS
1R NA356 1AM LDA NLMs I LOAD NUMBER AGAIN
HIRK9 0357 DLKa24 AND MSKL DROP ALL B!T LEAST TWO SIGNFICANT
AM9N NN AN 323 RARRAR ROTATE AROUND TO THE HIGH ORDER E
a191 MIN3AY 170NN STA 1,1
0192 (1A3A2 NVIARINY CLE, INB UUPDATE THE OUTPUT ADDRESS
M193 OR363 H34a491 187 NUM UPDATE THE INPUT ADDRESS
A19a AN364 N34400 ISZ CO!'INT UPDATE THE COUNTER,SKIP [F END
N195  AN365 N24347 JMP STTT
196 ANJEA 17221 SFC 1R CHECK TO w1, SIRE TAPE DINN'T GET
MNT ANRAT 128D HILT 52K ERROR HALT==SERIOUS==~.
NMOR W37 124346 JMP CONVT,1  BRANCH BACK TO MAIN PROGRAM.
199
BRIV ES
W21 * SHRROUTINE ALLOWS OPTION 0OF ENDING VOLIIME QR
A2N2 % CONTINLUE LOANING "DATA IINDER MULTIPLE
a3 * ' DATA SET IBM 34% OPTION.
2 4%
2115 %
2204 FA3T1 999 VOLKEN NOP SAVFE RETHRN ADDRESS AREA
AT ANRT2 1R2737Y HI.LT 708 HALT FOR OPERATOR RESPONSE
a2 N3 7e 6991 LDA 1 LOAD SWITCH REGISTURE
209 AN3T74 ANEN2AG s8N CHECK ORERATNRS [NSTRNCTION
100 378 924133 JMP START PREPARE T LOAN NATA SET=--MILTIPLE
RLR NMRTH DH1ARRA JSR ENUFL PLACE SECOND FILE MARK=-=-VOLIME EMD
nA12 ANRTT 124371 JMPYDLEN, T RETIHRN TO MATN PROGRAM.
MI3 AT Nnagana COLINT ACT 9 COINTER IN CONUERT RANTINE
214 304 Iy IR anT INPUT POINTER T CONVERT ROUTINE
1S A0 aaas3s FILE QCT 35 Fe=F COMMAND WORD.
YA AL 129 4 ONTLY 0T 12061 4 CONTROL MAORD MN. 1 FOR NMA.
217 Dasa T4V 42 NBUF DL =1953 SHORT RUFFER LENGTH b
MR Ag1s 30993 RADKRY NCT 590 TARPE QUTPUT SUFFER #1.
2219 074%6 019208 RADR2 QCT 172310 TARE OHTPIT BUFFER 42«
2% 447 1TUu38Y NBUFF DEC -394 LENGTH OF TAPRE BHFFER.
ana A g OUT OCT 31 TAPE W1 CAMmAaaND 070,
Y g1 LAYy CNTL2 DeT 16a1n CON POl S N e 2 FDR DMA.
BIIAN ¥ Al 1oAalan anvi el 1543 a2 A= TNPHIT BHERFREL 41
[ D413 11414 ADR2 OCT 114942 Q=10 IN?UT ity 42,
Ay aala AR AT ADRLED 00T 9943472 SHORT IFFES #1.
PEYAL 0415 hlans2 ANy 00T 114342 SHORT RilFFm? #2.
S ey AlA N Y NER D UCT 9 STORAGE FOZ NIMIET2 OF PARITY ERRO
R T v e MANKLE OCT 2 MASK TO CHECK PARITY OM TAPE.
St Ava;
Figure B-6. ADC5 Program (continued) ”,ah'&b[e C 0
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a229
N23%
1231
"32
233
A234
235
W23 6%
1237
23R
239
0243
44
242 -
1243 %
244
245
246
247
R 4g
49 %
AR5 *
2251 %
RS2 %
A253%
25 4%
MR55%
225 6%
AR5 T*
4258 %
R259%
269 %
0261 *
D62 *
M63

34420
NN 421
nRaz2
82423
%424
30425
23426

SET
A35437
nASHA
09591
nas92
73593

12200
13243
10291
192n2
14203

HALT

HALT

A329%  REw OCT 20t TARE SEVIND COMSAND UURUD.

AA3A9%9% REC NP TENTER NUMBER 0OF RECNORDS HERE.
AA%D ONT NQP PUT 2'S COMPLEMENT OF RECORDS H
177774 MSKK OCT 177774 MASK TO DROP LEAST TH0O SIGNIFICAN

ARAAA3  MSKL  OCT 3 MASK TG DROF ALL BUT LEAST TwWO SI
017777 JoBr  OCT 7177717 LOALED INTO "A' WHEN RECIRDS HAVE
A7707  JoBz  OCT 73707 LOADED INTO A" ~=END OF JOB

P INITIAL CONSTANTS FOR FORTRAN TAPE FORMAT

ORG 5078
n17203 DEC 7828
229309 0CT o
017174 DEC 7884
3030909 ocT 0
ORG 162033 START TO SET it CONSTANTS.
nyi2nn DEC 7808 BLKSIZE ENTRY.
ANGANA 0ocT 0 CONTROL “ORD
27174 DEC 7894 LRECL SIZE.
aRalatololy] 0CT @ CONTRGL YORD.

THIS IS NECTSSARY SINCE FORTRAN WILL NOT ACCEPT
CORE TYPE L.'‘MPSe« ALL RECORDS MIIST BE HEARED
WITH RECORD LENGTH AND BLOCK LENGTHS WHERE APPLICALLE

66C(O0CTALY MEANS TAPE DRIVE LOADED NUMBERS FASTER THAN
THE CONVERT PROGRAM WAS ABLE TO CONVERT THE OUTPUT
DATA=-THIS SHOULD NEVER HAPPEN

6 AND 7 ARE ERROR HALTS UNLESS "A'"™ REGISTURE IS LOADED
WITH JOR1 OR JOB2 -~ OPERATOR CORRECTION IS TO SLOW
DOWN THE INPUT RATE OF DATA--MAXIMUM RATE IS
APPROXIMATELY 13,0409 WORDS PER SECOND.

END 778

*k NO ERRORS*

Figure B-6 ADC5 Program (continued)
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9901
92
2203
0004
aas
23 6
00a7
3008
0009
2310
oa 1
12

27208
07000
@71331
27992
27043
07804
27205
87006
87807
V7410

10221717
1903714
182314
a270a2
10651 4
192501
242029
027000
627402

** NO ERRORS=*

ASMB,B,LyT,A.C
ORG 70008
START HLT 778
STC 14B,C
SFS 1 4B
JMP %~}
LIB 148
LIA
SSA
JMP START

JMP START+2 GO BACK AND WAIT FOR NEXT DATA WOR

END

Figure B-7,

STOP FOR CONVENIENCE

START THE A~D CONVERTOR
SKIP IF DATA READY

WAIT FOR NEXT DATA WORD
LOAD THE DATA WORD

PICK UP OPERATOR DATA WORD
IF 1S BIT IS UP -~ STOP

GO BACK AND STOP

DIAGY Program
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209 1
0a02
2003
[2.5178]
"M s
A6
a7
N8
ey 9
200 RY)
(7R ]
M2
13
K 4%
291 5%
M1 6*
a7
018
0419
M2a
2]
22
23
w24
(50 P}
e 6
27
ORIRES]
3 oAt
(5,7 RT)
31
132
33
M3 4
4§ K}
(403 ©
at
[t AR
939
AT
wial
Whia?
(X143
Waas
Wlah»
thidoe
Wal
lana
Mravy
SN
51
(h1y32
RANR!
(820111
LIRS
[ANTN
(LYY
Wb

pa1d9
A1 00
)61
nn1A2
Mn»a3
3184
3165
3136
@aniat
909119
®wallt
war1e

102007
102501
DA3INNA4
at1a147
302400
nNT78155
260155
B64)55
182016
nA220 4
ninees

INITIALIZE

W13
AN114
20115
[JAREY
aaT
AREAL
N2l
AN 22
w23
AIN24
LS
26
w12t
w2130
LN R]
g1 32
Wwian
RIER IS
U1 a5
(R REE
0oa1al?
I B
“walal
AN 42
el an
Wil aq
L RV

Qe T

HISE

ERIET

nen153
N64) 50
B741591
ha4a152
174000
AN200 4
N3415]
Az4a11?
A0ABON
6] ab
192646
tMaT7A2
A6 a6
12602
102702
nea1 at
12602
B RXY)
143611
1A37M4
§ 2501
AAN220
024196
Ha314%3
1 64y
m2a137
16340

CONTROL BIT

ASMH,BsLsAST2C

ORG
HLT
LIA

1608
1
1

CMA, INA

STA
CLA
STA
START LDA
Loa
HLT
INA
STA

Cw3
SAVE
SAVE
SAVE
768

SAVE

DATA STORAGE AREA

LA
LD8
sTB
L0A3
5T8
INA
182
JupP
NOP
LUA
uTA
CLG
LDA
0TA
STC
LA
OTA
Lbn
OTA
STC
STay Ll1A
sS8n
JMP
Abn
[R5}
Hap
CWi aocT

BEGN
COUNT
TEMP
FILL
D1

TEMP
LE¢]

Cwl
6

2
cwe
2

2
cwa

r,)

READ
11K, 0
6sC

1

RGN
Al
STAY
1691419

. STOP FOR RECORD LENGTH
LOAD RECORD LENGTH
GENERATE THE TWOS COMPLEMENT
SAVE THE RECORD LENGTH
CLEAR FOR RECORD COUNTER
SAVE THE COUNTER

LOAD THE RECORD COUNTER

UPDATE THE COUNTER
SAVE THE UPDATED COUNTER

I.OAD STARTING ADDRESS

LOAD COUNTER

STIORE COUNTER

LUAD CLEARING WORD

STORE CLEARING WORD IN ADDRESS IN
GENERATE NEXT ADDRESS

CHECK COUNTER

KEEP GOING

LuAD FIST CONTROL WORID:

PREPARE FOR SECOND CONTROL WORD
LOAD SECOND CONTROL WORD

PREPARE FOR THIRD CONTROL WORD
LOAD THIRD CONTROL WORU

TELL MAG TAPE UNIT TO READ CHARAC
START MAG TAPE UNIT
START DMA CHANNEL )

LOAD ADBDRESS
CHECK FOR RETURN
START

KEFRP [N LOOR

CONTROL WOwb) #}

UN [/70 CHANNEL

dYTE MODE OF UNPACKING DATA
CLEAN CONTROL 81T N

10400

INPUT DATw

ARIRY)
sy
NnIILl
gl se
AR N
Yl ha
1183
[RIYNLIE)
[SIRERISIL]
RIARAYE

Nl
1130
RITR RIS ID]
IR NN
M apoeg
23
Jhihd

YNNI
[IGRLIR]

cue act

170 CHANNEL AT ENU DATA TRANSFER
1 avire

CONTROL WO3h #2

INTO LOCATION 49418 OCTAL

(MK} el
ConnNg uet

feMp  O0T
FILL 0CT
HEGLN el
READ  OGT
SAve el
I
Lha
A

= lapn
=150
]

[ ERRN NI
4
N

B

R BT, )
Wil
1R, C

Figure B-8.

EACH ReCORD IS T4y OCTAL IN LENG
# large 3 12700@—

MAGNETIL TAPE CUMMAND Ty READ CRA
START AT NEW ORGIN

Lual COMMaND TO FORWARD SPACE
QUEOT COAMAND

DIAG2 Program
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2059 00202 102311 SFS 11B WAIT FOR MAG TAPE OPERATION

0368 00203 024202 JMP =}

5 0961 » CHECK TO SEE IF END OF FILE

0062 00204 182511 LIA 11B

: 0063 08205 810216 AND MSK
0064 00206 802002 SZA
0265 00207 024212 JMP AA

4 0066 00210 202400 CLA CLEAR A FOR INDICATOR

| 067 00211 824213 JMP w2

; 0868 00212 823408 AA  CCA SET A FOR EOF MARK

; 069 00213 182000 HLT

~ 0070 00214 924200 JMP 2008
@71 08215 200003 FWD OCT 3 FoRwARD space KECORD CONmAND
0072 00216 200208 MSK OCT 200 BIT V' 13 SET Fok Eep MmASL
0273 END

*+ NO ERRORS*

b B n ez mviiiooi s e sope Ry

Figure B-8. DIAG2 Program (continued)
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nal ASMB,BsL»A:C

A2 %

A3 xk%%x  SUIM NUMBERS FROM CHANNEL 14-~USE TO SET OFFSET VOLTAGE.
AR 4%

MAS  aT1009 ORG 7490B
MéE  A1900 102077 HLT 778
A7  A1321 102314 GO2 SFS 14B WAIT FOR FLAG FRUM A/D-
AAAB  ATAR2 227001 JMP &~
N9 A1333 107514 LIB 14B,C
2210 71034 A00N40 CLE

29911 7#70a85 AN5623 ELBsRBR
a2 A1006 AN204) SEZ.RSS
13 ATANT ANTAG4 CMB, INB
A4 07010 049001 ADA )
MLS AT 186501 LIB 1
a6 AT1912 2060203 SSB

AMB17 A7213 0082400 CLA

18 27014 027401 JMP 602
201 9%

AA2A*x%xxxk SAVE LARGEST VALNE FOR PEAK DETERMINATION.
NA21 *

am22 a7100 ORG 71n0B
23 27194 102055 HLT S58
on2a N7191 192314 GOt SFS § 4B
0325 07102 a27101 JMP %=)
026 737103 107514 LIB 148,C
MM27 A7134 ARAA4N CLE

an28 07105 ABS5623 ELB.RBR
"M29 A7186 877125 STB HOLD
33 AT1a7 ANTAAA CMB, INRB
An31  A7112 247126 ADB LARGE
M32 AT111 NA6A21 SSBsRSS
M33 AT112 P2T116 JMP GO3
M34 27113 A6TI2S LOB HOLD
A135 A7114 A17126 STB LARGE
a036 AT11S 74000 STE o
AA37 AT116 1AA5A1 GOJ LIB 1
AR AT7117 20602} SSA:RSS
39 na7120 227101 JMP GO!
Maa  Aa7121 AN64RQ cLB

May a7122 077126 STHR LARGF
mMa2 A7123 B74949 STH @
Mal Aal124 B271a1 JMP GOI

Ma4a AT125 AAAIAG  HOLD OCT o
0945 Q7126 A003AA LARGE OCT @
AN 46 END

** NO FRRORS®

Figure B-9, DIAG3 Program
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* Secunty Classification

DOCUMENT CONTROL DATA-R&D .

(Security classitication of title, bady of abairect and indexing annotation mvust be entered when the overall report ja claseilied)
1 QRIGINATING ACTIVITY (Corparsie suthor) 28, AKPOAT SECURITY CLASSIFICATION

Oklahoma State University of Agriculture

And Applied Science, Stillwater, Okla. peeness
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