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ABSTRACT

The report covers the on-line computing system development from 1966

hrou~h 1970. It includes a general resume of progress through December,

1969 and a detailed progress from then through June 30, 1970. The improved

version of the on-line system substantially improves system reliability and

presents users new options. Significant progress in speech analysis/synthesis

project includes: improved techniques for deriving accurate data from ASCON

parny,eters, good results from the steady-state vowel recognizer, and one-pass

analysis and synthesis. The 1800 has been improved so that it is a more

effective re;ehrch tool supporting the speech effort.
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PART I

Introduction

This final report consists of a rather general resume of technical

progress which has previously been reported in detail during the period

April 26, 1966 through December 2, 1969. Following this resume is a

detailed report covering the period from December 3, 1969 through

June 30, 1970, the final reporting period for the current contract. From

the report it will be clear that further research is indicated. Continu-

ation of this research will be accomplished under Contract AF19628-70-C-0314

commencing July 1, 1970.

List of Scientists and Engineers Contributing to the Research

Dr. Glen J. Culler

Dr. David 0. Harris

Dr. James A. Howard

Dr. Roger C. Wood

Mr. Roland F. Bryan

Mr. Ronald Stoughton

List of Publications and Reports Resulting from Sponscrship of the Contract

Publications

1. Baldwin, Jr., John A., and Glen J. Culler, "Wall-Pinning Model of Magnetic

Hysteresis", Journal of Applied Physics, Vol. 40, No. 7, June 1969,

pp. 2828 - 2835.
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2. Bruch, Jr., John C. and Roger C. Wood, "The Teaching of Hydrodynamics

Using Computer Generated Displays", Bull. Mech. Engng. Educ., Vol. 1,

Pergamon Press 1962, pp. 1 - 11.

3. Culler, Glen J., "Mathematical Laboratories: A New Power for the

Physical Sciences", Interactive Systems for hcp. Applied Mathematics,

Academic Press Inc., New York, 1968, pp. 355- 384.

h. Culler, Glen J., "On the Polar Equations for Linear Systems and Related

Nonlinear Matrix Differential Equations", Transactions of the American

Mathematical Society, Vol. 118, Issue 6, June, 1965, pp. 390-405.

5. Davenport, Demorest, Glen J. Culler, Richard B. Forward, P.nd William

G. Hand, "The Investigation of the Behavior of Microorganisms by

Computerized Television", IEEE Transactions on Bio-Medical Engineering,

Vol. BME-17, No. 3, July, 1970, pp. 230-237.

6. Hendren, Philip, Experiments in Forms, Using Computer Graphics, Sept.,

1968.

7. Howard, James A., and Keith L. Doty, UCSB On-Line System Manual, Feb.,

1969.

8. Howard, Jeaes A., Roger C. Wood, "Hybrid Simulation of Speech Waveforms

Utilizing a Gaussian Wave Function Representation", Simulation, Sept.,

1968, pp. 117-124.

9. Wood, Roger C. and Philip Hendron, "A Flexible Computer Graphic System

for Architectural Design", Information Display, March/April, 1968,

pp. 35-40.

Reports

1. First Quarterly Report, Reporting Period:April 16, 1966 - July 15, 1966.

2. Second Quarterly Report, Reporting Period: July 16, 1966 - October 15, 1966.

3. Third Quarterly Report, Reporting Period: October 16, 1966 - Jan. 15, 1967.

4. Fourth Quarterly Report, Reporting Period: Jan 16, 1967 - April 15, 1967.

5. Fifth Quarterly Report, Reporting Period: April 16, 1967 - July 15, 1967.
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u. Sixth Quarterly Report, Reporting Period: July 16 - October 15, 1967.

7. Seventh Quarterly Report, Reporting Period: Oct. 16, 1967 - January 15, 1968.

8. Eighth Quarterly Roport, Reporting Period: Jan. 16, 1968 - April 15, 1968.

9. Ninth Quarterly Report, Reporting Period: April 16, 1968 - July 15, 1968.

10. Tenth Quarterly Report, Reporting Period: July 16, 1968 - Oct. 15, 1968.

11. Eleventh Quarterly Report, Reporting Period: Oct. 16, 1968 - Jan. 15, 1969.

12. Twelfth (uarterly Report, Reporting Period: Jan. 16, 1969 - April 15, 1969.

13. Thirteenth Quarterly Report, Reporting Period: April 16, 1969 - July 15, 1969.

14. Semiannual Technical Report, Reporting Period: June 2, 1969 - Dec. 2, 1969.

Related Research - List of Previous and Related Contracts

The development of on-line computation at the University of California

at Santa Barbara was initiated with the delivery of a gift from the Bunker-

Ramo Corporation consisting of one Teleputer Control unit, one Data Set

Control unit, and one storage tube display device. This was used to carry out:

NONR 4222(09):

Pilot Experiment - Our pilot experimental program consisted of utilizing

the Teleputer console which was donated by the Bunker-Ramo Corporation located

in the Computer Center of the University of Californai at Santa Barbara but

tied to a leased telephone line feeding into the RW 400, AN/SFQ 27 equipment

at the Bunker-Ramo Corporation in Canoga Park. Through this program we

demonstrated that an adaquate curvilinear display was possible over a con-

ventional 201 data set. We developed the basic software underlying our

present on-line system.

AIRPA SD 319:

An Experimental Communication Laboratory - We designed and constructed

a 16 station computer classroom and the associated time-sharing software



which is now being used by the Electrical Engineering Department, the

Mathematics Department, the Chemistry Department, and long line at Harvard

Computation Laboratory, th University of California, Los Angeles Physics

Department, the University of Kansas, and at the Livermore Radiation

Laboratory in Livermore, California.

NSF GP 5382:

Mathematical Applications of On-Line Computation - We designed and

constructed a logical interface connecting the IBM ll.L Model 1 disk drive

to our on-line system. We adapted our on-line software to inclode external

users. We initiated mathematical research in the areas of non-linear

integral equations and complex function theory.

NSF GJ 115 and GJ 693:

Development of an on-line computer network for Chemistry Education -

This network ties none other universities from across the nation into the

UCSB On-Liae Computer System. The first station was operational in March,

1970. To date results of this network have been extremely successful.

Resume of Technical Progress

Work under the contract 'ommenced April 26, 1966. Detailed technical

progress has previously been reported as indicated in the prior listing of

reports.

The general purpose of the research was to develop on-line computing.

Specific tasks were to develop a modern computing system, establish a

Campus network, enhance human-computer communications and establish a

national network for appropriate institutions. The resume will discuss
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progress in each of these task areas.

Software was written to effectively share/transfer control between

the on-line s:rstem and standard batch processing. In addition sub-programs

were developed for the vast number of macros required for effective use of

the system. As a normal development progressed the operating system changed

from DOS to OS. Various lenguages were added to the system to enhance user

options and make the system easier from the user point of view. Special

features include entering and manipulating jobs in the batch mode from

remote terminals (RJE). To improve system reliability and make the system

more exportable a new version of the system softwpre was developed and

installed during the final year of the contract.

Hardware developments have included developing the On-Line Computing

System within the 360/50 which was replaced by the 360/65, which was replaced

by the current 360/75. Network activity has grown from a small nucleus of

campus terminals to a nationrl network supported by an NSF grant and includes

preliminary operations of the still-growing ARPA network. To support the

networks the necessary interfaces, buffer and multiplexor have been developed.

Within the Electrical Engineering Department a computer classroom has been

established consisting of sixteen stations, and several smaller classrooms

have also been installed elsewhere on campus. Peripheral hardware has included

development of the double keyboard, a blackboard plotter, a system employing

a 3rafacon tablet, a high speed buffer, and a bugwatcher to facilitate use

of the computer in support of bio-medical engineering research.

The objective of the speech project is to establish effective human

coiunications with the computer. Early efforts have been devoted to

identifying the various elements of human speech and analyzing those that
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could be useful in this communication. Research was fruitful in that the

concept of the waveform analysis and synthesis approach has been fully

developed. The parameters have been described, techniques and procedures

outlined and essential hardware obtained to test the fundamental elements

of speech sounds and to provide clear reproduction of these sounds. As a

natural outgrowth of the continuing research effort, early techniques,

procedures and hardware will be modified to enhance the reliability, improve

efficiency, and develop applications.



PART II - Detailed Technical Progress for the Period January - June, 1970.

Synopsis

Network software development has progressed in consonance with network

protocol development.

A new version of the basic system software was virtually completed

during this reporting period. Operational testing under the rigors of

normal user activity will commence on July 1, 1970.

Hardware development includes the Multi-Teletype Control prototype

and the High Speed Data Buffer. Both units adhere tu the concept of

connecting directly to the 360 without going through the UCSB Buffer unit.

The M1ulti-Line Controller is in the design phase and should be developed

and operational during the next reporting period.

Significant progress has been made in the speech analysis/synthesis

project. This includes: (1) Development of a one-pass analysis/synthesis

system which substantially increases data accuracy. (2) Improved techniques

for deriving reliable recognition information fron ASC N parameters. (3)

Achievement of good results from the steady-state vowel recognizer. The

entire speech project has been enhanced considerably by improvements to

the 1800 which is now a more useful tool with the capability of handling a

substantial portion of the computing required in the continuing research effort.
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Technical Findings and M1Ajor Aennnlishnnnts

A. Softwar-e

(1) ARPA Network

As a result of network protocol modifications it was necessary to set

aside previous work on the network software and virtually start over again

on May [, 1970. In planning the new implementation, it was decided to make

it independent of the On-Line System, giving batch-mode tasks (as -well P.

On-Line System users) direct access to the Network.

In the new implementation, tasks communicate with the Network Control

Prograrr (NCP) by means of a supervisor call. One supervisor call routine

suffices to perform all necessary network functions; a branch index passed

to the routine specifies the desired function. In general, the supervisor

call routine returns control to the invoking task upon initiation of the

operation. The operation is completed by the 1/0 interrupt handler, w.ich

posts the event complete associated with the requesting task. This method

of signaling the completion of an event was chosen as a powerful alternative

to "blocking" the task until completion (as proposed in the Network literature),

and makes feasible the eventual use of the supervisor call by subroutines of

the On-Line System.

Currently, the NCP runs as a normal task in batch mode under HASP and

the Operating System. Upon start of execution, an initialization routine,

by making the necessary modifIcations to low core, initiates the NCP as both

the I/O and supervisor call first-level interrupt handlers (FLIH), permitting

it to (1) process 1"0 interrupts from the D2, and (2) gain control when

the Network supervisor call is issued byary task in the machine. Should the



I,
3.

NCP abnormally terminate, low core is returned to its original state, and OS's

FLnI's are reinstated. In this manner, the software can be developed and

debugged with no modifications to the operating system. Once it has reached

operational status, the NCF can either be made a resident part of OS, or run

as an extension of the Logger using the present technique.

At present, those routines which transfer data between sockets (RFshD and

WRITE) are operational, and transfers between processes in the 360(75 have

been mrde using supervisor calls. With the adoption of an official Host-Host

protocol scheduled for July 13, 1970, those coutines which establish, switch,

and break connections will be developed.

(2) UCS9 On-Line System

One significant change to the improved system software, was to include

trailing predicates in the new version. This reverses the action intended

when the last technical report was written. Rationale for including trailing

predicates was primarily based upon the fact that numerous users were employing

this feature and to eliminate it would create a great deal of anguish among

these users. It was felt the slight additional software overhead would be

much easier than re-educating the entire user population.

Development of the new version is virtually completed. Many elements

have been satisfactorily checked by development personnel. These verifications

foster optiism; however the acid test will come with the deluge of programs

and operations of normal system use by our user group. The target date for

normal operational uze of the new system is July 1, 1970. Because of this

fact, the software portion of this report is abbreviated - more extensive

details will be included in the next report after the new system has been in

operational use.
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B. 360/75 On-Line System, Hardware

In the last technical report a new direction for system development

was set forth. Development was to proceed away from further attachment of

special devices to the existing UCS3 Duffer and toward directly addressable

I/O devices attached to the Multiplexor Channel of the Sy#stem/360. The

attachment of the I34P was done in this manner. Figure B-1 shows the present

hardware distribution.

Implementation of hardware for direct attachment is presently underway and

none has been operated as yet. However, fundamental changes in the software

have been made to allow the addition of the new devices by direct attachment,

when the hardware is completed.

The last report discussed the use of the UCS3 Buffer as a "test-bed" for

new devices while maintaining its present operation. In tris way new devices

would be attached to the existing 3uffer for test until the direct attachment

facilities exist. Two such attachments are underway. The first is the Multi-

Teletype controller that will operate Teletypes located arouna the campus, the

second is the modification of an existing segment on the uffer to allow half-

duplex operation with an accoustic coupler unit Both of these devices will

subsequently be attached to futurc hardware for direct program operation by

the 360.

The following items summarize the position of the several projects underway:

(1) The Multi-Teletype Control prototype unit has been tested on the

This Figure was included in the last technical report and is presented again
for reference.
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existing Buffer. Fabrication has been completed on the final unit and tests

will proceed using the UCSB Buffer until direct attachment is achieved.

(2) The High-Speed bulk data buffer is presently in check-out. A

special direct attachment will be implemented for use on the System!360.

(3) The direct attachment facility will be gained through use of a

Multi-Line Controller which is presently in the design phase. When completed,

the Multi-Teletype Control, additional display consoles, a program setable

time interval controller, remote computers, and remote job entry units will

be attached.
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C. Speech Projet, 2e.eral

The prorress of the speech project is discussed in the following sections

under the headin-s theory, software, and hardware respectively.

Seech PeoJect, Theory

The theoretical aspects of the speech program were concerned with the

following areas duri*r this period:

(1) Exardnation of the wave-function structure of the phonemes of the

English lan, uage to define the requirements of the wave-function model of human

speech.

(2) Definition of a preprocessing method to filter the raw speech string

into sub-strings amenable to wave-function analysis.

(3) Development of a one-pass wave-function analysis/synthesis system

based on the 3aussian Cosine Modulation (GCM) Model, that will accurately analyze

and synthesize both male and female speech data.

The analysis programs have been structured to provide parameters that are

compatible with the work being done on speech recognition (for example precision

frequency information).

(4) Continued studies on the computer classification and recognition of

phonetic iaforration inclvding extraction of recognition parameters from the

ASCt! paraneter set, recognition of steady-state vowels and vowels embedded

between two unvoiced phoncmes for a single speaker and preliminary studies of

the se.mentatior of connected phonemes.

(5) Studies of the data rate of the basic ASCkN representation and the

amount of data ccpressi.)r possible through the elimination of redundant wave-

function sets.
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(6) Preliminary definition of the interrelationship between the wave-

function representation and a classical formant model of human speech.

Empirical formulae have been developed relating the ASCAN parameters

to formant amplitudes, frequencies, and bandwidths.

The above topics are discussed in detail in the following sections.

(a) Wave-Function Structure of English Phonemes

The success of an analysis system based on the Gaussian wave-

function representation depends upon the accuracy with which the model covers

the set of wave-functions found in filtered human speech. To verify the complete-

ness of the model the wave-function structure of each of the 34 basic English

phonemes, for a male and female voice, was studied. Two different filtering

methods were employed for preprocessing the raw acoustic data into sub-strings

amenable to wave-function analysis. These were as follows:

1. Adaptive Filtering - Filtering the raw speech data around the

formants of the short-te2m energy spectrum as described in the previous semi-

annual report.

2. Fixed Filtering - Filtering the speech data into four contiguous

frequency bands covering the frequency range 100 - 3600 Hz in which the filter

characteristics are fixed (identical) for all phonemes. Each of these filtering

methods gave equivalent results. They both showed that the wave function model

is not complete in the sense that it covers all wave functions found in filtered

human speech. There are actually two separate classes of wave-functions of which

the acoustic waveform may be composed.

1. Waveforms with a Gaussian Envelope - The cyclic behavior of the

waveform under the envelope may be described by either some appropriate Hermite
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polynomial (Gaussian Wave-Function Model) or an appropriate cosine function

(Gaussian Cosine Modulated Model)

2. Sinusoids - Sinuseidal waveforms occuring in the frequency

region defined by the pitch-period. Experimental results have shown that the

family of sinusoidal wave-functions only occur in that frequency region defined

by the pitch-period. Higher frequency regions contain waveforms with Gaussian

envelopes. The occurance of a sinusoid is functionally dependent on the pitch-

period of the voice. As the male voice pitch-period shortens, the wave-function

structure changes from a Gaussian envelope character to a sinusoidal character.

This is illustrated in Figure C-la and b for a male speaker uttering the vowel

/i/ as in "eve" at pitch-periods of 7.8 msec and h.l msec respectively. As

the pitch-period shortens, the wave-function structure changes from a Gaussian

to a sinusoidal characteristic. Two additional examples illustrate this effect.

Since the female voice typically has a short pitch-period relative to the male

voice, it would be expected from the above that the female voice would have a

strong sinusoidal component for the voiced sounds. Figure C-2 shows a comparison

between a normal male and female voice uttering the word "put". The male wave-

function structure (Figure C-2a) has a consistant Gaussian characteristic for

both the plosive and vowel sounds whereas the female voice exhibits a sinusoidal

characteristic during the vowel segment. Figure 3 compares a normal male and

female voice uttering the word "mat". The male voice (Figure 3a) exhibits a

consistent Ga'ssian characteristic whereas the female voice (Figure 3b) shows

a sinusoidal characteristic for the voiced nasal consonant and vowel, and then

becomes Gaussian during the plosive.

The above examples show that a general wave-function analysis system must
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la iiII/hi eveill'lo ~ 0- ii00 Hz
1~i Pitch-periodii ~ 7.8 msec.

I 770 msec

lb U/i/ eve

\1~14~ Pitch-periodI
I ~~V. msecj

70 msec

Figure C-1 Male Speaker; Effect of Fitch on Wave-Function Structure
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MALE

2b FEMALE

Figure C-2 MALE vs. FEMALE Voice: ffect of Pitch on Wave-Function Structure
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3..ii'til' f~L G . Mlo 400 Hz

4.20 msea

3b 
FEMALJE

4+20 msec

'Figure c-3 Male vs. Female Voice; Effect of Pitch on Wave-Fuinction Struicture
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be able to accurately -epresent wave-functions with Gaussian envelope char-

acteristics and sinusoidal characteristics.

A method has been developed as part of the new an&lysis system that builds

sinusoids out of GCM waveforms. This permits a consistent set of parameters to

be generated by the new wave-function analyzer,

(b) Preprocessing of Acoustic Waveform

In the previous semi-annual report, a method was presented for filtering

the input speech string into sub-strings that are amenable to wave-function

analysis. This technique required the tracking of the major energy peaks in

the short-term energy spectrum of the acoustic waveform (ie. formant tracking
J

for vowels) and adjusting the center frequency and bandwidths of these filters

in covering the frequency range from 300 - 3200 Hz. It was demonstrated that

this approach would correctly filter the original speech string.

This method of preprocessing the input speech data was employed successfully

in both the analysis/synthesis and recognition studies. However, it became

increasingly evident that the digital simulation of an automatic tracking filter

was a complicated process and required the major portion of computer time in

both the wave-function ana.lysis/synthesis and recognition studies. In view of

this further studies of the preprocessing problem were undertaken with the

intention of defining a set of fixed frequency ranges which would correctly

filter the acoustic wavefoxin into acceptable sub-strings for both the male and

female voice. This study has been successful in defining the four contiguous

frequency bands

100 - 400 Hz Band 1

400- 900 Hz Band 2
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9oo - 18oo Hz Band 3

18OO - 3600 Hz Band 4

which correctly partition the original speech string into four sub-strings

whose wavefor. structure is of a form suitable for Gaussian wave-function

analysis.

An experimental approach was taken in the determination of the fixed

filter bandwidths and center frequencies. Initially the following criteria

were established as the basis for the selection of the filter specifications:

1. Filter parameters must be selected so that the resulting

sub-strings have an appropriate wave-function structure to fit the wave-function

analysis model.

2. The number of fixed filter bands must be kept to a minimum

to avoid additional complexity in the analysis scheme.

3. The fixed filter parameters must be chosen such that they

contain relevant information for recognition.

The experimental endeavor involved generation of the short term energy spectrum

of each of the 34 English phonemes for a male and female speaker. The first three

major energ; peakzs for each phoneme were then plotted as a function of frequency.

Examination of the resultant plots indicated that the energy peaks roughly occurred

in three distinct frequency regions; below 1000Hz., 1000 - 2000 Hz., above 2000 Hz.

These three fixed regions gave adequate filtering results even though two major

energy peaks would be grouped together as for example for the vowel /a/. Furtner

studies showed that breaking the region below 1000 Hz into two bands at 400 Hz

and setting the upper frequency limit above 2000 Hz to 3600 Hz gave consistently

good results. A frequency of 100 H? was established as the lower frequency limit
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to minimize random low amplitude noise occuring in the region below 100 Hz.

The upper limit on Band 1 of 400 Hz was selected to corresponc to a minimum

pitch-period of 2.5 milliseconds. For the spectrum of pitch-periods encountered

in the male and female voice this represents a reasonable choice. Additional

experimental studies demonstrated that setting the upper limit on Band 2 at

900 Hz improved the results even more since this stparated the second major

energy peak from the first for several of the phonemes.

In the determination of the appropriate fixed filter bands it was useful

to repeat the Peterson-Barney vowel map ( 1 ) into the line form depicted in

Figure C-4. This vertical line plot represents the possible frequency ranges

of the first two formants F1 and F2 (first two energy peaks) of the twelve

vowels for a mix of 76 male, female, and child speakers.

The horizontal lines on Figure C-4 define the bandwidths of the four fixed

filters. The figure illustrates that the frequency ranges defined by the four

fixed filter bands do contain useful frequency information. From a consideration

of the figure it can be seen that five vowels, (/i/, /I/, /e/, /r/, /u/) have

the possibility of the first formant occuring within Band 2, and in some cases

the second formant may also occur within Band 2. Eight of the vowels can have

a first or second formant occuring within Band 3, and seven vowels may have the

second formant falling within Band 4. The point to note is that due to the

positions of the formants within these fixed bands, some recognition information

is available by a simple examination of the sub-string. For example, due to the

lack of a formant in Band 3, the vowels /i/, /I/, //, and /e/ will have very low

( 1 "Peterson, Gordon E. and Barney, Harold L., "Control Methods Used in a Study
of' the Vowels", J. Acoustical Society Am., Vol. 24, pp. 175 - 184, March 1952.
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amplitude in this ba.cd as compared to the 
other three bands. This is clearly

illustrated in Figure C-5 which shows the output of the fixed filter pre-

processor for the word "steek". Figure C-5a shows the word prior to filtering

and Figure C-5b illustrates the four filtered sub-strings. In the 900 -

1800 Hz sub-.tring it can be seen that during the vowel portion (/i/) the

amplitude is indeed almost insignificant as compared to the other sub-strings.

Also note that the largest amplitudes occur in Bands 1 and 4, because these

are the bands in which the formants occur.

Consider the usefulners of these four frequency bands with respect to

phonemes other than vowels. Figure C-6 shows the word "shop" and its four

sub-strings. Note that the fricative phoneme /sh/ stands out clearly in the

1800 - 3600 Hz sub-string, the vowel portion stands out as a repetitive

structure in all four sub-strings, and the /p/ phoneme is indicated primarily

as a burst of low frequsncy wave-functions in the 100 - 400 Hz. sub-string.

The combination of bands 1 and 4 can serve as strong indicators of voiced vs.

unvoiced phonemes.

Another example is the word "men" as shown in Figure C-'(. This example

demonstrates how a nasal phoneme, with its voiced repetitive-like structure,

can be distinguished from a vowel. Most of the power of a nasal resides in

the 100 - 400 Hz. band while the vowel has significant energy in at least

three bands.

The fixed filter ranges, although experimentally determined, do exhibit

the comon property that there is apprcximately an octave change across the

filter bandwidth. For exarple the lower frequency of Band 3 is 900 Hz while

the upper frequency is 1800 Hz., an octave difference. Note that Band 1 is



"STEEK"

C- 5a Unfiltered

4i20 mns.I

-~ l00 - 400 Hz

C- ~t' ----- *400 - 9oo Hz

900- 1800 Hz

1800 - 3600 Hz

All sin x filtor

_-_______-A._-A _L _ -- 1_______________1 ___A _ x

kernals

Figure C-5 (a) The word "steek", unfiltered

(b) The 4f sub-strings of the word "steek"
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c-6a Unfiltered

420 Mns.

100-400Hz.

0oo - g00 Hz.

c- 6b

NA4j POW*J 900 - 1800 Hz. ji
180 - 3600 Hz. -

* Sin x
-kernels

Figure C-6 The word "shop" and its four sub-strings.
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Figure C-7 The word "men" and its four sb-strings.
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the one exception to this observation.

Figure C-8 compares the original and synthetic versions of the word

'"ax" as recorded for a male speaker for the adaptive and fixed filtering

approaches. As indicated the synthesized version of "max" using adaptive

filtering (Figure C-8b) and that using fixed filtering (Figure C-8c) compare

favorably with the original word.

The purpose of the preprocessor is to transform the input acoustic

waveform denoted as a "string" into "sub-strings" that are amenable to

wvave-function analysis. It has been demonstrated above that a high-quality

wave-function representation can be obtained by filtering the input string

into four sub-strings covering the frequency range from (100, 3600) Hz. Let

s(t) be the original string with frequency components in the range (00,36OO)Hz.

Then 4

s(t) =n=Sn(t) (C-i)

where s n(t) is che nth sub-string. In tha frequency dorain
4

S(OW) = n-- Sn(Jw)

The frequency regions Rn corresponding to S (Jw), n = 1,4 are divided in

the following manner:

100 < P, < 400 Hz

400 < <900 Hz

900 < R3 < 1700 Hz

1700 < R4 < 3600 Hz

This separation into four contiguous frequency regions corresponds to

convolution of sin x/x type bandpass filters with s(t) to obtain the sub-strings.
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Figure C-8 Comparison of original and synthetic versions of word "max" from |
male speaker using adaptive and fixed filtering.
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By applying the discrete convolution equation each of the four sub-strings

for the system simulation is obtained as

62
s () 6 s(k) h n(J-k) (C-2)

where sn(k) = Sn(t)It=kT k = 0,1,2...

sin(2rrB n(J-k))
hn(J-k) = 2Bn 2TBn(j-k )  cos [2UF (J-k)]

and T is the discrete samplirg period. The parameters of the nth convolution

kernal hn(t) are defined from the nth region. For example B2 = 900 - 400 = 500 Hz

and F2 = (400 + 900)/2 = 650 Hz. Equation (C-2) is utilized for simulating

the fixed-filter preprocessor on the UCSB 1800 speech system.

(c) Improved Wave-Function Analysis/Synthesis System

The process for wave-function analysis of human speech that has

evolved at UCSB is a three-step operation.

1. Record a sample of speech of time length T

2. Preprocess (filter) the speech sample into four sub-strings

each of duration T

3. Analyze each sub-string into its set of ASCAN parameters.

Previous work at UCSB has used the Gaussian Wave-Function family as a

model for the individual wave-functions in the filtered sub-strings of the

raw speech string. The family of Gaussi n wave-functions is the set of

derivatives of the Gaussian function e . The nth function is explicitely

described by the Gaussian function multiplied by a Hermite polynomial of degree

n. The family of functions satisfy the differential equation

22  
2 2 + _ +. 2 )u(t)0 = 'UMt + ( -) (t-C)U(t) + (N - Ut (C-3)
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with initial conditions

u(c) - A cos

b(C) = A sin

N is a physicaJly descriptive parameter defining the number of half cycles

of the Hermite Polynomial which occur under the envelope of a particular wave-

function. The relationship defining N is

N n + 3/2

where n = order of the Hermite Polynomial. There is no closed form solution

which describes this family of wave-functions. It has been necessary to

implement a recursive solution to Equation (C-3) in order to generate any

arbitrary wave-function of this family. This complicates the problem of

analysis and synthesis.

As reported previously, an asymtoptic solution to Equation (C-3) has

been obtained which is of a closed form and is also valid for the range of

wave-functions encountered in human speech. This solution defines the

Gaussian Cosine Modulated(GCM) family of wave-functions. Any arbitrary member

of this family of wave-functions can be described by

2Iu -) A (2 lkt-c))
U =t -eCos (WO(t-C) ) (c-4)

w0 = 2rrF

The solution is thus a Gaussian envelope of amplitude A, center in time of C,

and spread in time of S, multiplied by a cosine wave of frequency F and
0

phase with respect to C.

'Ihis model still has only five parameters describing the entire wave-

function but now the set of ASCON parameters is replaced by the set of AFCOF

L.___________ _________ __
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parameters. A representative wave-function is show,- in Figure C-9.

The parameters of the ICM model as in the Gaussian Wave-Function Model

are chosen to be physically meaningful in describing the given wave-function.

A = Amplitude of envelope of wave-function

S = Spread of wave-function envelope or that time interval during

which 99 % of the energy of the wave-function occurs.

C = Center of the envelope in time

= Phase of the cosine wave with respect to C

F = Frequency of the cosine wave

From a computational and conceptual viewpoint the GCM model is much

simpler to operate with. Therefore a new analysis and synthesis has been

developed based upon this model.

GCM Wave-Function Analysis

Previous work in developing the wave-function analysis process required

a multi-pass analysis on a given sub-string of data. This process is undesir-

able because it generates multiple sets of wave-function parameters for each

sub-string and multiplies the amount of time required to analyze a given sub-

string by the number of passes on the sub-string. Investigation showed that

multi-pass analysis was required due to three problem areas.

1) Improper preprocessing (filtering) of the raw speech string

2) Inaccuracies in the analysis process

a) Sampled data inaccuracies

b) Failure to set practical limits on calculated parameter values

3) Inability to handle sinusoids, particularly on the female voice.

From an ideal standpoint, a one pass analysis system is desirable in order
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A
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2

F01

02(T 2 -T 1 )

Figure C-9 Representati.ve GCM Wave-Function
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to achieve maxim,= speed in the analysis process and a minimum number of

parameters to describe the speech sub-string.

In order to achievw this goal, a new analysis system, based upon the

GCM model, has been developed which accurately performs a one pass analysis

on any arbitrary speech input from a male or female voice. In conjunction with

this, a GCM based wave-function speech synthesis system has also been completed.

Each of the problem areas that necessitated multi-pass analysis has been

investigated and the appropriate solution has been implemented in the new

system. Problem area one, improper preprocessing, has been solved by the

definition of the four correct fixed filter bands previously discussed and

then constructing the appropriate sin x band pass kernals to use in thex

existing digital filter convolution programs. Problem area two, inaccurate

analysis, has been solved by performing an error analysis on the wave-.fanction

process to define the significant analysis errors that needed correction.

These were:

1) Improper estimation of extrema and times of occurence due to inac-

curacies in the sampled data. This factor introduces a significant error,

that is a function of frequency, into all five parameters. The error is

mfnimized by implementing a parabolic curve fitting operation to the sampled

data during the extrema detection operation.

2) Failure to set bounds on calculated parameters. The sampled speech

d.ta varies at times significantly enough from the wave-function model, so

that, unless the S parameter is bounded, irrecoverable errors are introduced

in the Residue calculation process. To avoid this, when analyzing a given

wave-function, the speech string is extrapolated into the future to locate the
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next wave-function. S is then bounded so the present wave-function does not

couple beyond the center C of the future wave-function. The character of the

future wave-function is therefore not destroyed by an error in the calculation

of the parameters for the present wave-function. Errors in the other four

parameters were found to be generally small enough to avoid the necessity of

bounding them.

The third problem area, inability to handle sinusoidal wave-functions,

was solved by

1) Setting filter Band I to an upper limit of 400 Hz. This limits the

sinusoidal component to Band 1.

2) Construction an algorithm in the analysis process that detects the

presence of a sinusoid and then generates a set of ASCF parameters from which

the sinusoid can be built. The algorithm is specifically tailored to generate

one wave-function per pitch period, even during a sinusoid, so that the pitch

information contained in the C parameter is retained for the recognition system.

As in previous work, the new wave-function analysis system is based upon

a four point analysis of a given wave-function that uses the four extrema

grouped around C to calculate the five parameters to define the wave-function.

This requires an extrema detection process which maps the sampled data format

into an extrema (peak vs. time) format. Therefore the first step prior to

the analysis process on the filtered sub-string is to convert the sampled data

sub-string into a list of extrema. Define

S(t) = Acoustic waveform speech string

Sd(t) Sampled acoustic waveform speech string

Sdn(t) = Sampled filtered sub-string n = 1,2,3,4
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WKn = Extrema listing of speech string n = 1,2,3,4

A block diagram of the process prior to analysis would then le as shown

in Figure C-lO.

The analysis process then consists of scanning the extrema list w toKn

isolate the wave-functions in the sub-string and then to calculate the five

ASCOF parameters which define each isolated wave-function. Since four points

are used to characterize a wave-function, the extrema list is scanned using

four points at a time until a stopping condition for a wave-function occurs.

Determining the ASCF parameters is therefore a two step process: 1) Satisfy

titopping criteria to isolate a wave-function 2) Calculate ASCOF parameters.

Once the parameters of a given wave-function have been determined, the effect

of the wave-function coupling into the future must be removed to be able to

correctly determine the parameters of the next wave-function. This is accom-

plished by building the calculated wave-function and then subtracting out its

effect from the extrema listing. This process is the Residue calculation.

A block diagram of the entire analysis process is shown in Figure C-li.

Extrema Detection and Correction

The sub-string to be analyzed is in a sampled data form. This is converted

to a sign magnitude (peak) vs. time format by the extremum detection and

correction operation.

Let th
x = j sample data point

J = index of sample data list J = 1,...,744o

The operation is defined in the flow chart of Figure C-12. The analysis system

used depends upon accurate extrema parameter values. Since sampled data ir
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S(t) S(t) S Wd(t) Sd(t)
A/D Preproces-or - -:.:- Etrema

17.5 LHz. (Fixed Filter) Detection andi I |Correction

Microphone . . ... ... ... .t t . . .

Kn

Figure C-10 Block diagram of preprocessing and extrena conversion processes.
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Yes No-[Isj x or 0

S Yes
.J... . is x >

No INo

j j i+ I j j +1I

T - (j-1) 1
Xor = F [xj, X , x. ]
1corr Fx~XJ+ 1 XJ-1 )

Tcorr = F [xE, xj +l, xjl j]

wv x + x
S 3 j+corr

Wk T + Tk+1 = T+Tcorr

k=k+2

No ,Is M < 0 Yes

Figure C-12 Etrema detection and correction flow-chart
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only an approximation to the true extrema, a parabolic curve fitting is done

to the sampled data to precisely define the extrema. This is accomplished by

the following relations.

Sampling Frequency = 17.5 kHz

TS = 1/17.5
jth 

'

T (J - l) X TS Time in msec. of j sample

(x-- * X-V(2 TS (C-5
B =(x+ 1  Xl)/(2 TS) i~

XCORR B /(4A) = Correction to peak value

TCORR = -B/(2A) = Correction to time value

Stopping Criterion (Normal)

When scanning the extrema data list n, a criterion is established to isolate

a wave-function behavior

K = Extrema data list index

w = Extrema data list

K = 1 = Initial condition

W= Sign magnitude of extrema

WK+ = Time of occurence of extrema

Figure C-13 illustrates the character of a wave-function in extrema format.

Figure C-13 Wave-Function K+

in extrema form.at
W

W!

K+3 K+7

wK+l K+5

K+K56

WK+2
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The following quantities can be defined from Figure C-13 for a wave-function

in extrema format.

K = present index of extrema data list

WK - Peak 1

W K+I - Time of peak 1

W K+2 a Peak 2

WK+3 V Time of peak 2

W K+4 - Peak 3

W K+5 ft Time of peak

W K+6 = Peak 4

W K+7 a Time of peak 4

The stopping criterion is

STOP if

IW K+21 wK+6 1

and

IwK+4I ;t'K

otherwise increment the index by 2 to K + 2 and check for the stopping critericn

again.

If the stopping criterion is satisfied, this means that A and C will occur

during the time interval defined by (wK+3, K+). The stopping criterion is
K3' K+5

equivalent to the presence of a local maximum or minimum in the extrema data

list.

Once the normal stopping criterion has been satisfied, the ASCF parameteis

of the isolated wave-function are then calculated. This process is accomplished

by making calculations based on the known geometry of the wave-function family.
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The four extrema define four points in the envelope of the wave-function. This

is sufficient information to calculate the S and C parameters. Once S and C

are known, A anti 0 can be calculated from either of the extrema adjacent to C.

The time values of the two extrema around C can be used to determine the

frequency parameter. The ASCPF parameters are thus found from tht fol lowing

expressions.

Determination of F

WK+5 - Time value of extrema to right of C

WK+3 
= Time value of extrema to left of C

F (c-6)
K+5 K+3

Choosing the two time values at the -,enter of the wave-function minimizes

errors in the frequency calculation due to coupling from adjacent wave-functions.

Calculation of S S . -I-

s [ 2 in J2(o a) Ic

[IwKI + +K-21 [IwK+41 + IwK+61]

where these variables are defined in Figure C-13.

[wK 2 +4]

Figure C-13 efinition of variablez ,K4 -i-
x,y,aid z for computation of Gam..a x . IWKI + IwK+21
for Equation (c-1). K + 1U, K+61

1~W K+2I + 1W K+41

z

W3
WK+6

K--2
|
I
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Computation of C

C = U K+3 + (- U) K+5

where

RHO = Ky I - IwKI
1W K21-ILL K+1x> Y

U = [n/2 - atan (PO)] 2)(C-9)

RHO +2 - IWK+6I

1W I I
K+y K<

U atan (PHo) 2/l

Calculation of A 2
I -( C)32

A = I e (c-10)

Calculation of

2rF (+w C) WE2 < 0
Y+3 K+2li

rtF ((u -C) + w > 0
K+3

Equations (C-5) through (C-il) represent the basic wave-function analysis

method. To compensate for deviations in the speech data from the basic GCM

model, two additions are required

1) Band 1 sinusoidal analysis

2) Upper limit on S

Sinusoid Analysis

The sinusoidal component takes the form of a sinusoid multiplied by the

volume emphasis function of the human voice. As such the normal stopping criterion

for a GCM wave-function will not detect the e).istence of a sinusoid. The transition

into steady state portion, and transition out of the voiced sinusoid muct be
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detected. This is accomplished by again forming ratios based upon the four

eztrema being tested in the extrema list. The sinusoid is characterized by

all four of the adjacent extrema b-tng cf approximately the same magnitude.

Therefore the sinusoid stopping criterion is as follows using Band 1 information.

Is X S z

YC' 7 FTA = -z

No ETA = z/x

Is ETA < .9

Yes Go to 0CM Stopping Criterion

No Is y z

Yes ETA y/z

No MTA = z/y

Is ETA < .9

Yes Go to GCM Stopping Criterion

N- A sinusoid exists

Tien set

Gamma = .3

U= .5

a d set these values into the normal set of equations to calculate the ASCAF

p rameters.

This will crtate a GCM wave-function to fill a pitch interval(one cycle

of the sinusoid) of the voiced sound. This process is graphically illustrated

in Figure C-14.

Since there is no coupling from the derived GCM wave-function into the

future, the Residue calculation process is bype.ssed.
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Figure C-15 *0CM Wave-Furnctior: Analysis Flow Diagram
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Upper Bound on S Parameter

Of the five parameters, errors in S have the most effect on introducing

errors in the analysis process. This is because the S parameter defines the

amount of coupling between adjacent wave-functions. There are significant

enough deviations in the actual speech data from the GCM model to introduce

unacceptable errors in the S calculation if S is left unbounded. To minimize

error coupling between adjacent wave-functions S is limited so that themax

present wave-function does not couple past the center of the next wave-

function. The maximum value of S, Smax, is given by the relation

S = 2(C - C) (C-2)
mix i+l

where i is the wave-function index.

S can be approximated by
max

max 2- (W (C-13)
= K--i 1  K+2 i

The solution to Equation (C-13) is acccmplished by searching the extrema

list ahead in t'me until the next wave-function is isolated by the normal stopping

criterion.

Lower Bound on Gamma

Gamma = .3 corresponds to four peaks existing under a Gaussian envelope

in the GCM model. Since a four point analysis system is used Gamma . = .3.rd n

A flow-chart of the complete wave-function analysis process is shown in

Figure C-15.

GCM Wave-Function ynthesis

Assuming that the ASC F parameters have been correctly sorted into the

four different sub-string sets, the synthesis is a straight forward process.
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The synthesized sub-strings Sn(t), n = 1,...,4 are obtained by application of

Equation (C-4). Thus

an(k) ( n(C-14)

where ,q(i,n) denotes the ith set of wave-function parameters corresponding to

th
the n sub-string, and k denotes the discrete time index; i.e.,

t = kT, k = 0,1,... where T is the sampling period

The symbol. y denotes the wave-function as a function of these variables.

In computational form, 2

y((i,n),k) = A(i,n) ex[kT-C(i,n) ]2  S(in)]

cos [2rTF(i,n) '[kT-C (i,n)] - 0,'i,n)] (0-15)

where

0(in) =A(in), S(i,n), C(i,n), 0(in), F(i,n)] (C-16)

as the wave-function parameter set. Since each wave-furfction dies off as an

exponential squared, only those located nearest to the corresponding present

time t need to be evaluated at the index k.

The total synthesis of the estimated string s(t) is denoted by s(t) and

is calculated in discrete form by summing the sub-strings. Thus
4

sk Z n (k)  (C-17)

Examples of the New GCM Wave-Function Analysis/Synthesis System

To illustrate the accuracy of the new, one pass, GCM wave-function analysis/

synthesis system , representative phonemes and multiphoneme sounds from the male

and female voice have been analyzed and synthesized. Figure C-17a shows a

comparison between the original vs. synthetic waveforms of a 196 msec. segment
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of Band 1 of the vowel /C/ as in "met". Figure C-17b is a more detailed view

of a 35 msec. segment of the same vowel with the synthetic (dotted) waveform

plotted over th: original. A comparison of the original vs. synthetic wave-

forms of a 47 msec. segment of Band 2 of the same vowel is depicted in Figure 38a.

Figure 18b shows a detailed 35 msec. comparison of the same vowel. In Figure

19a the synthetic and original waveforms for Band 2 of a 119 msec. segment of

the vowel /a/ as in "all" are illustrated with Figure l9b showing a 35 msec.

detailed comparison. Figure C-20 compares the synthetic and original waveforms

for Band 3 of the same vowel. Note that here, the analyzer fitted in only one

function per pitch period. Figure C-'l shows Band 1 of the synthetic and

original waveforms of the fricative consonant /f/ as in "for". A comparison

of Band 4 of the synthetic and original waveforms of the fricative consonant

/th/ as in "she" is illustrated in Figure C-22. Figure C-23 shows Band 4 of

the synthetic and original waveforms of the stop consonant /t/ as in "to".

Looking at multi-phoneme sounds Figure C-24 shows Band 1 of the word "me"

uttered by a female speaker. Both the n.sal consonant /m/ and the vowel /i/

were sinusoidal and were both accurately represented. Figure C-25 illustrates

the "ei" part of the word "pfeifer" uttered by a male speaker. This figure

shows that even the coupling between vowels is accuratly described by the

analyzer. Figures C-26a through e show a detailed comparison of each of the

four bands and the synthetic versus raw speech string for the word "pete"

spoken by a female. Examining Figure C-26a which shows the four synthetic sub-

strings summed together to form the synthetic speech string, demonstrates how

accurately the synthetic speech duplicates the original.

The GCM analysis/synthesis system described in this section will be utilized



NOT REPRODUCIBLE

a)~ Synthetic

j 
Original

41 I

196 msec. segment

b) Solid = Or-iGinal

Dotted Synthetic

(. 4 435 msec. segment

* Lurc -TCeLT~ verzuv syr'lctic waveforms of vcwc"ie as in "met"; Band 1.



, *1 1 , a) 1147 msec. segment

- Ii''' ~Synrthetic

-I i ! :!i i '! i f !1 i " *
, , 1 . ,

. - , ., * 4 - - - -t

'I , I' '' ,.  j Il l -11.."I ,

'Original

Figure C-K18 Band 2 synthetic and original
waveforms for vowel 181 as in "met'. b) 35 msec.r

eent

Solid = Original .- f i

Dotted= \ i'

a) 119 msec. segment

b) 35 Msec. , , h /f
segment \/\ 4vA 1 jI

i: I V, v -ill
Solid = Original '
Dotted -

Synthetic

Figure C- 19 Synthetic and original waveforms for Eand 3 of vowel /a/ as in "all".
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Figure C-22 Band 4~ of the original and synthetic waveforms of' the fricative
consonant /sh/ as in "she"

~ J~,i.FfIl ~Synthetic

~1itjjjjj~jjjjOriginal

Figure C-23 Pand It of the original andQ synthetic waveforms of the -top
consonant /t/ as in "to".
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in the SEL-81OB speech system curre.ntly under L.nplementation.

d) Computer Classification aiia Liecognition of Phonetic Information

The research pxjgram in the classification and recognition if phonetic

information conducted since the last report has yielded very favorable

indications that recognition information can be extracted from the ASCAN

parameters and used to perform reliable recognition of connected speech.

The results which have been obtained which lead to this conclusion are as

follows:

1) Extraction of valid frequency information (formant or otherwise) from

wave-function parameters.

2) The ability to make a successful vowel map by -lotting formant 1

versus formant 2 for steady-state vowels based on frequency data obtained

as described in (1) above.

3) Determination of useful fixed-filter bands which can be used for

speech recognition.

4) Recognition of steady-state vowels of a single speaker using 3

fixed-filter bands.

5) Recognition of vowels embedded between two unvoiced phonemes for

a single speaker, using 3 fixed-filter bands.

6) Preliminary study of the segmentation of connected phonemes using

4 fixed-filter bands.

These results are discusse!d in greater detail in the following sections.

Extraction of Valid Frequency Information from Wave-Function Parameters

In addition to the normal wave-function parameters, the present analyzer

also provides frequency information in the form of a parameter U given by
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U AT

2

w radian frequency

AT= 57 microseconds (sampling interval of
A-to-D conversion)

From this relation the frequency in Hz. can be calculated as a function

of U and represents the frequency of the center of the wave-function

u (c-18)

The average frequency of the wave-function can also be calculated from

the wave-function parameters N and S, where

N
f = N

S

In working with a wave-function analyzer one of the most important factors

in obtaining good parameters is the proper filtering of the raw speech data

into appropriate frequency bands or sub-strings. An example of such a sub-

string and its corresponding ASC N and frequency parameters is shown in

Figure C-28. It is an 18 ms. portion of the 1200 - 2100 Hz. sub-string of

the vowel /ae, as in "at". An examination of the frequency data shows that

the frequency from one wave-function to the next is not constant, even within

one pitch period. This is of course to be expected because of the bandwidth

involved and the frequency components which make up the voiced sound.

If it is desired to determine formant frequencies from this type of data

then the original speech stream must be filtered into two or three sub-strings,

where the bandwidth of each sub-string contains no more than one formant

frequency. Assuming the voiced sound is a steady state vowel, then an 18 Ms.

section like that of Figure C-28 is representative of the entire vowel. A

close estimation of the formant frequency within each sub-string can now be
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mnde by taking a weighted average of the frequencies of the wave-functions

within the 18 msec. interval. Fach frequency term is weighted by the amplitude

o" the wave-function it represents. Thus, those wave-functions Wifn high

amplitudes contribute more power and are given more weight in the frequency

equation
Af a - Abf b + Ac f c + ... + Afaa-- (c-19)
Aa + Ab + Ac + ... + A

Using the amplitude and frequency data of Figure C-28, formant 2 for that

particular vowel was calculated according to Equation (C-18) to be 1835 Hz.

Figure (C-29) is a magnitude vs. frequency plot for the same vowel /ae',

unfiltered, during the same time i,.erval as Figure C-28. The approximate

values of formant 1 and for..ant 2 are noted on this plot. It should also

h? noted that the values of formant 2 from the plot and from Equation (C-19)

are within approximately 50 Hz. of each other. This kind of close relationship

hrl been demonstrated for the first two formants of all the vowels.

Successful Mapping of Formant Frequencies Derived from Wave-Function

Parameters for a Sinale Speaker

The key to valid formant frequency calculation from wave-function parameters

is the proper filtering around each formant. For connected speech this would

imply some sort of automatic formant tracking filter. Since no such tracking

filter exists it was necessary to simulate one. The simulation procedure

involved taking a fourier transform of a representative sample of a steady-

state vowel. Figure C-30a shows an 18 msec. portion of the steady-state vowel

/u/, as in "boot". Its corresponding Fourier transform plot is shown in

Figure C-30b. From (b) the frequency cutoffs around the first two formants

were chosen as 144 - 720 Hz. and 720 - 1700 Hz. Figure C-31 depicts the data
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Figure C-32 18 msec. portion of the steady. state vowel I'u/j as in "boot"
filtered P 72 70 Hz.
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in the 720 - 1700 Hz. band. In both bands the data looks good from the

standpoint of having a nice wave-function structure.

The filtering operation was performed using a convolution program in

the IBM 1800 computer, resulting in an approximation to an ideal filter.

The filtered sub-stringc were then analyzed and formant frequencies cal-

culated from the wave-function parameters.

As mentioned the first two formants for 10 steady-state vowels were

calculated according to Equation (C-19) and those results were plotted

as shown in Figure 33. Each vowel was spoken at least 3 times by a single

speaker, and at different pitches. This plot indicates the "vowel loop"

for that speaker and shows reasonable separation between the vowels.

Verification of the results obtained from the procedure just described

was accomplishea by two means. 1) The frequencies calculated from the

parameter data were compared with the locations of the formant peaks on

the Fourier transform plot. 2) The overall results of Figure C-33 were

compared with those of the Peterson and Barney plot (1) which is a plot

of formant 1 vs. formant 2 for 76 speakers - men, women, and children.

While the formant map of Figure C-33 looks as though it could provide a

good foundation for vowel recognition, there would still remain the problem

of filtering. As was mentioned in the discussion of the preprocessor the

simulation of an automatic tracking filter required a large amount of computer

time in the recognition studies. As a result a set of fixed-frequency para-

meters were defined and are now being used in the recognition process.

Fixed-Filtering as Related to Speech Recognition

As indicated in the discussion of the preprocessor the fixed filter
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parameters which were selected were chosen so that they contained relevant

information for recognition. The wave-function parameters resulting from an

analysis of the fixed-filter sub-strings for the word "steek" (Figure C-5)

are shown in Tables C-1 through C-4. Table 4 is incomplete because of the

large number of parameters involved. Besides the five wave-function parameters,

each Table contains the average frzquency of each wave-function, the difference

between the successive principle C parameters (labeled DELTAC), and the

difference between successive principle frequency terms (labeled DELTAF).

The principle frequency and principle C just mentioned. are those associated

with what is called the principle wave-function. The definition of a principle

wave-function during a voiced sound is: that wave-function having the maximum

amplitude of all the wave-functions within one pitch period. Therefore, there

is one principle wave-function associated with each pitch period. In most

cases the voiced phonemes in the 100 - 400 Hz. sub-string are made up of one

wave-function per pitch period. Therefore every one is a principle wave-

function. This can be seen by looking at Table C-i. The principle wave-

functions are marked by a star next to the amplitude parameter. DELTAC in

this case is a valid pitch period measurement and shows the change in pitch

as a function of time, thus providing information on voice inflection and

accentuation.

It is also possible to have up to seven or more wave-functions per pitch

period. When this occurs, the one with the largest amplitude is classified

as a principle, while the remaining wave-functions are classified as followers.

Referring back to the sub-string shown in Figure C-28, the principle wave-

functions occur at times A and B. The parameter listings of Table C-A for
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p.!pfn 1 fF "STF I'" SI!' X FI LTr' KF rMF L \o0 ---N00 IAV.

24. PARArl:TrS
24 SORTED PARAt;rTFRS

A SCIS.) r(NS.) DELTAC 0( )Fn F(;'Z.) DFLTAF

0.0306* 11.90 133. 3 360.1 2.56 171.1.
0..'973* 7 .z 45 144. 21 11.17 1409. 1; 1.75 235 .3 63.9

0.6 4C7* 9.15 150.7 6.06 130.?0 2.1.6 269.1 33.7
0.6951* 9. G 157. 3 6.qF 61.11 2.72 2 2. 1 12.9
0. 9 062* F,.79 16 .27 6. IIs 19.1 2.46 2.0.0 -2..
0.7q2r,* 0.25 170.71 6. 1 .1 1.. 2.61 2.^2.5 2.F

0.7797* , 9.19 177.09 6. 33 3.7 2.61 2,"4.2 1.7
0.7725* 9.21 1P q3.54 6.. ,; 42.1 2.61 2,3.7 -w.5

0.751,0* 9.111 19698 6 . I 4 41.1 2.6.6 2C3.. 4 -0.3

0.72"11,* 9.f3 196. F2 6. 11 39.5 2.72 2n2.9 -3.F

0.7311* 9.66 202.07 6.5r; 35.0 2.72 2(2.I -3.r.

0.7129* 9.97 209.cn 6.61 33.4, 2.78 27P.9 -3.1

3.7n15* 10. ,In 216.2; 6.66 3,0." 2.7F 276.2 -2.7
3.63* 10.U1 223.19 6.1'4 20 .1 2.91 274.5 -1.7
0.6021* 10.71 229.99 6.09 22.1 2.91 272.0 -2.5

0.6q77* 11.11 236.9'4 6.9S 25.5 2.97 268.0 -3.9

0.6132* 11.1.7 21 4.13 7 .1 2'..! 2.91 26..5
0. S 13* 12 9 251 .5t 7.1,1 22.1 3.n05 252.1s
0. I01* 12.61 259.17 7.6.3 1.7 3.12 247.6 -4.7

0.4103* 1G.65 257.27 10.O 357.2 4.13 247.9 0.1

0.26?07* 13.12 276.5G 9.29 256.3 3.2'3 2 4. 2-

O.3S5n* 10.C.2 2P5.17 8.60 200.& 2.56 2356.5 -7.6

n.01.6* 12.9, 294I.17 9.0 3522.6 2.7E 214.9 -21.5
0.fn423* 15.16 364.97 9J.0 360.0 3.45 22?0.2 13.2

Table C-i Wave-function parameters for the 100 - 400 iz. sub-string of "steek".



"STrrK" -- O - 900 11Z. SO PT9

34 P/"'AfrTFPS NOT REPRODUCIBLE
29 -OPTFD PARA';'TFPS

A S(IS. ) (!S.) rFI.A OL(T',) F (11Z.) r LTAF
0. 0338" 6.71 132.q2 360.1 it.7It 706.9
0.0302* 4.83 13P.3' 5.111 0.9 2.66 55!.; -155.6
0.16,3* 11 .9 146.60 P.26 324.K3 5.S6 4G3.9 -!7. 4

0.3070* 10.55 152.70 6.0 17.P 5.33 F05.6 41.7
0.431 * 21 !t s .i1 5. It! 196 3 z57 554.7 49.0

0.46* .66 164.3 3 6.21 224.9 It.714 547 . -7.6
0.4535* 9.05 170.54i 6.22 25 .It I4.I41 51*.n 1 .3
0.4225* t,.02 176.9C 6.1411 230.% '4.41 550.3 2.2

0.3723* 7.90 1,P3 .42 6.I4l 227,5 I. 141 552.5 2,2

0.3G142* 7. 47 1..C6 6.41I 223.7 It.12 552.5 0.1

0.32r* 7,63 i96.-G 6.fig 21I. 0 14.13 514'.7 -10.7
0.2957* ".1.7 202.07 6.61 193 .1 '4. Ill rt0.7 -1.1
O.2S29* 7.77 20 0 . 6.61 13. It.13 531. -S2
O.266C* 9.21 21.6.31 6.72 l!fG.C '4.7s F]5.n -16.;
0.2670* 9.fC6 223.1 6.E I 14(.1 4.02 409.3 -15.0
0.2 j, P .71 230.16 7.n1 120. C 4.11 506.6 7.3
0.2225* 7,47 237.20 7,12 1 l .0 .3.76 03.7 -2.?
0.2106* .65 2141.75 7.4C 60.14 4.26 493.2
0 ."1 P *G , ,2 252.16 7 .It 19 4 1 3 o", fin3, -

0.17 2* 7,.5 259.20 7,63 30.! 3.46 490.6
0.0719 7.61 263.1,5 25" .2 3.12 41.3
0,_12 17* 5.37 267. 5 7.75 35.11 2.00 401'.1 4.2

0.0492 7.45 270.23 357.2' 2.qo 310.2
0.n624* 9.79 277.10 9.74 175.4 .8 396.11 -U .5
0.04i'43 5./6 2t2.26 102.9 2.7C 41.2.3
0. 347- 5.31 2"6 .3 9.63 77.2 2.7 R23 .5 127.1
0.n337* 5.C14 291.66 4.7! .5.z4 3.12 525.r 2.3
3.27ft* 6.,3 373.15 ] .61 36',.3 0I.13 6&- .6 1
0.04o0* 3.r79 3C0.19 6.It 179.9 2.56 602.9 , .3

0.0332 3.27 302.75 1SE4.5 2.24 626.3

0.0677* 0.35 387.31 7.12 170.9 4.57 547.0 -145.0
0 .,14141 0.74 391.17 26S.6 4.26 40 .1
0.0366* 4 n.i 400.31 12.9 234.0 2.41 537.1 50.1
0.03143* 5.04 404.1' 3.87 259.1 3.12 611.5 22.3

Table C-2 Wave-function parameters for the 4OO - 900 Hz. sub-string of "steek".
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NOT REPRODUCIBLE

$I ',rcv', .- V000 - 1,"O3 "Z S;rT

20 PARAMIUTFfS
13 SOP.Tt1 P VIA ": TFrS

A S (S.) r (,iS.) )c LT/Pt. r (")t n ) ' V('Z.) nrLT/A.
o. 36')* 1."3 12 .V.Ir 306.6 2. 46 1362.5 -

21.0 17.I 2 .71 72.G 2.46 3293.5 -690
0.15 73* 2.2G 9.63 14.2 r  179.' 3.20 1396. 0. 11
9. 1117 1 2. 12G 47..21 69.1 2.61 150C.1
0.f'173 2.22 ;1.6 6.' 2 17.9 3.20 10.11%
0. r* 2.r, 2 17.03. 2P 6.32 17q.9 3.7 1096.9 7.4
0O. f)6139* 2.F c, 164. r-1 6.1 2 17qt.9 3.C.5 14 17.6 - 2 9.!,

0.9F32- 2.r,2 173.F2 6.21 233.", 3.5 141G.4 -7.1
0. 11It"'5- 2 . Ar, 177.1;2 6 . 10 179.'1 3.76 14 17. C 7.1
0. 1477-* 2 .2 2 1."r3.r2 6.49 1?7 .3 3.12 14119. -7.i.
0..1 37- 3.36 110. _ i 6. 12 179.9 4;.71S !k 10. 40 .i
1). 0"37* 3.4,! !'5.C9 6 .44 179.1 4 .7h 13C:3.4 -2 C.2

1.K* 2..3 201].19 6 .10 179.9 2.97 135S. ...
0. Il6 € *  2.13 209.73 6.61 179.9J 2.97 13q6.16 .
0.q;37- 2.1;3 216.20 G.490 2 69 .1 3.2n 13M92 -27. 2
o.nx32* 2.43 222.1E, 6.7," 26°9.9 3.29 M30.1 -39.q
0.13G=; *  2.1.9 229.11 7.03 179.9 2.97 1355.9 2S;.7
0.n';:2- 2.46 23tC.Sq 6.89 2C3.9 3.20 122',9.5; -!G.%
!).9"106* 1.93 2tsar. 24 7 .3.F 17q.9 2.4;6 !3%2.1 43.h

0.9;31, 2.12 3C2.F1 13r.56 90.0 3.29 1355.9 12."

Table C-3 'Wave-function parameters for the 900 - 1800 Hz. ub-zst-ing of 'nateeke.



"STFFr" -- 1800 - 3600 "Z. -- Sr"T9 b2.

201 PARAIIFTFrPS
75 SflRT!Fr PAPAf;tTFPS

A S(!IS. ) r(:IS.) nFLTAr: 0( -) to F (',Z.) FLTAF
0.0271* 1.26 21.4i0 179.3 4.12 3263.1
0.0332* 1,00 21.31 0.91 9.') 3.20 7189.8 -73.9
.0338* 1 .4c 33.3I 12.02 360.0 Is.714 3189.7 -0.i

(a) 0.')338- 1.1,5 34.92 1.fi 360.0 1&.7fI 326't.. 7h.1
O.01155* 1.22 35.91 1.0c- ec.0 3.P7 3153.9 -110.0
0.03:2 1.11 36.76 18i.8 3.76 3P1.7
0.02q7* 0.12 37.27 1.16 216.6 3.12 33C1.9 22F.n
0. l34/ * 1.20 3F.07 0.79 3. C 4.12 3226.3 -155.6
o.027. 1.33 4.4.57 179.9 I.12 30V..5
0.n33 * 1.53 4F.8C 7.90 360.1 4.74, 3OE .5 -141 .7
0.0332* 1.00 56.25 10.37 260.9 3.20 31C9.7 105.]
0.0274* 1.25 5P.2! 1.q0 179.9 4 .12 3302.1 112.6

0.6226* 1.1!F 171.f5 6.27 "469.0 3.97 2673.3 121.5
0.36GI 0.69 172.65 7,.6 1.85 2699.0
0.370C 1.!4_ 173.39 33.J 2.97 2 59.0
0.2325 0.55 174,07 160.6 1.50 26C,9.0
0.2365 1.no 171I.76 34.0 2.72 2699.06.634&2 0.73 175.101 211.? 2.2S 311(.9
0.123: 1.13 176.07 224.9 3.2P 2 93.6
0.0933 1.20 176.C7 26c.9 3.12 2Fn9.0

(b) 0.631* 1. )43 174.23 6. P 335. 3.76 257"-.3 0.0
0. 4370 0.92 179.13 75.9 2.16 2339.1
0.3797 1.09 179.83 201.1 2.61 2373.8
0.19q9 2.54. 101.20 269.9 G.09 2399.1
0.2277 1.1 181 .... 122.1 3.55 2506.1
0.2197 1.0 102.68 226.2 2.56 2353.7
0.1R5 6 0.09 183.36 32. . 2.2.0 2'51.9
0.5317* 1.65 1F4.67 6. 41; 321.1 ;.. 4! 2673.3 0.0
0.37?I4 1.13 10P; .t42 41.11 2.72 2399.1
0.2334. 2.71 11.6.33 F9. 5.82 2 142.7
0.2005 1.18 107,61t 195.0 2.72 2506.1
0.2371t 3.59 MC ..4. 2F8.7 n.10 2227.8
0.1090 1.2r 1I9.214 23.1 2.97 2319.G
0.521;6* 1.97 191.n6 6.33 350.0 5.12 2'999.1 -74.3
0.3396 1.09 191.,06 2 .c 2.56 2339.1
0.2597 1.0ni 192.6G 28ft.5 2.46 23.0.7
0.2195 1.03 103.34 16.9 2.46 237 . .
0.1?63 1.55 194..ft, 13 4.9 3.76 2419.7
0.2074 2.17 195.62 F8.1 5.12 235P.7
0._1109 1.3G 1n6.F9 1.? 3.36 2462.1
0.5151* 1.92 197.56 C. I9 30.9 4.71I 21G62.1 -13..F
0.3019 1.31 "10c. 6 360.) 2.q7 2263.60.2351 3.14 199.44k 2GG.3 7.11 2263.7
0.1939 1.52 200.01 330.1 3.45 2263.6

Table C- Wavefunction parameter for the 1800 - 3600 Hz. sub-string of the
vord "steek".
(a) a portion of the fuf
(b) a portion of the /eel
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the vowel portion of the word "steek" likewise show the relationship between

the principle wave-functions and the followers.

During an unvoiced phoneme and some phoneme transitions the wave-

functions are somewhat random or burst-like. For these cases there is no

strict principle-follower definition. Therefore, a wave-function is selected

as a principle if its amplitude is within 20 % of the amplitudes of the wave-

functions both before and after it or if its amplitude is greater than 80% of

the amplitude of the previous principle wave-function.

For the word "steek", Band I is described by 24 parameter sets, Band 2 -

34 parameter sets, Band 3 - 20 parameter sets, and Band 4 - 201 parameter sets.

The total for the entire word is 279 parameter sets. If the principle wave-

functions are sorted from each band then Band 2 is reduced to 29 parameter

se-s, Band 3 - 19 parameter sets, and Band 4 - 75 parameter b.ts. This results

in a total of 147 parameter sets for the whole word. The usefulness of these

sorted parameters will be shown later.

Recognition of Steady-State Vowels of a Single Speaker Using Three Fixed-Filter Bands

The algorithm for the recognition of steady-state vowels was implemented

in FORTRAN on the IBM 1800 computer. Due to limitations in memory, however,

only three bands could be operated upon, but the results were still quite

successful. A frequency parameter was calculated for each sub-string using

Equation (C-10) and wave-function parameters for an 18 msec. portion of the

vowel. This was not a true formant frequency but it was used in the same manner.

An amplitude parameter was assigned to each substring by extracting the amplitude

parameter for the first principle wave-function occuring within the same 18 msec.

interval. Examination of the frequency and amplitude data for 12 vowels revealed
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Figure C-3J4 Steady-statp vowel frequency plot.

F Weighted average frequency in 400 goo0 Hz. Band

F 3  Weighted average frequency in 900 -1800 Hz. Band
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that the frequency in ?and 1 did not vary significantly to warrant its use

as a recognition parameter. Because of the higher formant content of Bands

2 and 3 the frequency parameters for these bands were plotted against each

other and yielded a useful map with reasonable separation in most cases.

(See Figure C-34)

A second vowel map was made utilizing the amplitude parametera. In most

cases the amplitdue relationships between sub-strings seemed to vary from

vowel to vowel. When the amplitudes in Bands 2 and 3 were first normalized

by the amplitude of Band 1 and then plotted against each other, the result

was the second map, with reasonable separation between vowels. (See Figure C-35).

The recognition algorithm itself was based on a simple binary decision

tree. Decision lines were drawn through the frequency map, isolating each

of the vowels or groups of vowels as much as possible. The final recognition

decision was then made after an examination of the amplitude map, on which

decision lines were also made. The decision tree u.'ed is shown in Figure C-36.

For a single speaker the results were more than 95% correct on the 12

vowels making use of only the first three fixed filter bands. An exhaustive

study and test was not conducted because of the limited usefulness of a steady-

state vowel recognizer. However, each vowel was spoken from 2 to 3 different

ways, and the vowel /i/, as in "beet", was spoken 12 times at various pitches.

Enough information was gathered and the results conclusive enough to demonstrate

the feasibility of using wave-function parameters for phoneme recognition. The

next step seemed to be a more realistic one, that of vowel phonemes connected

to other phonemes.

Recognition of Vowel Phonemes Embedded between Two Unvoiced Phonemes for a

Single Speaker Using 3 Fixed-Filter Bands



Figure C-35 Steady-state vowel map as a function of Band 2 and Band 3 amplitudes.

L!



U* 0

-- 0

4)
F~ H)

4~

El%4 0

W 4

k N~

oo >

$4) 01

.1 -4

'd A

(D4) -G)
E 4.~ (U-4>

0 9

m. 0

It a) . fJ4)H



68.

,he idea of embedded vowel reocgnition suddenly becomes complicated by

the following facts:

1) With steady-state vowels the formarit. frequencies remained fairly

constant throughout the duration of the vowel. Therefore, the weighted

average frequency associated with each filter band remained fairly constant.

Now the formants (and therefore the average frequency within each band) vary

as a function of time, depending upon the phornemes before and after the vowel

and the amount of coupling between them.

2) The amplitude of steady-state vowels remained fairly constant throughout

the vowel. Now the amplitude is generally some form cf increasing-decreasing

function.

3) Because of the continuous nature of the steady-state vowel, almost

aPy time-interval could be used as a representative sample of that vowel. Now

4 he time during which the vowel occurs must first be determined before

recognition information can be derived from the wave-function parameters.

Dae to the use of FORTRAIf, this recognition scheme was also restricted

to the first three fixed-filter bands. Because of the good results of the

steady-state vowel recognizer, it was decided to use amplitude and frequency

as the recognizer inputs. The only restriction on the spoken word was that

the phoneme content be , nr.voiced-voiced vowel-unvoiced.

The first step in the process was to do a sort on the first three bands.

The sort program, as described previously, finds the principle wave-function

associated with each pitch period and discards the rest. ThIs indicates a

-pitch synchron .s type of recognition. A scan was then made of Band 1 to

determine the time when the pitch phenomenum began and ended, the result
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being the time during which the vowel occurred.

This time window was then projected to Bands 2 and 3. If there were

more than 5 pitch periods during the vowel, the first two and last two wave-

functions were disctrded in order to help eliminate phoneme transition effects.

A simple average was then calculated for the remaining principle frequencies

in Bands 2 and 3.

It has been noted that the principle wave-functions in each band are

within allignment of each other by -3 msec. To perform valid amplitude

normalization, the amplitude of each principle wave-function occuring during

the vowel in Band 2 was divided by the amplitude of the corresponding

principle wave-function in Band 1. A simple average was then taken of the

resulting amplitude ratios, yielding an overall A2 /A. The same procedure

was followed to determine A3/A,.

An example of the procedure is as follows. Figure C-37 is a picture

of the vowel portion of the word "sock" and its first three corresponding

sub-strings. After an analysis and sort on each band, a scan was made of

Band 1 in order to determine the time occurance of the vowel segment. The

vowel time-window is shown at the top of Figure C-38. Also in the figure are

the principle A, C, and F parameters for the first three bands, which occurred

during the defined time window. An allignment procedure was then performed.

Each wave-function in Band 1 was compared, in time, with those of the other

two bands. Those that occurred within 3 msec. of each other in all three

bands were saved, the others discarded, The A, C, and F parameters remaining

after such an allignment are shown in Figure C-39. From these data, each

amplitude parameter in 3and 2 was divided by the corresponding amplitude
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parameter in Band 1, yielding a set of A 2 ratios. h-be same was done to

generate a set of A3/A1 ratios, and these two ratio sets are shown in

Figure C-40. X-Lso given in that figure are the simple averages of these two

sets, thus giving two recognition parameters. Figure C-4 also shows the

results of taking the simple average of the frequency terms of each band

contained in Figure C-39. The average frequencies calculated for Bands 2

and 3 were also used as recognition parameters.

As with the steady-state vowel recognition the two amplitude terms were

,)lotted against one another and the two frequency terms resulting in two

embedded vowel maps. Decision lines were drawn first on the frequency map

to isolate the vowels as much as possible and the final recognition decisions

were based on the amplitude map. A binary decision tree was then used as

the basic recognition algorithm, based on the decision information extracted

from the two vowel maps.

The results of this recognition technique were good though not as

impressive as steady-state vowels. Out of 32 words, each containing one

vowel, only 4 wrong decisions were made. Words were chosen such that each

of 12 vowels was done at least twice. Some of the words spoken were:

coast, sit, hat, sock, foot, etc.

IRisrecognition occurred on the vowels embedded in the following words:

:'gus", "get", "tug", and "shook". The reason for errors on the first three

can be attributed to the fact that the vowel in each was coupled with a voiced

/g/ phoneme. Therefore, transition effects were included as part of the vowel

and resulted in erroneous recognition parameters.

Because of errors like this it became clear that the first step in
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NOT REPRODUCIBLE

Figure C-37 Vowel portion of the word "sock" and its first three
sub-strings.
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179.8350 266.9F 0

i (Msec. F(Hz.)

0.2C 43 179.835 7,5
0.2653 U 88.157 342.7
0.2563 196.421 347,6
0.2455 204.E00 349.5
0.2097 213.179 334.0
0.2025 221.573 331,6 iOO - 4OO Hz.
0.208 230.2F0 281.9
0.1900 239.001 293.3
0.1545 249.178 279.&
0,1249 257.355 290.7
0.1045 266.9S 274.8

A C(msec.) F(--z.)

0.8173 1,&9.183 701.6
0.7946 lq7.44C 714.0
0.775E 205.656 719.7 B2
0.C473 214.035 734.7
0.5872 222.528 715,9 400 - 900 Hz.

0.5 62f 231.249 7nP .0
0.4581 240.140 698.2
0.3061 249.204 6C9.7
0.2140 25&.609 669.7

A C(rnsec.) F(Hz.)

0.6496 1S9.126 1153.3
0.6721 197.39J 1194.3
0.6491 205.713 1179.3 B3
0.76EG 214 .1I ;4 117 9.3
0.6035 222.5L5 1169.4 900 - 1600 Lo.
0.5535 231.363 1I89.4
0.4610 240.19C 1104.3
0.29&3 2149.310 117 9.3
0.2409 25L.609 1220.4

Fi ure C-33 Principle A, C, and F parameters occuring durirtj the vowel portion
of the word "sock".
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this procedure should be expanded before any more recognition was attempted.

This step was the one which determines -he time during which the vowel occurs.

It was decided to make this a general purpose segmentation, where the time

occurence of each phoneme would be defined.

T he development of a general purpose segmentation aluorithm is currently

underway. It will be implemented on the TBM 1800 speech system using Assembly

language thus eliminating some of the memory restrictions incurred with

FORTRAN on this computer. As a result the data from all four fixed-filter bands

will be utilized for the segmentation and later for recognition.

Becausc -f the high information content of these four frequency bands, as

described earlier, a highly accurate phoneme segmentation will be possible.

This means that phoneme transition effects can be reduced or eliminated.

Recognition can then be started with the vowel set and easily be expanded to

the entire phoneme set.

(e) Data Compression Studies

The study of data compression is closely related to the problem of speech

recognition, with the possibility that some techniques (e.g. segmentation) may

be shared. Therefore, for both compatibility and convenience, the frequency

bands selected foy the ASC&N streams were chosen to be those used for the

recognition studies. The basic speech waveform is thus assumed to have been

bandlimited to .1- 3.6 kMz., and the four sub-bands employed are .1- .4,

.4 - .9, .9 - 1.7, "d 1.7 - 3.6 icriz.

Two general areas cf study have been emphasized in the preliminary

compression studies completed to date. The first is the tabulation of the data

rate of the "highest fidelity" ASC6N representation. qrhis invoices making
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the best possible fit to the speech wavefor., in the time domain, with Gaussian

wave-functions and determining the required bit rate without further compression.

This is estimated by computingf the number of wave-functions required and assuming

eight bits for each of the five parameters. Studies of vowels have shown bit

rates on the order of 50 - 60,000 bits'second for the raw ASCON stream. This

improves somewhat for full words (approx. 30 - 50,000), and even more for phrases,

since the ASCON representation automatically ceases for any quiet periods, no

matter how short.

The second generalarea of study has been an attempt to determine how many

of these wave-functions are superfluous from a perceptual standpoint. Since

the elimination of redundant parameter sets is extremely simple to implement

(given a criterion for redundancy), this seemed a natural place to begin rather

than to initially attempt those a,.proaches involving encodement of the ASC6N

sets. A sort program has seen implemented to select the "principal'*wave-

functions in the four frequency bands, and to reconstruct a replica of the

sound based only on the principal wave-functions. In the lower two bands, most

of the wave-functions qualify as principals; nowever, there is considerable

redundancy in the two higher bands. Table C-5 illustrates results for a

typical vowel sound i/ and for the word "dirt". The sounds of the reconstructed

waveforms for the two cases are perceptually the same whether all the ASCAN

sets are employed or only the principals. It should be noted that no reduction

at all was made in the first two bands. This result can be improved on by the

The appropriate definition of a principal wave-function is still a subject of
study. Currently it appears that if the amplitude of a wave-function is either
a local maxinrum or within 80% of one of its neighbors, it should be so classed.
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Number of AS.OI Sets
AJfter Lort

Frequency Bands Original Program

lo0- 400 Hz. 47 47

400 - 900 Hz. 65 65

900 - 1700 Hz. 137 42

1700 - 3300 Hz. 320 100

Total 569 25i

Fata Rate bits/sec. 54,500 24,200

"Dirt"

Number of ASCON Sets

After Sort
Frequency Band Original Program

oo - 400 Hz. 46 46

Uo - 900 Hz. 85 85

900 - 1700 Hz. 116 35

17C0 - 3300 Hz. 176 54

:otal 423 220

rata Rate bits'sec 4o,400 21,000

Table C-5
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proper definition of a principal wave-function. However, the improvement to

the total bit rate is small, and was ignored for this illustration.

In addition to the sort on principal wave-functions, experiments are being

conducted to evaluate the discarding of ASC6N sets with an amplitude less than

a (normalized) threshold. The threshold has been normalized in one of several

ways. Since the largest amplitude is generally normalized, the simplest

procedure is to set the threshold to a fixed value. This implies that a wave-

function will be discarded if the amplitude is less than some specified fraction

of the largest wave-function occuring in any of the four bands. A somewhat

more effective procedure also normalizes with respect to the largest amplitude

in the band and sets a threshold test (at perhaps a different level). This

allows a consideration of the possible differences in amplitudes from band to

band. These procedures appear to be capable of reducing the data rate by an

additional factor of two without changing the perceptual content of the sound.

A final procedure, somewhat more cumbersome to implement, .s to normalize

with respect to the largest amplitude in a moving time window and employ a

threshold tect. This has so far resulted in a disappointingly small improvement

over the previous cases.

As soon as a reliable segmentation program is developed, work will cOMMence

on encoding ASC6N sets during vowel-like sounds, perhaps by n-level delta

m(dulation techniques, using the segmention as the guide as to when to start

and stop the encoding procedure.

(f) Interrelation.uAs between a Wave-Function Representation and a

Formant Model of Speech

Theoretical and empirical investigations have been conducted which interrelate

Markel, John, "On the Interrelationships between a Wave-Function Representation and

a Formant Model of Speech". PhD Dissertation, Univ. of Calif., Santa Barbara,July,1970.



78.

the parameters of the wave-function representation to those of a clLssical

formant model. Two points should be made regarding these relationships.

First, the transformations are one way; that is, parameters of the wave-

function model are transformed to the formant model only. The reason is that

the formant model defines what can be considered as a fundamental set of

parameters for voiced speech. In terms of information theory, there is no

other known set of acoustic parameters which is capable of describing the

essential character of the vowel sounds with lower information capacity.

It has been shown that, in general, description of a vowel sound in terms

of the wave-function parameters requires many more parameters. What has

been developed, then, is several many-to-one transformations which map the

wave-function parameter set into estimates of the formant parameter set.

Tile second point to be made is that the interrelationships to be pre-

sented are empirical ones based upon reasonable engineering assumptions along

with some theoretical justification. As will be shown later, these relation-

ships have given very good results in predicting parameters of this formant

model.

In order that the true parameters might be known, the study was conducted

on a set of synthetic vowels. (The procedures have also been applied to real

speech, and give reasonable results, but since all procedures for estimating

the formant parameters are subject to error, analyzing real speech cannot

give a base of reference for error aralysis.) The synthetic speech which

was analyzed had a realistic glottal driving function, periodicity, a rad,.ation

and a correction term.

A final comment relates to preprocesqing of the vowels before analys's.
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It has ueen observed that a sufficient condition for wave-function isolation

is that major energy regions be isolated during the analysis. Although the

regions were separated manually for this study, it appears reasonable to

assume that this separation ould be accomplished automatically except for

the back vowels such as 'a/ and /3.. Suzuki ias considered one approach

to automatic separation of formant regions by moment methods.

For the cases where two closely spaced formants cannot be resolved A
4

automatically, a separate algorithm was developed for estimating both formants

and bandwidths from the wave-function parameters that define the region

containing two formants. As for the filters, three contiguous sin x/x type

of filters are used to define the range (0,3000) Hz. for each vowel (except

for /i/ which has a range of (0,3500) Hz.).

The proposed method for est'mating formant parameters from wave-function

parameters depends upon each formant region being isolated (except where two

closely spaced formants aLe known to reside within a single filtered region).

Also the success of the mcthod depends upon being sole to isolate single pitch

periods. This requirement is necessary foi the estimation of bandwidth. If

only estimation of the formant frequencies was desired this requirement could

be eliminated.

The first step in estimating formant parameters from wave-function

parameters is to isolate a single representative pitch period of the synthetic

vowel -cnerated from the wave-function parameters. The set of parameters

representing the vowel is then used as the input set for the transformation

equations. The following algorithm is used for isolating a single pitch

period from the wave-functicii parameter sets.

auzuki, J., Y. Kadokawa, and K. Nakata, "Formant-Frequency Extraction by the Method
of Moment Calculations," JASA, Vol. 35, September 1963, pp. 1345-1353.

LI
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Over a time interval containing at least one pitch period, the A parameter'

list is searched for a maximun. (The number of parameter sets considered is

determined by noting that the corresponding C parameters must be within the

chosen time interval). The five parameter sets corresponding to this

maximum A is defined by

n(1,n) -- LA(1,ri), S(l,n), C(l,n) d(i,n), F(l,n)]

where n denotes the particular filtered region n 1,2,3. The start of the

next period is determined by finding the maximum A parameter whose corresponding

C parameter satisfies T < C - C(l,n) < T where T and T defineMIN YiAX MIN 14AX

minimum and maximum expected pitch periods. Consider this set .(M+l, n).

For region n, the parameter set defining the isolated pitch period is then

given by

n= n(i'n)' nn

where Mn in general is different for each n. Note that in general, the pitch

period will be slightly different for each region.

One other fact that needs to be emphasized is that this algorithm is

not being proposed as a useful method for extraction of fundamental frequencies

from arbitrary speech. It is simply a reasonable method for extracting the

pitch period from the Digital Vowel Synthesizer (DVS) automatically, where

all glottal pulses are defined as identical. This is certainly not the case

in real voiced speech. 'The problem of estimating formant parameters can be

formulated in the following way. For region n, n = 1,2,3 the wave-function

representation of the isolated vowel pitch period will be
Mn

n

where



(, t i, exp [- 2 (t-C(i,n)) /s (i,n)J

cos!2TF(i,n)t - O(i,n)]

.ne fourier transform of these wave-function components is

YL (i,n),Jfi = A(in)S(in) exp(If F(i,n)J S2(in)2 qnep 2_ro(

j[O(i,n) + 2t fC(i,n)]}

From this last expression, note that near f = F, the maximum value of the

magnitude spectrum i!" obtained as approximately

i= AS

2 (c-)

The equation says that the peak value of the spectrum of any wave function

is proportional to its AS product. This leads to the conjecture that over

any time interval P, the importance of any wave-function in relation tothe

overall spectral result can be ranked in terms of the individual AS products

of each wave-function. With this information, the conjecture can be made

that each of the F terms contributes to the format frequency roughly in

proportion to its corresponding AS product giving the formant frequency

estimator M
etmtr A(i.n)S(i.n)F(i,n)

F= i=l
F n , n = 1,2,3 (C-22)

z A(i,n) S(i,n)
i-i

The estimation of formant bandwidth has traditionally been a frequency domain

operation with few attempts in the time domain. A problem which exists in

frequency domain methods is that of constantly overestimating the bandwidth

value. Even if the discrete Fourier transform is obtained with high resolutior.
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(in the order of 3 - 10 Hz.), direct estimation of bandwidth from the spectruar.

will usually fail due to the effect of the periodicity which causes zeros

(or oscillations) in the spectrum and the effect of the glottal wave and

radiation term (which combine to act as a low pass or smoothing filter).

The work of Dunn which is widely quoted, depended upon fitting to the spectrum

templates that had impulse responses identical to the exponentially damped

sinusoids used as sections of the formant model. Application of the wave-

function analysis approach to filtered vowel sounds suggests a different

type of mathematical "template fitting." The parameters which describe the

envelope fit are the A,S, and C parameters. 'A describes the envelope peak

amplitude; S, the envelope spread (approximate time interval containing the

energy of the wave-function; and C, the location in time of the envelope

peak. If a filtered region is obtained which has one and only one formant

present, the effective damping of the time domain segment is strongly correlated

to the actual bandwidth of the formant within that region.

A simple estimate of B can be obtained from the wave-function parametersn

by consideration of the following mathematics.

A single resonator can be described in the frequency domain as

Y(S)= 2Fn (C-23)

(S + TTBn
)2 + (2TFn)

2

With the time domain equivalent as

y(t) = exp (-TTBnt) sin (2rTFnt)

At the positive peaks corresponding to times t and tp p+q

y(t ) = exp (-rn t p )

Dunn, H.K., "Methods of Measuring Vowel Formant Bandwidths," JASA, Vol. 33, No. 12,
December 1c61, pp. 1737 - 1746.
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At tp+q, y(tp+) = exp (-7n t p+). Therefore, Bn can be obtained by

dividing the above equations and taking the logarithm of each side. This

results in

1 inPq) (C-24)Bn =tt -t ~
I(tp+q p)

This suggests that the amplitude parameters A(l,n) and A(i,n) of two

wave-functions, and their corresponding time separation C(i,n) - C(i,n)

might be substituted into this last equation to produce bandwidth estimates

of the form

A in [A(ln)!A(in)J
n 1[C(i,n) - C(l,n)J

Several filtered segments (where formants are isolated) are showr in the

figures with the corresponding envelope estimations generated by using the

AS, and C parameters of the wave-function representation.

These waveforms suggest a bandwidth estimator composed of fitting

exponential curves through the envelope peaks of the various wave-functions

using a starting point of A(l,n) located at C(l,n) and then averaging in some

form the estimated bandwidths. The simplest estimator in terms of the wave-

A
function parameters in the sense that each estimate Bn ~i is given equal weight

is thus
A 1_(c
Bn = TnT(M - 1) i=2 n,i

Figures C-44 through C-46 show the impulse response of the corresponding
vocal tract model section with the estimated F and B parameters vs. the

n n

overall wave- function representation.
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Formant amplitades are t.,e 1]est important of the formant parameters.
.

Fant has shown that by knowinr the formant frequencies and bandwidths, the

spectral amplitudes can be relatte along with the amplitude of the vocal

tract t'-ulse response. A physical verification that this is possible can

be obtained by designing a cascaded vocal tract synthesizer such as the DVS.

With this type of model, formant amplitude is not even specified. However,

for the sake of completeness, an estimate of spectral amplitude in terms of

A
wave-function parameters has been derived. If F is the formant frequencyn

estimate from the wave-function parameters, the formant amplitude estimate

can be made from Mn

A n = [ Q(i,n), JF n ]  (C-27)

where I is defined as earlier.

H

VV
- v•

_j

TIME- (MNFC

Figure C-41 Isolated pitchsegment for 1A./ PI(O,.9) KHz. Dotted lines

indicated effective damping.

Fant, C. G., "0,, the Predictability of Formant Levels and Spectrum Envelopes

from Formant Frequencies," 1956, pp. 109, 120.
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Figure C-42 Isolatedl pitch segment for R 2 (.9, 2) V z.

Dotted lines indicate effective damping.

I~ ~ -IA ',\

° ,J

Figure C-43 Isolated pitch segment for IA/ R 3((2, 3) KHz.

Dotted lines indicate effective dainping.

L _
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-10

-0 , K4)-

Figure C-44 Spectrnum of wave-function representation (R1 of

(Solid versus resonator response using Fl, (dotted).

- 4

S-20i.

J

0 i

Figure C-45 Spectrum of wave-function representation (R of /4/)
A 2(Solid)versus resonator response using F2,'2(ote)
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Figure C-46 Spectrum of wave-function representation (R3 of !A/)
A AFSolid) versus resonator response using F3' B3 (dotted).
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To check the validity of the proposed interrelationships, it was decided

to generate ten different synthetic vowels and perform a complete analysis

upon each to determine the estimate of the vocal tract model parameters.

*

The vowels chosen were those of the Peterson-3arney study with the average

formant frequency values they suggested. T1he bandwidths were determined by

the equation
3 -

B = (45 + 5F ) 10 3(K-Mz.) 0 < f < 3 KMz.n n n

which is a good fit to the bandwidth data presented by Dunn over the region

(0,3) Kris.

As previously discussed, the formant frequency is of most importance

in the specification of vowel sounds. Over the ten vowels, the maximum

error in the estimation of F1 was 105 Hz. for the vowel 'ae/. In the F2

region the maximum error was 80 Hz. again for /ae/. For the F3 region, /i/

had the maximum error of 410 Hz. These results are displayed for the ten

vowels used in Figure C-47. The large errors in the F3 region are believed

due to the sampling rate of the system. Certainly as the effective frequency

of the signal is increased, the measurement errors will increase. These

errors can be reduced by either increasing the system sampling rate or by

interpolating between points to estimate the extrema locations, or possibly

by both methods. With these modifications, measurement accuracy of the F3

region should be as good as the F1 region. The use of an interpolative

method to determine the F parameter was investigated, and the results show

a marked reduction in error for region three. The maximum error in formant

Peterson, G.E., and H. L. Barney, "Control Methods Used in a Study of the
Vowels," JASA, Vol. 24, 1952, pp. 175-184.
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F'ormiant Frequency Estimations
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frequency for the three bands were then 80 Hz., 65 Hz., and 65 Hz. respectively.

This technique also gave a marked reduction in the standard deviation of the

errors for the third region.

The max' :'um errors in the bandwidth estimation for the three regions

were 30 Hz., 28 Hz., and 35 Hz. Althovth the percentage errors in the

bandwidth estimations are quite large in some cases (84% error for Region 1

of /U/), the important factor is absolute error. Flanagan has discussed

difference limers (just perceiveable differences) for formant freuuencies,

bandwidths, and amplitudes. He mentions that the difference limen for formant

frequency appears to be 3 - 5% while that of formant bandwidta appears to be

30 - 40%. It is suggested that Flanagan's bandwidth limen is meaningful only

in the sense that amplitude is also being allowed to vary. As stated by

Flanagan, a 30 - 40% change in bandwidth causes roughly a 1.5 db amplitude

change, which just happens to also be the difference limen for formant

amplitude. It is postulated that, if both formant amplitude and frequency

are held constant (as could be done with a parallel analog synthesizer),

20 - 30 liz. deviations on B1 (corresponding to percentage errors of up to

67%) would be totally imperceptible.

in the results presented so far, the assumption has been made that each

region would consist of one and only one formant. Although this appears to

be a realizable assumption for many vowels, it is rather doubtful that the

assumption is valid for back vowels such as /a' and /./. From the Peterson-

Barney data F2 - F equals 270 and oO Hz. for 9/. and /a' respectively. A

Flanagan, J.L-, "Speech Analysis Synthesis and Perception", Springer-Verlag,
Berlin, Germany, 1965.
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modification of ttie algoritun was developed which estinates both formant

frequencies and assie'ns a mean bandwidt.! estimate to each of the formants.

Results for r/ and 'a' are shown in Table C-6.

VOWEL F ''1  S

1 1 1 1

ia, 730 696 47 55

570 527 46 45

VoWEL F2  B2

,/ 1090 1056 51 55

./0 840 817 48 45

4
Table C-6 Estimates of formant frequencies and bandwidths

for closely spaced formants contained within a

single region.

The results are extremely good with a maximum formant frequency error of

A A
43 Hz. for F1 of /0' and a maximum formant bandwidth error of 8 Hz. for B1

of ,a/. Certainly these results should not be generalized to imply that

accuracy of this order could be obtained for all situations. However, it

is believed that the technique for extracting the parameters when two closely

spaced formants are contained withing a single region is generally valid.

Ipeec> Project, Software and Hardware

.,:e software and hardware development since the last technical report

.as been devoted to continued implementation of the SEL 810B Speech Analysis

:aboratory and to continued work on the Video-to-Digital Converter (VIDIG)

so'fware for the ioloCical Sciences Department. There were three main

aspects to this program, wnich are as follows:

I
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(1) Completion of Video-to-Digital Converter hardware system, and

definition of the hardware/software complex to provide an on-line system

for biological research.

( ) ontinuation of SEL-810: software development including completion

of all of Phase II except the mathematical operations for levels I and II

which are currently under implementation.

(3) Completion of design of SEL-810b interface to speech station.

The above items are discussed in more detail in the following paragraphs.

(a) On-Line System for Biological Research

The next phase of the project with the Video-to-Digital Converter is to

generate the software to co nplete the combination of hardware and progrmning

forming a unique tool for biological research.

In a joint meeting between the engineering and biological research people

involved in this project, a set of goals defining the useful biological

parameters to be extracted from the biological On-Line System were laid out.

An outline of these goals is as follows:

1. Ceneralized input program for biological data from the video source

using the VIDI.

2. Establish scale to determine the ratio of internal (computer) units

to external units.

3. Display descriptor words.

4. Sort and find bugpaths

5. Number of label bugpaths for display

6. Display video or path data

7. Connect bugpaths extrapolating across local voids of data
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8. Eliminate unwanted bugpaths

9. Path Dynamics - for individual bugpaths and ensemble averages of

all bugpaths

a) x velocity = y velocity = dt
dt dt

(dx d~) ie (t)

b) linear velocity V(t) = + e

0(t) a direction of travel

c) curvature, radius of curvature

d) length of paths = 8 A/ +77

P

e) turning Le dt - B(p) - 80

f) path haiti - length of time in position

The physical system as it exists on the IBM 1800 computer is shown in

Figure C-48 in the form of a block diagram.

Note that the Video-Digital Converter is capable of quantizing and

rendering to a computer any televisible event. The light pen input is

accomplished by focusing a television camera onto a clear plastic screen

and a small pen-light flashlight serves as the televisible event. These

coordinates are read into the computer then averaged and can be displayed

in non-store mode on the display scope as a pointer to data structures.

The on-line system for biological research is being developed as a

stand-alone single station on-line system for the 1800 computer similar in

structure to that existing on the 360 computer. The on-line system operates

with the disk, occupies about - of the 16K of core leaving the rest for data

and has full alpha-numeric and curvilinear display available on the Tektronics

611 display scope.
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Figure C- 48 VIDIG On-Line System for Biologics.1 Research
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The 5iological Lyytem will define two levels of this on-line system:

Level VI for the VIfI'- input, display and special programs necessary for

defining and operatinm on the three dimensional data structures unique to

the VIDI. Level V will be for the display and further analysis of the

biological data after processing anf refinement of Level VI. Data is mani-

pulated with operator control via the keyboard input. Each operation calls

the macro controller program which allows for two alphabetic and three numeric

trailing predicates and is terminated by pushing the "Return" button. For

example, the "Display" operato2 on Levei. VI for viewing the quantized video

frames stored in core has the following format:

DISPLAY oia2 ,1' N2' N3 RETURN

where

C1 = display in Dot mode

L display Line connecting the dots

*2 = N print the page number at the starting coordinate of each page

N1 = startirnF page number to be displayed

N2 = number of pages to be displayed

N = delay count for slowing down the display if desired
3

7he operation is defined if none of the trailing predicates are specified

.i.e. Display Return). This will display all of the video pages in dot mode

witi. no delay.

._rrertly tne Level VI programs most of which are disk based are well

u:derdav and may be broken .nto three broad categories:

1. input Output Frograms

a. V2P Data Input Frogram: This program initialized the data input
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channel to read in the VDP at maximum rate and defines the data structure

to be used.

b. Load'Store is for transferring data within core or to and from

portions of the disk allotted for data storage.

c. Display for viewing quantized video data in core or for displaying

the "buglpaths" on data that has been processed.

d. Initialize light pen input: This program initializes the digital

input channel to read 16 coordinates from the VIDIG, average and display in

non-store mode the non-zero coordinates in the list and makes available these

coordinates to other programs. T-his progrm then continues to run when the

computer is idle until the Reset button is pushed.

2. .ecial Purpose Programs

a. Find Zrugpaths: This program sorts through the video data which

is read in on a frame by frame basis searching for possible bugpaths that

link together in time and space for later calculation of path dynamics.

b. Ensemble averaging of path dynamics is necessary for statistical

averages of such parameters as velocity, changes in direction, net displacement,

and rotation before and after the application of a stimulus.

c. Evaluate descriitor words: At the beginning of each new frame

of video data, the VIDI sends to the computer a descriptor word which

contains an encoding of the current scan rate and four bits of information

conveying the on-off status of four possible stimulti applied to the biological

organisms under study. Thir program displays this information on the display

scope in a mode specified by keyboard control.

d. Find Centroids: This program calculates the centroids of points
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that lie within a user specified mask about each coordinate in the data.

This can then be used to replace the outlines of organisms with their cen-

troid point for path dynamics calculations.

3. Mathematical Operations

These operations will be fixed point routines to calculate those

mathematical parameters useful in biological research within the defined

data structures.

Double predicate operations: G,

Single predicate operators: Square, square root, central difference,

central sum, arctangent.

(b) SEL-810B Software

The software development program for the S&a--810B which was outlined

in the Thirteenth Quarterly Report is about two months behind the proposed

target data of June 31, 1970. As of this writing Phase II of the software

development is nearing completion and it is anticipated that Phase II should

be operational early in August.

Following the completion of Phase II the speech system software (Phase III)

will be added to the S.7L-810B system. Since the speech analysisfsynthesis

software is now well defined a fully operational speech analysis!synthesis

system should be available on the SEL-810B by the end of the sumner. The

present status of the SEL software system is sum,,arized in the following

paragraphs.

The Machine Language Disk Controller

A routine was written in SEL 810 machine language for the purpose of

loading and storing programs such as the assembler on disk. This routine

accepted a block number in the switch register and loaded or stored all
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core starting at that block; it was of utility in generating the SEL 810 !

operating system.

Tl-he SEL 8101 Oerating System

An SEL operating system was designed to provide a set of basic operators

for loading and storing programs on disk, linking various programs together,

and executing programs resident in core. This routine accepts operator

commands from the SEL teletype keyboard.

The SEL Mnembler

The SEL Mmembler two pass assembler was modified to make use of the

operating system routines; the assembler reads cards from the card reader,

makes the two passes from disk, and writes relocateable object output on

disk.

The SEL Reloc teable Loader

The SEL Relocateable Loader was modified to read relocateable object

output produced by the assembler from disk and load it into core.

Construction of the SEL 810B On-Line Speech Acquisition and Analysis System

During this reporting period the basic controllers for an SEL 810?

two-station on-line system have been developed.

Input Keyboard Interrupt Processing Routine and OPCON

The input keyboard interrupt processing routine and operational controller

(OPCON) have been fully written and checked out. These include the routines

for processing of console programs (USER) and repeating buttons (REPEAT).

Average button processing time (overhead) has been measured to be 90 Xsec.

Display Generation

Display generation routines nave been implemented to provide character
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display and line drawir.:-. Th e character g7eneration routines provide a variable

-c!xracter size. The '-,Pin:- level opera'-ions have been implemented. Thie

c'urvilinear display pro!-raxr. accelp-ts two listzc of integers normalized with

a scale of' 1024.

Pebu .ir.g Level

Th-e debue ,inF level has been implemented on on-line debugging ease. This

provides a sell of software registers, operations to evaluate and modify

core, read and write disk, and an on-line assembler.

'a-ta Str~- ture Mani,)ulation Routines

2.universal data structure has been developed for loading and storing

variable length blocks of data. This structure is used to load disk-based

routines into core, perform necessary relocation, update and load user

prcrrams, floatitnu- point lists (Level II data), speech data, etc. Routines

provided -o manipulate the data structure are load item, update item, P.nd

repac:k itea. 1(whica is the structure's 'garbage collector").

'thora' e 2-^llocation

rnen~or; pa:-inF sch-eme nas been devised for main storage management.

'-1ements in -he datra structure are assigned priorities in their competition

for main stora;-e. When main Estorage is completely used, the element with

minimumn priority1, is puroed from core in the attempt to allocate space.

7.-e -crnsole R..rorain -eneration

-re --(-:,.sole proicrani 7eneration (LIST) routine has been implemented for

cc-nsc'le vro.-ran;buldn editinr7, and storage.

~.ssehler or 36n T

asseii.bler for th'.e _7 810: has been written for the 360!'75. Its
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purpose is to provide an assembly language listing on the 360 line printer

with optional object output on punched cards.

The Numerical Operators

The numerical operators on the integer level have been implemented.

The floating point arithmetic routines add, subtract, multiply, and negate

have been written and checked out. The floating point data format for the

SEL 810B ha: been chosen to contain 32 bits of mantissa and 16 bits of

characteristic (scale of 2). The mathematical levels I and II (floating

point single namber operations, vector operations respectively) are currently

being implemented. Additional levels for speech synthesis/analysis, and

phoneme manipulation are being designed.

(c) SEL-810B Interface to Speech Station

An on-line keyboard and Tektronix 611 kisplay scope have been incor-

porated into the SEL hardware speech system and are presently being used for

the completion of Phase II of the software system. Since DIA converters

are needed to drive the 611 display scope, these have also been added to

the system. The present hardware configuration is depicted in block diagram

form in Figure C-49.

The present hardware configuration is characterized by the restriction

that all data transfers to and from the SEL must be made under direct program

contcol rather than under the supervision of either of the two available

Block Transfer Control Units contained within the SEL. Three devices are

dais chained to the SEL in the present system. These are, a teletype, a

card reader, and a four channel I/O multiplexor two of which are used. One

channel provides a data lir between the SEL and the RW-400 which has ben



101.

.aisey Chain%~

L~ 4-N- LINE

Ty 7Y~

k .FMUTPEO

1611

SPUN 311Rw4o

Nt-~4s TeseI SE-30 3adITreConiuai



102.

modlf .ed to serve as a disk controller for the IR14 1311 disk drive and

satellite. The other channel of the multiplexor is tied to an on-line

console controller. Th- input side of this controller sends a process

interrupt to the SEL every time a keyboard button is pressed. The SEL

responds to the interrupt by executing a digital input from the controller

and thus reading the button code.

The output side of the on-line console controller drives a Tektronix

611 storage scope. 10 bits of each Tput are DAC data. One bit specifies

whether the x or y DAC is be loaded. One bit triggers the unblank one shot

and another bit is for erase.

The SEL-810B hardware system which is presently ur.der development is

shown in Figure C-50. The design of the system has been completed and is

currently under construction. The system is characterized by the capability

for two simultaneous block transfer I/O operations. In addition the FW 4oe

Sitch.disk controller, will be replaced by a disk controller whose design

has been optimized for the problem of recording long intervals of speech.

his device will facilitate the use of the SEL core as a douole buffer.

Sydirchs , a SYstem for DIgitally REcording Human Speech, will execute input

block transfers while the disk controller is executing output to the 1311

disk memory.

There are two additional 1/0 control devices essential to the system.

One is a two station On-Line Interface and the second a Synchronous Nanohumper

Sampler. This latter device is programed from the on-line console to

sample the output of a Nanohumper at fixed intervals of time as prescribed

by the on-line user. This allows the Nanchumper to serve as a conventional

Described in the 13th Quarterly Zeport
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Ai/5 converter with selectable sample rates. Ihus it is seen that the system

has four essential hardware I/O device controllers: the Disk Controller,

SYDIFEHS, the On-Line Interface, and the Synch-ronous Nanohumper Sampler.

In order to accomodate the i'10 devices and to leave room for future expanrion

of the hardware system, a versatile 110 multiplexor has been proposed and

is presently under construction.

To the device side of the multiplexor sixteen device controllers are

connected. To the computer side three distinct data transfer facilities

are connected. Two of these facilities are the Block Transfer Control units

or TC's. The third facility is the standard I'0 control set and the data

bus. All data is actuelly transferred over the data bus. However, from

the viewpoint of an external device, it is as though that device can be

tied to any one of three data channels. Any device may transfer data via

any one of the three data transfer facilities. A device is "tied" to one

of the BTC's by means of a command issued ver the standard I0 control set.

Once this tie is made, the device will remain tied to that BTC until

the entire data block has been transferred. Responding to the device's

data transfer request, the BTC will grant each request according to priorities

anong the other BTC and the standard I/O control set. The IO Multiplexor

enables the SEL to transfer data to or from any two devices in block mode

while comunicating with any of the fourteen remaining devices in the Direct

Program Control mode using the Standard I/O control set. (Direct Procram

Control means that a full I'0 instruction is executed for each datF. word

transferred. )

The Disk Controller will transfer data via Block Transfer Control.
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;' risequently, only one I/O instruction is required to transfer an entire block

o.' data. When a block transfer begins, the SEL provides the controller with

the starting sector address and disk surface. These parameters are auto-

matically incremented if the size of the data block requires. At the end

of the transfer, a disk status work is presented to the SEL. It identifies

the final sector address and the final disk surface. This feature facilitates

the recording of a full cylinder of speech data with minimal program inter-

vention.

Conclusion

Tasks established in the original contract have been accomplished.

Research to date has produced reliable end-products which are being

successfully employed in computer technology; it has also produced other

promising factors which warrant further exploration particularly in the

areas relating to computer networks and the communicatton between humans

and computers.

Submitted By:

David 0.Iiarris ames A. Howard Roger C1. Wood
Principal investigator /17 rincipal InveS igator Principal Investigator
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