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ABSTRACT

The report covers the on-line computing system development from 1965
througnh 197C. It includes a general resume of progress through December,
1969 and a detailed progress from then through June 30, 1970. The improved
version of the on-line system substantially improves system reliability and
presents users new options, Significant progress in speech analysis/synthes:s

project includes: improved techniques for deriving accurate data from ASCON

pararicters, good results from the steady-state vowel recognizer, and one-pass
analysis and synthesis. The 1800 has been improved so that it is a more

effective research tool supporting the speech effort.
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PART 1

Introduction

This final report consists of a rather general resume of technical
progress which has previously been reported in detail during the period
April 26, 1900 through December 2, 1969. Following this resume is a
detailed report covering the period from December 3, 1969 through
June 30, 1970, the final reporting period for the current contract. From
the report it will be clear that further rescarch is indicated. Continu-
ation of this research will be accomplished under Contract AF19628-70-C-031L4

commencing July 1, 1970.

List of Scientists and Engineers Contributing to the Research

Dr. Glen J. Culler
Dr. David O. Harris
Dr. James A. Howard
Dr. Roger C. Wood

Mr. Roland F. Bryan

Mr. Ronald Stoughton

List of Publications and Reports Resulting from Sponscrship of the Contract

Publications

1. Baldwin, Jr., John A., and Glen J. Culler, "Wall-Pinning Model of Magnetic
Hysteresis", Journal of Applied Physics, Vol. 40, No. 7, June 1969,
pp’ 2828 - 2835-




ii

Bruch, Jr., John C. and Roger C. Wood, "The Teaching of Hydrodynamics
Using Computer Generated Displays", Bull. Mech. Engng. Educ., Vol. 1,
Pergamon Press 1962, pp. 1 - 1l.

Culler, Glen J., "Mathematical Laboratories: A New Power for the
Physical Sciences", Interactive Systems for txp. Applied Mathematics,
Academic Press Inc., New York, 1968, pp. 355- 38L.

Culler, Glen J., "On the Polar rfquations for Linear Systems and Related

Nonlinear Matrix Differential £jquations”, Transactions of the American
Mathematical Society, Vol. 118, Issue 6, June, 1965, pp. 390-405.
Davenport, Demorest, Glen J. Culler, Richard B. Forward, and William
G. Hand, "The Investigation of the Behavior of Microorganisms by

Computerized Television", IEEE Transactions on Bio-Medical Engineering,
Vol. BME-17, No. 3, July, 1970, pp. 230-237.

Hendren, Philip, Experiments in Forms, Using Computer Graphics, Sept.,

1968.

Howard,‘James A., and Keith L. Doty, UCSB On-Line System Manual, Feb.,

1969.

Howerd, Jemes A., Roger C. Wood, "Hybrid Simulation of Speech Waveforms
Utilizing a Gaussian Wave Function Representation", Simulation, Sept.,

1968, pp. 117-12L,

Wood, Roger C. and Philip Hendron, "A Flexible Computer Graphic System

for Architectural Design", Information Display, March/April, 1968,

pp. 35-L0.

Reports

ll

First Quarterly Report, Reporting Period:April 16, 1966 - July 15, 1966.

Second Quarterly Report, Reporting Period: July 16, 1966 - October 15, 1966.

Third Quarterly Report, Reporting Period: October 16, 1966 - Jan. 15, 1967.

Fourth Quarterly Report, Reporting Period: Jan 16, 1967 - April 15, 1967.

Fifth Quarterly Report, Reporting Period: April 16, 1967 - July 15, 1967.




iii

Sixth Quarterly Report, Reporting Period: July 16 - October 15, 1967.
7. Seventh Quarterly Report, Reporting Period: Oct. 16, 1967 - January 15, 1968.
8. Eighth Quarterly Roport, Reporting Period: Jan. 16, 1968 - April 15, 1968.
9. Ninth Quarterly Report, Reporting Period: April 16, 1968 - July 15, 1968.
10. Tenth Quarterly Ruport, Reporting Period: July 16, 1968 - Oct. 15, 1968.
11. Eleventh Quarterly Report, Reporting Period: Oct. 16, 1968 - Jan. 15, 1969.
12. Twelfth Quarterly Report, Reporting Period: Jan. 16, 1969 - April 15, 1969.
13. Thirteenth Quarterly Report, Reporting Period: April 16, 1969 - July 15, 19€9.
14. Semiannual Technical Report, Reporting Period: June 2, 1969 - Dec. 2, 1969.

Related Research - List of Previous and Related Contracts

The developmer% of on-line computation at the University of California
at Santa Barbara was initiated with the delivery of a gift from the Bunker-
Ramo Corporation consisting of one Teleputer Control unit, one Data Set
Control unit, and one storage tube display device. This was used to carry out:

NONR 4222(09):

Pilot Experiment - Our pilot experimentel program consisted of utilizing
the Teleputer console which was donated by the Bunker-Ramo Corporation located
in the Computer Center of the University of Californai at Santa Barbara but
tied to a leased telephone lire feeding into the RW 400, AN/SFQ 27 equipment
at the Bunker-Ramo Corporation in Canoge Park. Through this program we
demonstrated that an adaquate curvilinear display was possible over a con-
ventional 201PR data set. We developed the basic software underlying our
present on-line system.

ARPA SD 319:

An Experimental Communication Laboratory - We designed and constructed

a2 16 station computer classroom and the associated time-sharing software
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which is now being used by the Electrical Engineering Department, the
Mathematics Department, the Chemlstry Department, and long line at Harvard
Computation Laboratory, th2 University of California, Los Angeles Physics
Department, the University of Kunsas, and at the Livermore Radiation
lLaboratory in Liverumore, California,

NSF GP 5382;

Mathematical Applications of On~Line Computation - We designed and
constructed a logical interface connecting tiie IBM 1221 Model 1 disk drive
to our on-line system. We adapted our on-line software to incluvde externsl
users. We initiated mathematical research in the areas of non-linear
integral equations and complex function theory.

NSF GJ 115 and GJ 693:

Development of an on-line computer network for Chemistry Bducation -
This network ties none other universities from across the nation into the
UCSB On-Liae Computer System. The first station was operational in March,

1970. To date results of this network have been extremely successful,

Resume of Technical Progress

Work under the contract ~ommenced April 26, 1966. Detalled technical
progress has previcusly been reported as indicated in the prior listing of
reports,

The general purpose of the research was to develop on-line computing.
Specific tasks were to develop a modern computing System, establish a
campus network, enhance human-computer communications and establish a

national network for eppropriate institutions. The resume will discuss




prorress in each of these task areas.

Software was written to effectively share/transfer control between
the on-line system and stendard bateh processing. In addition sub-programs
were developed for the vast number of macros required for effective use of
the system. As a normal development progressed the operating system changed
from DOS to O0S., Various lenguages were added to the system to enhance user
options and meke the system easier from the user point of view. Special
features include entering and manipulating jobs in the batch mode from
remote terminals (RJE). To improve system reliability and maeke the system
more exportable a new version of the system softwere was developed and
installed during the final year of the contract.

Hardware developments have included developing the On-Line Computing
System within the 360/50 which was replaced by the 360/65, which was replaced
by the current 360/75. Network activity has grown from a small nucleus of
campus terminals to a nationsl network supported by an NSF grant and includes
preliminary operations of the still-growing ARPA network. To support the
networks ﬁhe necessary interfaces, buffer and multiplexor have been developed.
Within the Electrical Engineering Department a computer classroom has been
established consisting of sixteen stations, and several smaller classrooms
have also been installed elsewhere on campus. Peripheral hardware has included
development of the double keyboard, a blackboard plotter, a system employing
2 Grafacon tablet, a high speed buffer, and a bugwatcher to facilitate use
of the computer in support of bio-medical engineering research.

The objective of the speech project is to establish effective human
corrmnications with the computer. liarly efforts have been devoted to

identifying the various elements of human speech and analyzing those that
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could be useful in this communication. Research was fruitful in that the
concept of the waveform analysis and synthesis approach has been fully
developed. The parameters have been described, techniques and procedures
outlined and essential hardware obtained to test the fundamental elements

of speech sounds and to provide clear reproduction of these sounds. As a
natural outgrowth of the continuing research effort, early techniques,
procedures and hardware will be modified o enhance the reliability, improve

efficiency, und develop epplications.



PART II - Detailed Technical Progress for the Period January - June, 1970.
§znogsis

Network software development has progressed in consonance with network
protocol development.

A new version of the baslic system software was virtuelly completed
during this reporting period. Operational testing under the rigors of
normal user activity will commence on July 1, 1970.

Hardware development includes the Multi-Teletype Control prototype
and the High Speed Data Buffer. Both units adhere tu the concept of
connecting directly to the 360 without going through the UCSB Buffer uniﬁ.
The Multi-Iine Controller is in the design phase and should be developed
and operational during the next reporting period.

Significant progress has been made in the speech analysis/synthesis
project. This includes: (1) Development of a one-pass analysis/synthesis
system which substantially increases data accuracy. (2) Improved techniques
for deriving reliable recognition information from ASCﬁN parameters. (3)
Achievement of good results from the steedy-state vowel recognizer. The
entire speech project has been enhanced considerably by improvements to
the 1800 which is now a more userful tool with the capability of handling a

substantial portion of the computing required in the continuing research effort.



A, Software
(1) ARPA Network

As a result of network protocol modifications it was necessary to set
aside previous work on the network software and virtually start over agein
on May 1, 1970. In planning the new implementation, it was decided to make
it independent of the On-Line System, giving batch-mode tasks (as well ».
On-Line System users) direct access to the Network.

In the new implementation, tasks communicate with the Network Control
Prograr (NCP) by means of a supervisor call. Cne supervisor call routine
suffices to perform all necessary neuwork functions; a branch index passed
to the rcoutine specifies the desired function. 1In general, the supervisor
call routine returns control to the invoking task upon initiation of the
operation. The operation is completed by the I/0 interrupt handler, w.ich
posts the event complete associated with the requesting task. This method
of signaling the completion of an event was chosen as a powerful alternative
to "blocking” the task until completion (as proposed in the Network literature),
and makes feasible the eventual use of the supervisor call by subroutines of
the On-Line System.

Currently, the NCP runs as & normal task in batch mode under KASP and
the Operating System. Upon start of executicn, an initialization routine,
by making the recessary modifications to low core, initistes the NCP as both
the I/0 and supervisor call first-level interrupt handlers (FLIZ), permitting
it to (1) process I°0 interrupts from the IP, and {2) gain control when

the Network supervisor call is issued byany task in the rmachine. Snould the




NCP &bnormelly terminate, low core is returned to its original state, end 0S's
FLIH's are reinstated. In this manrner, the software can be developed and
debugged with no modifications to the cperatinc system. Once it has reached
operational status, the NCP can either be made = resident part of 0S, or run
as an extension of the Logger using the present technique.

At present, those routines which transfer data between sockets (READ and
WRITE) are operational, and transfers between processes in the 360’75 have
been made using supervisor calls. With the adoption of an official Host-Host
protocol scheduled for July 13, 1970, those woutines which establish, switch,
and break connections will be developed.

(2) ucs® On-Line System

One significant change to the improved system software, was to include
trailing predicates in the new version. This reverses the action intended
when the last technical report was written. Rationale for including trailing
predicates was primarily based upon the fact that numerous users were employing
this feature and to eliminate it would create a great deal of anguish among
these users, It was felt the slight sdditional software overhead would be
much easier than re-educating the entire user population.

Development of the new version is virtually completed. Many elements
have been satisfactorily checked by developmeni personnel, These verifications
foster optimism; however the acid test will come with the deluge of programs
and operations of normal system use by our user group. The target date for
normal operatioral uze of the new system is July 1, 1970, Because of this
fact, the software portion of this report is abrvreviated - more extensive
details will be included in the next report after the new system has been in

operationsal use,




B. 360/75 On-line System, Hardware

In the last technical report & new direction for system development
was set forth. Development was to proceed away from further attachment of
special devices to the existing UCS3 Buffer and toward directly addressable
I/0 devices attached to the Multiplexor Channel of the System/360. The
attachment of the IMP was done in this manner. Figure B-1 shows the present
hardware distribution.*

Implementation of hardware t'or direct attachment is presently underway and
none has been operated as yet. However, fundamental changes in the software
have been made to allow the addition of the new devices by direct attachment,
when the hardware is completed.

The last report discussed the use of the UCS3 Buffer as a "test-bed" for
new devices while maintaining its present operation. In tnuis way new cevices
would be attached to the existing 3uffer for test urtil the direct attachment
facilities exist. Two such attachments are underway. The first is the Multi-
Teletype controller that will operate Teletypes located arouna the cempus., the
second is the modification of an existing segment on the Buffer to allow half-
dupler operation with an accoustic coupler unit Both of these devices will
subsequently be attached to futurc hardware for direct program operation by

the 460.

The following items swmmarize the position of the several projectis underway:

(1) The Multi-Teletype Control prototype unit has been tested on the

*
This Figure was included in the last technical report and is presented again
for reference.
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existing Buffer. Fabrication has been completed on the final unit and tests
will proceed using the UCSB Buffer until direct attachment is achieved.

(2) The High-Speed bulk data buffer is presently in check-out. A
cpecial direct attachment will be implemented for use on the System/360.

(3) The direct attachment facility will be gained through use of a
Multi-Line Controller which is presently in the design phase. When completed,
the Multi-Teletype Control, additional display consoles, & program setsable
time interval controller, remote computers, and remote job entry units will

be attached.
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C. Speech Project, Tereral

The prosress of the speech project is discussed in the following sections
under the headinss theory, software, and hardware respectively.

Speech Froject, Theory

The theoreticel aspects of the speech program were concerned with the
followinge areas durins this period:

(1) Examination of the wave-function structure of the phonemes of the
English lanruace to define the requirements of the wave-function model of human
speech.

(2) TDefinition of a preprocessing method to filter the raw speech string
into sub-strings amenasble to wave-function enalysis.

(3) Development of a one-pass wave-function analysis/synthesis system
based on the Jaussian Cosine Modulation (GCM) Model, that will accurately analyze
and synthesize both mzle and female speech data,.

The analysis programs have been structured to provide parameters thet are
compatible with the work being done on speech recoghition (for example precision
frequency ianformation).

(4) Continued studies on the computer classification and recognition of
phonetic inforration including extraction of recognition parsmeters from the
ASCEY parameter set, recoznition of steady-state vowels and vowels embedded
between two unvoiced phionemes for a single speaker and preliminary studies of
the segmentation of connected phonemes.

(5) Stuiies of the data rate of the basic ASCHN representation and the

amount ol dats compressi.or possible through the elimination of redundant wave-

function cets,
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(€) Preliminary definition of the interrelationship between the wave-
function representation and a classical forment model of human speech.
Empirical formulae have been developed relating the ASC¢N parameters
to formant amplitudes, frequencies, and bandwidths.
The above topics are discussed in detail in the following sections.

(a) Wave-Function Structure of English Phonemes

The success of an anaiysis system based on the Gaussian wave-
function representation depends upon the accuracy with which the model covers
the set of wave-functions found in filtered human speech. To verify the complete-
ness of the model the wave-function structure of each of the 34 basic English
phonemes, fdr a male and female volce, was studied. Two different filtering
methods were employed for preprocessing the raw acoustic data into sub-strings

amenable to wave~function analysis. These were as follows:

1. Adaptive Filtering - Filtering the raw speech data around the

formants of the short-term energy spectrum as described in the previous semi-

annual report.

2. Fixed Filtering - Filtering the speech dats into four contiguous

frequency bands covering the frequency range 100 - 3600 Hz in which the filter
characteristics are fixed (identical) for all phonemes. Fach of these filtering
methods gave equivalent results. They both showed that the wave function model
is not complete in the sense that it covers all wave functions found in filtered
human speech. There are actually two separate classes of wave-functions of which

the acoustic waveform may be composed.

l. Waveforms with a Gaussian Envelope - The cyclic behavior of the

waveform under the envelope may be described by either some appropriate Hermite



polynomial (Gaussian Wave-Function Model) or aﬂ appropriate cosine function
(Gaussian Cosine Modulated Model)

2, Sinusoids - Sinuscidal waveforms occuring in the frequency
region defined by the pitch-period. Experimental results have shown that the
family of sinusoidal wave-functions only occur in that frequency region defined
by the pitch-period. Higher frequency regions contain waveforms with Gaussian
envelopes. The occurance of a sinusoid is functionally dependent on the pitch-
period of the voice. As the male voice pitch-period shortens, the wave-function
structurc changes from a GCaussian envelope character to a sinusoidal character.
This is illustrated in Figure C-la and b for a male speaker uttering the vowel
/i/ as in "eve" at pitch-periods of 7.8 msec and L.l msec respactively. As
the.pitch-period shortens, the wave-function structure changes from a Gaussian
to a sinusoidal characteristic., Two additional examples illustrate this effect,
Since the female voice typically has a shert pitch-period relative to the male
voice, it would be expected from the above that the female voice would have a
strong sinusoidal component for the voiced sounds. Figure C-2 shows a comparison
between a normal male and female voice uttering the word "put". The male wave-
function structure (Figure C-2a) has a consistant Gaussian characteristic for
both the plosive and vowel sounds whereas the female voice exhibits a sinusoidal
characteristic during the vowel segment. Figuie 3 compares a normal male and
female voice uttering the word "mat". The male voice (Figure 3a) exhibits a
consistent Gaussian characteristic whereas the female voice (Figure 3b) shows
a sinusoidal characteristic for the voiced nasal consonant and vowel, and then
beconmes Gaussian during the plosive.

The above examples show that a general wave-function analysis system must
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be able to accureately -epresent weve-functions with Gaussian emvelope char-
acteristics and sinusoidal characteristics.

A method has been developed as part of the new anelysis system that builds
sinusoids out of GCM waveforms. This permits a consistent set of parameters to

be generated by the new wave-function analyzer.

(b) Preprocessing of Acoustic Waveform

In the previous semi-annual report, a method was presented for flltering
the input speech string into sub-strings that are amenable to wave-function
analysis. This technique required the tracking of the major energy peaks in
the short-term energy spectrum of the acoustic waveform (i.e. formant tracking
for vowels) and adjusting the center frequency and bandwidths of these filters
in covering the frequency range from 300 - 3200 Hz. It was demenstrated that
this approach would correctly filter the original speech string.

This method of preprocessing the input speech data was employed successfully
in both the analysis/synthesis eand recognition studies. However, it became
increasingly evident that the digital simulation of an automatic tracking filter
was a complicated process and required the major portion of computer time in
both the wave-function analysis/synthesis and recognition studies., In view of
this further studies of the preprocessing problem were undertaken with the
intention of defining a set of fixed frequency ranges which would correctly
filter the acoustic waveform into acceptable sub-strings for both the male and
female voice. This study has been successful in defining the four contiguous
frequency bands

100 - LOO Hz Band 1

40O - 900 Hz Band 2
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900 - 1800 Hz Band 3

1800 - 3600 Hz Band U4
which correctly partition the original speech string into four sub-strings
whose waveforic structure is of a form suitable for Gaussian wave-function
analysis.,

An experimentel approach was taken in the determination of the fixed
filter bandwidths and center frequencies. Initially the following criteria
were established as the basis for the selection of the filter specifications:

1. Filter parameters must be selected so thai the resulting
sub-strings have an sppropriate wave-function structure to fit the wave-function
analysis model.

2. The number of fixed filter bands must be kept to a minimm
to avold edditional complexity in the analysis schene.

3. The fixed filter parameters must be chosen such that they
contain relevant information for recognition.

The experimental endeavor involved generation of the short term energy spectrum
of each of the 34 Engiish phonemes for a male and femele speaker. The first three
major energy peaks for each phoneme were then plotted as a function of frequency.
Examination of the resultant plots indicated that the energy peaks roughly occurred
in three distinct frequency regions; below 1000Hz., 1000 - 2000 Hz., above 2000 Hz.
These three fixed regions gave adequate filtering results even though two major
energy peaks would be grouped together as for example for the vowel /a/. Furtuer
studies showed that breaking the region below 1000 Hz into two bands at LOO Hz
and setting the upper frequency limit above 2000 Hz to 3600 Hz gave consistently

good results. A frequency of 100 Hz was established as the lower frequency limit
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to minimize random low amplitude noise occuring in the region below 100 Hz.

The upper limit on Band 1 of LOO Hz was selected to ccrrespond to a minimum
pitch-period of 2.5 milliseconds. For the spectrum of pitch-periods encountered
in the male and female voice this represents e reasonable choice. Additional
experimentsl studies demonstrated that setting the upper limit on Band 2 at

900 Hz improved the results even more since this separated the second major
energy peak from the first for several of the phonemes.

In the determination of the appropriate fixed filter bands it was useful
to repeat the Peterson-Barney vowel map(l) into the line form depicted in
Figure C-4. This vertical line plot represents the possible frequency ranges
of the first two formants F, and F, (first two energy peaks) of the twelve
vowels for a mix of 76 male, female, and child speakers.

The horizontal lines on Figure C-4 define the bandwidths of the four fixed
filters. The figure 1llustrates that the frequency ranges defined by the four
fixed filter bands do contain useful frequency information. From & consideration
of the figure it can be seen that five vowels, (/i/, /I/, /e/, /&/, /u/) have
the possibility of the first formant occuring within Band 2, and in some cases
the second formant may also occur within Band 2. Eight of the vowels can have
a first or second formant occuring within Band 3, and seven vowels may have the
second forment falling within Bana 4. The point to note is that due to the
positions of the formants within these fixed hands, some recognition information

is available by a simple examination of the sub-string. For example, due to the

leck of & formant in Bend 3, the vowels /i/, /I/, /€/, and /e/ will have very low

U"Peterson, Gordon E. and Barney, Harold L., "Control Methods Used in a Study
of the Vowels", J. Acoustical Society Am., Vel. 24, pp. 175 - 18L, March 1952.
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amplitude ir this be:d as compared to the olher three bands. This is clearly
illustrated in Figure C-5 which shows the output of the fixed filter pre-
processor for the word "steek". Figure C-S5a shows the word prior to filtering
and Figure C-5b illustrates the four filtered sub-strings. In the 900 -

1800 Hz sub-utring it can be seen that during ihe vowel portion (/i/) the
amplitude is indeed almost insignificant as compared to the other sub-strings.
Also note that the largest amplitudes occur in Bands 1 and 4, because these
are the bands in which the formants occur.

Consider the usefulness of these four frequency bands with resgect to
phonemes other than vowels. Figure C-6 shows the word "shop" and its four
sub-strings. Note that the fricative phoneme /sh/ stands out clearly in the
1800 - 3600 Hz sub-string, the vowel portion stands out as a repetitive
structure in all four sub-strings, and the /p/ phoneme is indiceted primarily
as & burst of low frequency wave-functions in the 100 - 40O Hz. sub-string.
The combination of bands 1 and 4 can serve as strong indicators of voiced vs.
unvoiced phonenes.

Another example is the werd "men" as shown in Figure C-7. This example
demonstrates how a nasal phoneme, with its voiced repetitive-like structure,
can be distinguished from a vowel. Most of the power ¢f 2 nasal resides in
the 100 - 400 H4z. band while the vowel has significant energy in at least
three bands.

The fixed filter ranges, alcthough experimentally determined, do exhibit
the cormon property that there is apprcximately an octave change across the
filter bandwidth. For exsrple the lower frequency of Band 3 is 900 Hz while

the upper frequency is 1800 Hz., an ozteve difference. Note that Band 1 is
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Figure C-5 (&) The word "steek", unfiltered

(b) The 4 sub-sirings of the word "steek"
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"SHOP"

C-6a Unfiltered
420 ms. l
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Figure C-6 The word "shop" and its four sub-strings.
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the one exception to this observation.

Figure C-8 compares the original and synthetic versions of the word
"'max' &s recorded for a male spesker for the adaptive and fixed filtering
approaches. As indicated the synthesized version of "max" using adaptive
filtering (Figure C-8b) and that using fixed filtering (Figure C-8c) compare
favorably with the original word.

The purpose of the preprocessor 1s to transform the input acoustic
waveform dencted as a "string" into "sub-strings" that are amenable to
wvave-function analysis. It has been demonstrated sbove that a high-quality
vave-function reprgsentation can be obtained by filtering the input string
into four sub-strings covering the frequency range from (100, 3600) Hz. Let

s(t) be the original string with frequency components in the range (100,3600)Hz. ;’

Then L
s(t) = len(t) (c-1)
n=

where sn(t) is <¢he nth sub-string. In tLe frequency dorain

S(gw) =}, 8, ()

The frequency regions R corresponding to Sn(Jw), n=1,4 are divided in
the following manner:

100<R1<hoonz

400 < R, < 900 Hz

900 < Ry < 1700 Hz

1700 < R, < 3600 Hz

This separation into four contiguous frequency regions corresponds to

convolution of sin x/x type bandpass filters with s(t) to obtain the sub-strings.
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By applying the discrete convolution equation each of the four sub-strings

for the system simulation is obtained as

62

s, (k) 3_262 s(x) b_(3-k) (c-2)

where sn(k) = sn(t)lt=kT k = 0,1,2...

sin(ZnB (3-x))
h (J-k) = 2B 5= - k) cos [ZNFJ(j-k)]

and T is the discrete sampling period. The paremeters of the nth convolution
kernal hn(t) are detined from the nth region. For example B, = 900 - 400 = 500 Hz
and F, = (400 + 900)/2 = 650 Hz. Equation (C-2) is utilized for simulating

the fixed-filter preprocessor on the UCSB 1800 speech system.

(c¢) Improved Wave-Function Analysis/Synthesis System

The process for wave-function analysis of human speech that has

evolved at UCSB is a three-step operation.
1. Record a sample of speech of time length T

2. Preprocess (filter) the speecn sample into f'our sub-strings

each of duration T
3. Analyze each sub-string into its set of ASCON parameters.
Previous work at UCSB has used the Gaussian Wave-Function family as a
model for the individual wave-functions in the filtered sub-strings of the
raw speech string. The family of Gaussign wave-functions is the set of
derivatives of the Gaussian function e . The nt function is explicitely
described by the Gaussian function multiplied by a Hermite polynomial of degree

n. The famly of functions satisfy the differential equation

‘e 2 ’ 2
=ee) + &) (-0ut) + &) 0F - Hyue) (c-3)



-

ek,

with initinl conditions
u(c) = A cos ¢

: 2N
U(C) = A—S— sin ¢

N is & physically descriptive parameter defining the number of half cycles
of the Hermite Polynomial which occur under the envelope of a particular wave-
function. The relationship defining N is

NeVR T 32
vhere n = order of the Hermite Polynomial, There 1s no closed form solution
which describes this family of wave-functions. It has been necessary to
implement a recursive solution to Equation (C-3) in order to generate any
arbitrary wave-function of this family. This complicates the problem of
analysis and synthesis.

As reported previously, an asymtoptic solution to Equation (C-3) has
been obtained which is of a closed form and is also valid for the range of
wave-functions encountered in human speech. This solution defines the
Gaussian Cosine Modulated(GCM) family of wave-functions. Any arbitrary member
of this family of wave-functlons cen be described by

” 2
I
-(—s \t-C))

U(t) = Ae cos (wo(t-C) - ¢) (c-4)

mo = QHFO

The solution is thus & Gaussian envelope of amplitude A, center in time of C,
and spread in time of S, multiplied by & cosine wave of frequency Fo and
phase ¢ with respect to C.

'This mode). still has only five parameters describing the entire wave-

function but now the set of ASCPN parameters is replaced by the set of AFCHF

il i




parareters. A representative wave-function is showi. in Figure C-9.
The parameters of the OCM model as in the Gaussian Wave-Function Model

are chosen to be physically meeningful in describing the given wave-function.

A = Amplitude of envelope of wave-function

S = Spread of wave-function envelope or that time interval during
which 99 % of the energy of the wave-function occurs.

C = Center of the envelope in time

-~
L}

Phase of the cosine wave with respect to C

F = PFrequency of the cosine wave
From a computational and conceptual viewpoint the GCM model is much
simpler to operate with. Therefore a new analysis and synthesis has been

developed based upon this model.

GCM Wave-Function Analysis

Previous work in developing the wave-function analysis process required
a multi-pass analysis on a given sub-string of data, This process is undesir-
able because it generates multiple sets of wave-function perameters for each
sub-string and multiplies the amount of time required to analyze a given sub-
string by the number of passes on the sub-string. Investigation showed that
multi-pass analysis was required due to three problem areas.,
1) Improper preprocessing (filtering) of the raw speech string
2) Inaccuracies in the analysis process
a) Sampled data inaccuracies
b) Failure to set practical limits on caleculated perameter values
3) 1Inability te handle sinusoids, particularly on the female voice.

From an ideal standpoint, a one pass analysis system is desirable in order

25.
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to achieve maximum speed in the analysis process and a minimum number of
parameters to describe the speech sub-string.
In order to achieve this goal, a new analysis system, based upon the
GCM model, has been developed which accurately performs a one pass analysis
on any arbitrary speech input from a male or female voice. In conjunction with
this, a GCM based wave-function speech synthesis system has also been completed.
Each of the problem areas that necessitated multi-pass analysis has been
investigated and the appropriate solution has been implemented in the new
system. Problem area one, improper preprocessing, has been solved by the
definition of the four correct fixed filter bands previously discussed and
then constructing the appropriate EEE.E band pass kernals to use in the
existing digital filter convolution programs. Problem area two, inaccurate

analysis, has been solved by performing an error analysis on the wave-finction

process to define the significant analysis errors that needed correction.

These were:

1) Improper estimation of extreme and times of occurence due to inac-
curacies in the sanpled data. This factor introduces a significant error,
that is a function of frequency, into all five parameters. The error is
minimized by implementing a parabolic curve fitting operation to the sampled
data during the extrema detection operation.

2) Feilure to set bounds on calculated parameters. The sampled speech
d=ta varies at times significantly enough from the wave-function model, so
that, unless the S parameter is bounded, irrecoverable errors are introduced
i1 the Residue calculation process. To avoid this, when analyzing a given

wave-function, the speech string is extrapolated into the future to locate the



2

ot

next wave-function. S is then bounded so the present wave-function does not
couple beyond the center C of the future wave-function. The character of the
future wave-function is therefore not destroyed by an error in the calculation
of the parameters for the present wave-function. Errors in the other four
parameters were found to be generally small enough to avoid the necessity of
bounding them.

The third problem aree, inability to handle sinusoidal wave-functions,
was solved by

1) Setting filter Baund 1 to an upper limit of 400 Hz. This limits the
sinusoidal component to Band 1.

2) Construction an algorithm in the analysis process that detects the
presence of a sinusoid and then generates a set of ASCéF parameters from which
the sinusoid can be built. The algorithm is specifically tailored to generate
one wave-function per pitch period, even during a sinusoid, so that the pitch
information contained in the C parameter is retained for the recognition system.

As in previous work, the new wave-function analysis system is based upon
a four point analysis of a given wave-function that uses the four extrema
grouped around C to caleculate the five parameters to define the wave-function.
This requires an extrema detection process which maps the sampled data format
into an extrema (peak vs. time) formet. Therefore the first step prior to
the analysis process on the filtered sub-string is to convert the sampled data
sub-string into a list of extrema. Define

S(t) = Acoustic waveform speech string
Sd(t) = Sampled acoustic waveform speech string

Syn(t) = Sampled filtered sub-string n = 1,2,3,h
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W, = Extrema listing of speech string n = 1,2,3,L
A block diagram of the process prior to analysis would then be as shown

in Ficure C-10.

The analysis process then consists of scanning the extrema list wKn to
isolate the wave-functions in the sub-string and then to calculate the five
ASC¢F parameters which define each isolated wave-function. Since four points
are used to characterize a wave~function, the extreme list is scanned using
four points at a time until & stopping condition for a wave-function occurs.
Determining the ASCOF parameters is therefore a two step process: 1) Satisfy
ttopping criteria to isolate a wave-function 2) Calculate ASC¢F perameters.
Once the parameters of a given wave-function have been determined, the effecf
of the wave-function coupling into the future must be removed to be able to
correctly determine the parameters of the next wave-function. This is accom-
plished by building the calculated wave-function and then subtracting out its
effect from the extrema listing. This process is the Residue calculation.

A block diagram of the entire analysis process 1ls shown in Figure C-11.

Extrema Detection and Correction

The sub-string to be analyzed is in a sampled data form. This is converted
to a sign magnitude (peak) vs. time format by the extremum detection and
correction operation,

Let

xd = jth sample data point

J = index of sample data list J = 1,...,7hk40

The operation is defined in the flow chart of Figure C-12. The analysis systenm

used depends upon accurate extrema parameter values. Since sampled data is
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only an approximation to the true extrema, a parabolic curve fitting 1s done :
to the sampled data to precisely define the extrema., This is accomplished by
the following relations. H
Sempling Frequency = 17.5 kHz j
18 = 1/17.5 :
th E
T= (3 -1)X TS = Time in msec. of J  sample :
2 :
A= (xd+1 - axy ¢ xJ_l)/(z T5°7) (c-5) ;
B= !

(xg,q = *y.1)/(2 T5)

2
Xcorg © "B /(4A) = Correction to peak value

Toorr = -B/(2A) = Correction to time value

Stopping Criterion (Normal)

T T SRR TR OUCK RO [T 1 TR

When scanning the extrema data list s 8 criterion is established to isolate

a wave-function behavior

K = Extrema datae list index 3
w = Extrema date list ;
K=1= Initial condition

we = Sign megnitude of extrema

Ll 2 ik ld st

wK+l = Time of occurence of extrema

Figure C-13 illustrates the character of a wave-function in extrema format.

Figure C-13 Wave-Function K+
in extrema formst '
w [}
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The following quantities can be defined from Figure C-13 for a wave-function
in extrema format,

K = present index of extrema data list

wx = Peak 1

Wiy = Time of peak 1
wK+2 = Peak 2

wK+3 = Time of peak 2

wK+h = Peak 3

wK+5 = Time of peak !

wK+6 = Peak h
Wy, = Time of peak U

The stopping criterion is

STOP if

log,ol = log,gl
and

|wK+[.I 2 lwx|

otherwise increment the index by 2 to K + 2 and check for the stopping critericn
again.

If the stopping criterion is satisfied, thls means that A and C will occur
during the time interval defined by (wK+3’ wK+5)' The stopping criterion is
equivalent to the presence of a local maximum or minimum in the extrema date
list,

Once the normal stopping criterion has been satisfied, the ASCOF parameteis
of the isolated wave-function are then calculated. This process is accomplished

by making calculetions based on the known geometry of the wave-function family.
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The four extrema define four points in the envelope of the wave-function. This
is sufficient information to calculate the S and C parameters. Once S and C
are known, A and # can be calculated from either of the extrema adjacent to C.

The time values of the two extrema around C can be used to determine the

frequency paremeter, The ASCHF parameters are thus found from tht following

expressions.

Determination of F

wK+5 = Time value of extrema to right of C

wK+3 = Time value of extreme to left of C

1
F= (c-6)
21wK+5 - wK+3)

Choosing the two time values at the :enter of the wave-function minimizes

errors in the frequency calculation due to coupling from adjacent wave-functions.

Calculation of § &

-1
S = % [ 2 1ln [QTGammaj% 1) ] (c-7)

Cluyl + log,olT Clugyl + log,ql]

Gamma = 5
[le+2' * IwK+h|]
(c-8)
cemma = L)
2
(2)
where these variables are defined in Figure C-13.
wK+h
Figure C-13 Definition of variables
x,y,and z for computation of Gamma x = |wK| + |wK+2|
for Equation (C-8). -
Yy le+b' + |(‘UK+6|
K+2| * le+h|

K+2

|
i
]
!




36. ]
Computation of C
C=U Weyg (1 - u) Oy 45
where
log, | = 1ol
RHO = ——3 X
logial = 1oyg] x>y
U= [n/2 - atan (RHO)] 2/7 (c-9)
Iw - o, (] ]
RHO = K+2 — Kré
w
K+y x<y
U = atan (RHO) 2/n
Calculation of A [ 32 :
~(n/3(w C) ;
= K+3 ~
A= |°’x+2 (c-10) .
Calculation of &
= - <
¢ anE (wK+3 ¢) wK+2 0 (c-11)
f=2F (weq-Clym @ >0
Equations (C-5) through (C-11) represent the basic wave-function analysis
method. To compensate for deviations in the speech data from the basic GCM 3
model, two additions are required 5
1) Band 1 sinusoidel analysis F

2) Upper limit on S

Sinusoid Analysis

The sinusoidal component takes the form of a sinusoid multiplied by the
volume emphasis function of the human voice. As such the normal stopping criterion

for a GCM wave-function will not detect the existence of a sinusoid. The transition

into steady state portion, and transition out of the voiced sinusoid muct be
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detected. This is accomplished by again forming ratios based upon the four
extremna being tested in the extrema list. The sinusoid is characterized by
all four of the adjacent extrema heing cf approximately the same magnitude,

Therefore the sinusoid stopping criterion is as follows using Band 1 information.

Isx sz
Ye o FTA = é
No ETA = z/x
Is ETA < .9
Yes Go to GCM Stopping Criterion
No Isy = 2
Yes ETA = y/2
No ETA = z/y
Is ETA < .9
Yes Go to GCM Stopping Criterion
N A sinusoid exists
Tien set
Carma = .3
U= .5

a d set these values into the normal set of equations to calculate the ASCHF
P rameters.

This will create a OGCM wave-function to fill a pitch intqrval(one cycle
of the sinusoid) of the voiced sound., Thils process is graphically illustrated
in Figure C-1h.

Since there is no coupling from the derived GCM wave-function into the

future, the Residue calculation process is bypassed.
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Figure C-15

S0M Wave-Furction fnalysis Flow Diagram
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COMPUTATION OF
ASCHF PARAMETERS >
{continued)

2
S

F(4 extrema)

o A e il

atan (RHG) %

[
L]

6= f(WK+3,C,F,TT) 3= F(wl(+3 s C, F)

1/F(4 extrema)

} U= [% - atan (RHO)] % = I
b pr—— 2 @ < '

RESIDUE ML = +1
CALCULATION K=K+ U

RESIDUE
CALCULATION

K=K+ 6

COMPUTATION
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aQ
L

= 103, wy,)

>
L
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Upper Bound on S Parameter

Of the five parameters, errors in S have the most effect on intrcducing
errors in the analysis process. This is because the S parameter defines the
amount of coupling between adjacent wave-functions. There are significant
enough deviations in the actual speech data from the GCM model to 1ntroduce‘
unaecceptable errors in the S calculation if S is left unbounded. To minimize
error coupling between adjacent wave-functions Smax is linited so that the
present wave-function does not couple past the center of the next wave-
function. The maximum value of S, Smax’ is given by the relation

S = 2(C

max i+41 7 Ci) (c-12)

where 1 is the wave-function index.
smax can be approximated by
s =2[(w, ) - (w_.)] (c-13)
max K+2 141 K+2 5
The solution to Equation (C-13) is acccmplished by searching the extrema

1ist shead in t’me until the next wave-function is isoclated by the normal stopping

criterion.

Lower Bound on Gamma

Gamma = .3 corresponds to four peaks existing under a Gaussian envelope
in the GCM mo@el. Since a four poin analysis system is used Gammamin = ,3.
A flow-chart of the complete wave-function analysis process is shown in
Figure C-15.

GCM Wave-Function Synthesis

Assuming that the ASCAF parameters have been correctly sorted into the

four different sub-string sets, the synthesis is a straight forward process,
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The synthesized sub-strings §n(t), n=1,...,b are obtained by application of

Equation (C-k). Thus
2_(x) =§i',cp(c(i,n),k) (c-14)

where ((i,n) denotes the ith set of wave-function parameters corresponding to

the nth sub-string, and k denotes the discrete time index; i.e.,
t = kT, k =0,1,... where T is the sampling period
The symbol ¢ denotes the wave-function as a function of these variables.
In computational form, >
pe) 14
9(@(1,0),k) = A1,0) e ler-c(a,m1™ ——] *
S(i,n)

cos [2nF(1,n) e{xT-C (i,n)] - ¢,(i,n)] (c-15)

where

a(,n) = [a(t,n), s(a,0), c(1,n), $(1,m), F(5,n)] (c-16)

as the wave-function parameter set. Since each wave-furfction dies off as an

exponential squared, only those located nearest to the corresponding present

time t need to be evaluated at the index k.
The total synthesis of the estimated string s(t) is denoted by g(t) and

is celculated in discrete form by summing the sub-strings. Thus
N

8 (k) =Z 5 (x) (c-17)
n=

Examples of the New GCM Wave-Function Analysis/Synthesis System

To illustrate the accuracy of the new, one pass, GCM wave-function analysis/
synthesis system, representative phonemes and multiphoneme sounds from the male
and female voice have been analyzed and synthesized. Figure C-17a shows a

comparison between the original vs. synthetic waveforms of a 166 msec. segment



ho,

of Band 1 of the vowel /£/ as in "met". Figure C-17b is a more detailed view
of a 35 msec. segment of the same vowel with the synthetic (dotted) waveform
plotted over the originél. A comparison of the original vs. synthetic wave-
ferms of a 47 nsec. segment of 2and 2 of the same vowel is depicted in Figure 18a.
Figure 18b shows a detailed 35 msec. comparison of the same vowel. In Figure
19a the synthetic and original waveforms for Band 2 of a 119 msec. segment of
the vowel /a/ as in "all" are illustrated with Figure 19b showing a 35 msec.
detailed comparisor., Figure C-20 compares the synthetic and original waveforms
for Band 3 of the same vowel., Note that here, the analyzer fitted in only one
function per pitch period. Figure C-°1 shows Band 1 of the synthetic and
original waveforms of the fricative consonant /f/ as in "for". A comparison
of Band 4 of the synthetic and original waveforms of the fricative consonant
[tn/ as in "she" is illustrated in Figure C-22. Figure (-23 shows Band 4 of
the synthetic and original waveforms of the stop consonant /t/ as in "to".

Looking at multi-phoneme sounds Figure C-24 shows Band 1 of the word "me"
uttered by a female speaker. Both the rusal consonant /m/ and the vowel /i/
were simusoidal and were both accurately represented. Figure C-25 illustrates
the "ei" part of the word "pfeifer" uttered by a male speaker. This figure
shows that even the coupling between vowels is accuratly described by the
enalyzer. Figures C-26a through e show a detailed comparison of each of the
four bands and the synthetic versus raw speech string for the word "pete"
spoken by a female. FExamining Figure C-26a which shows the four synthetic sub-
strings summed together to form the synthetic speech string, demonstrates how
accurately the synthetic speech duplicates the original.

The GCM analysis/synthesis system described in this section will be utilized
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in the SEi-8108 speecu system currently under implementetion.

d) Camputer Classification and recognition of Phonetic Information

The research program in the classification and recognition »f phonetic
information conducted since the last report has yielded very favorable
indications that recognition informaiion can be extracted from the ASCHN
parameters and used to perform reliaeble recognition of connected speech.
The results which have been obtained which lead to this conclusion are as
follows:

1) Extraction of valid frequency information (formant or otherwise) from
wave-function parameters.

2) The ability to make a successful vowel map by ylotting forment 1
versus formant 2 for steady-state vowels based on frequency data obtained
as described in (1) above.

3) Determination of useful fixed-filter bands which can be used for
speech recognition.

k) Recognition of steady-state vowels of a single speaker using 3
fixed-filter bands.

5) Recogniticn of vowels embedded between two unvoiced phonemes for
a singlc speaker, using 3 fixed-filter bands.

6) Preliminary study of the segmentation of connected phonemes using
L fixed-filter bands.

These results are discussed in greater detail in the following sectiors.

Extraction of Valid Frequency Information from Weve-Function Parameters

In additicn to the normal wave-function parameters, the present analyzer

also provides frequency information in the form of a parameter U given by



_ wAT
U= —>

w

radian frerquency

AT = 57 micreseconds (sampling interval of
A-to-D conversion)

From this reletion the frequency in Hz. can be calculated as a funciion

of U and represents the frequency of the center of the wave-function

£ = ﬁ,}gT. (c-18)

The average frequency of the wave-function can also be calculated from

the wave-function parameters N and S, where

N
f=3

In working with a wave-function anslyzer one of the most important factors
in obtaining good parameters is the proper filtering of the raw speech data
into appropriate frequency bands or sub-strings. An example of such & sub-
string and its corresponding ASCHN and frequency parameters is shown in
Figure C-28. It is an 18 ms. portion of the 1200 - 2100 Hz. sub-string of
the vowel /se/, as in "at". An examination of the frequency data shows that
the frequency from one wave-function to the next is not constant, even within
one pitch period. This is of course to be expected because of the bandwidth
involved and the frequency components which make up the voiced sound.

If it is desired to determine formant frequencies from this type of data
then the original speech stream must be filtered into two or three sub-strings,
where the bandwidth of each sub-string contains no more than one formant
frequency. Assuming the voiced sound is a steady state vowel, then an 18 ms.
section like that of Figure C-28 is representative of the entire vowel. A

close estimation of the formant frequency within each sub-string can now be

W
Q



mede by taking a weighted averace of the frequencies of the wave-functions
within the 18 msec. interval. Each frequency term ic weighted by the amplitude
ot the wave-function it represents. Thus, those wave-functions wicth high
amplitudes contribute more power and are given more weight in the frequency
equation
v - Aafa + Abfb + Acfc + ... + Af

Aa + Ab + Ac + ... + A

(c-19)

Using the amplitude and freguency date of Figure C-28, formant 2 for that
particular vowel was calculated according to Equation (C-18) to be 1835 Hz.
Figure (C-29) is a magnitude vs. frequency pLot for the same vowel fae’,
unfiltered, during the same time ii.ierval as Figure C-28. The approximate
valves of formant 1 and formant 2 are noted on this plot. It should also
h> noted that the values of formant 2 from the plot and from Equation (C-19)
are within approximately 50 Hz. of each other. This kind of close relatiorship
hrs been demonstrated for the first two formants of all the vowels.

Successful Mapping of Forment Frequencies Derived from Wave-Function

Parameters for a Single Speaker

The key to valid formant frequency calculation from wave-function parameters

is the proper filtering around each formant. For connected speech this would
imply some sort of automatic formant tracking filter. Since no such tracking
filter exists it was necessary to simulate one. The simulation procedure
involved teking a fourier transform of a representative sample of a steady-
state vowel. Tigure C-30e shows an 18 msec. pofiibn of the steady-state vowel
/u/, as in "boot". 1Its corresponding Fourier transform plot is shown in
Figure C-30b. From (b) the frequency cutoffs around the first two formants

were chosen as 144 - 720 Hz. and 720 - 1700 Hz. Figure C-31 depicts the data

N
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Figure ¢-28 18 msec. portion of the vowel ‘ae/ 8g in "at" end its
corresponding parameters.
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18 msec. portion of the steady-state vowel ‘U/ as in "boot"
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in the 720 - 1700 Hz. band. In both bands the date looks good from the
standpoint of having a nice wave-function structure.

The filtering operation was performed using a convolution program in
the IBRM 1800 computer, resulting in an approximation to an ideal filter.

The filtered sub-stringc were then analyzed and formant frequencies cal-
culated from the wave-function parameters.

As mentioned the first two formants for 10 steady-state vowels were
calculated according to Equation (C-19) and those results were plotted
as shown in Figure 33. Each vowel was spoken at least 3 times by a single
speaker, and at different pitches. This plot indicates the "vowel loop"
for that speaker and shows reasonable separation between the vowels.

Verification of the results obtained from the procedure just described
was accomplished by two means. 1) The frequencies calculated from the
parameter data were compared with the locations of the formant peaks on
the Fourier transform plot. 2) The overall results of Figure C-33 were
compared with those of the Peterson and Barney plot (1) whicﬁ isla plot
of formant 1 vs. formant 2 for 76 speakers - men, women, and children.

While the formant map oleigure C-33 looks as though it could provide a
good foundation for vowel recognition, there would still remain the problem
of filtering. As was mentioned in the discussion of the preprocessor the
simulation of an automatic tracking filter required a large asmount of computer
time in the recognition studies. As a result a set of fixed-frequency para-
meters were defined and are now being used in the recognition process.

Fixed-Filtering as Related to Speech Recognition

As indicated in the discussion of the preprocessor the fixed filter



rarameters which were selectecd were chosen so that they contained relevant
information for recognition. The wave-function parameters resulting from an
analysis of the fixed-filter sub-strings for the word "steek" (Figure C-5)

are shown in Tables C-1 through C-4., Table 4 is incomplete because of the
large number of parameters involved. Besides the five wave-function parameters,
each Table contains the average froquency of each wave-function, the difference
between the successive principle C parameters (labeled DELTAC), and the
difference between successive principle frequency terms (labeled DELTAF).

The principle frequency and principle C just mentioned are those associated
with what is called the principle wave-function. The definition of a prinqiple
wave-function during e voiced sound is: that wave-function having the meximum
amplitude of all the wave-functions within one pitch period. Therefore, there
is one principle wave-function associated with each pitch period. 1In most
cases the voiced phonemes in the 100 - 400 Hz. sub-string are made up of one
wave~-function per pitch period. Therefore every one is a principle wave-
function, This can be seen by looking at Table C-1. The principle wave-
functions are marked by a star next to the amplitude parameter. DELTAC in
this case is a valid pitch period measurement and shows the change in pitch
as a functlon of time, thus providing information on voice inflection and
accentuation. |

It is also possible to have up to seven or more wave-functions per pitch
period., When this occurs, tne one with the largest amplitude is classified
&s a prirciple, while the remaining wave-functions are classified as followers.
Referring back to the sub-string shown in Figure C-28, the principle wave-

functions occur at times A and B. The parameter listings of Table C-b for

58.
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RAMD 1 OF "STEFK SI' Y FILTFR KERNEL  \O&—400 W=,

2L, PARAVFTFES
24 SOSTED PARANCTFERS

A S(C1S,) C('s,) DELTAC 0(NFr) " F(vz.) DFLTAF
0.0306% 11,96 133,13 360." 2.56 171.4
0.5975* 7,05 144,21 11,17 150,04 1,75 235.3 63.9
0.6LC7 J.15 150.87 6.66 139.3 2,46 269.1 33.7
0.6250 9,60 187.73 6,95 €l.h 2.72 202.9 12.9
D, ENR2+ £.79 164,27 G.hl 49,1 2.46 200.90 -2.9
0.7925+ 9,25 170,71 6.Lh L3 2,61 202.5 2.%°
9.77207 = 9.19 177,09 6.35 43,7 2.61 204,2 1.7
0.7725+ 9,21 103,54 6.0 42,1 2.61 223.7 -2.5
0.7540 9.41 182,62 6.k 41.1 2.66 283 .4 =3.3
0.723h» 9.63 136,12 6.0l 33.5 2,72 252.9 -3.°%
0,7511+ 9.66 202.97 6.55 35.90 2,72 232." -3.%
0.71293~« 9.97 209,¢" €.61 350 2,78 272.,9 =3,
3.7015» 18.0¢0 216,25 6.66 33.5 2.7¢ 276.2 =2.7
3.65h5% 13,061 225,19 6.8 20,1 2.9 274.5 -1.7
0,521+ 10.79 229.99 6.59 22,1 2,91 272.9 -2.5
0.6577~ 11.11 256,74 6.95 25.% 2,97 268, -3.9
0.6032+ 11.17 2h1 13 7.1° 24,1 2.7 2569.5 =7.h
0.5U6G3~ 12.99 251.5h 7.41 22.1 3,05 282,46 =",1
09,6831+ 12.61 259,17 7.65 18, 2.12 247.6 -4.7
0,410« 16.65 267.27 8,00 3687.2 4.15 247.8 0.1
0.2657~* 13,12 276,50 9.29 256,53 2.23 244,2 =35
0.1850% 10.62 205,17 2.60 80.% 2,56 236.5 -7.6
0.1046* 12,98 294,17 2.M 322.6 2,78 214.9 -21.5
C.0L23+ 15.16 364,97 93.80 5360.0 3.45 22°0,2 15,2

Table C-1 Wave-function parameters for the 100 - LOO Hz. sub-string of "steek".
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I PADANETFERS

NOT REP
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A S(MS.) c(Ms.) NELTAC 0(1=n & F(1'2.) NELTAF
D.0350« 6,71 132,92 360,90 h,7h 73¢.9
0.0502+ 4.83 132,33 S, h1 n.9 2.66 561.3 -185.6
0,1673+ 11.99 146,69 R,26 32,3 c.5¢6 563.9 -c7.h
0.3070x 19,585 152,70 6,09 17.°% 5.33 £05.6 41,7
0.U310 S.20 1ce 1] S.hl 19¢,2 1.57 5cL,7 49,1
N, 4619 ~ .66 164,33 6.21 224 .9 W74 c47.0 -7.6
D.UuER35* £.0%8 176,54 6.21 2u8 .0 houl e4g.n 1.9
0.U22F5%* .02 176,928 o.hb 239,14 4,4 £80.3 2.2
00,3725« 7.99 183,42 6.uh 227,5 L, ul £52.5 2,2
0.3642%» 7.07 129,86 6.ul 223.,7 h,12 £52.5 2.1
0,325F 7,63 196,.3¢€ 6.9 214.9 h,15 eR: .7 -10,.7
00,2957+ 0,17 202,97 5,61 195.,1 hLnl e40,7 -1.n
0,229 7.77 299,57 6,61 103,92 4,13 £31.5 -C.?
0,266C* %.21 216,31 6.72 166,38 4.74 £15.0 -16,.5%
0.,2070~* 5,86 223,185 6.8 143,1 4,92 499.3 -15.¢
0,253 2,71 230.10 7.0 129.8 L L. €5C.0 7.3
00,2226+ 7,47 237,29 7,12 194,97 2,76 333.7 ~2,°
0.2006G« o8.8% 244,78 7.4C 60,0 4,26 435,2 =145
0.17°63* 2.02 252,10 7.41 49,.tc 3.28 h33,C -3.3
0.,1702+ 7,9°% 2592, 7,063 33.7 3,46 433,6 6.7
0.07119 7.61 263,95 250.% 3.12 515.3
0,1247+ 5.7 267 .55 7.75 35.0 2,90 It 2 4,2
0.04692 7.45 270,23 357.2 2.99 399,22
0.N624 % 9.79 277 .30 9,74 1754 T, 88 96,4 -%8.°%
0.0043 5./76 202,26 152.9 2.7¢ 422.5
0.N3U7~ 5.31 286,93 9,63 T7.2 2.7 £23.5 127.1
0.0537» 5.04 291.€6 4.73 CS.l 3,12 €25.5 2.9
01,9274+ 6.G3 373.35 £1.63 26%.0 13 624,06 1%¢€.1
N.0LWE0* 3.09 350.19 6.0h 173.¢ 2.56 6172.9 I
0.0332 5.27 382,758 184,56 2,24 626.3
0.0R77x &35 387.31 7.12 179.9 L,57 £47,0 -1%k5.2
0.7u42 S.7h 391,17 26,6 4,26 4s¢e.1
0.0360% L,0h 400,31 12,99 254,19 2.4 €37.1 £9.1]
0.053U3+ 5.0h 404,17 3.87 2%9.,.1 53.12 619.5 22.3

Table C-2 Wave-function parameters for the LOO - 900 Hz. sub-string of "steek".
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Table C-3 Wave-function parameters for the 900 - 1800 Hz. sut-string of "steek”.
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(v)

"STFFy"

== 18060 - 2600 uz,

201 PARANETERS
75 SORTED PARALCTFPS

A
0,0274»
0.0332»
0.1538»
0,N338+=
0.0455=
0.03%52
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0.0305
N.0274L
00033?*
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0.2325
0.2365
3.0342
0,123%
0.093%%
00,6310
0.4370
0.3797
09,1909
0.2277
0,.2197
0.12856
0.5317~
0.37°4
3.2334
0,200S5
0.2374
0.10990
0.52Lh6~»
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0.1£63
0.2074
0.14n0
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0.2351
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Table C-4 Wavefunction parameter for the 1800 - 3600 Hz. sub-string of the
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195,62
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word "steek".
(a) a portion of the /s
(b) a portion of the /ee/
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the vowel portion of the word "steek" likewise show the relationship between
the principle wave-functions and the followers,

During an unvoiced phoneme and some phoneme transitions the wave-
functions are somewhat random or bupst-like. For these cases there is no
strict principle-follower definition. Therefore, a wave-function is selected
as a principle if its amplitude is within 20 % of the amplitudes of the wave-
functions both before and after it or if its amplitude is greater than 80% of
the amplitude of the previous principle wave-function.

For the word "steek", Band 1 is described by 24 parameter sets, Band 2 -
3L parameter sets, Band 3 - 20 parameter sets, and Band 4 - 201 parameter sets.
The total for the entire word is 279 parameter sets. If the principle wave-
functions are sorted from each band then Band 2 is reduced to 29 parameter
se8, Band 3 - 19 parameter sets, and Band 4 - 75 parémeter >.t8. This results
in a total of 147 parameter sets for the whole word. The usefulness of these

sorted parameters will be shown later.

Recognition of Steady-State Vowels of a Single Speaker Using Three Fixed-Filter Bands
The algorithm for the recognition of steady-state vowels was implemented |
in FORTRAN on the IBM 1800 computer. Due to limitations in memory, however,
only three bands could be operated upon, but the results were still quite
successful. A frequency parameter was calculated for each sub-string using
Equation (C-10) and wave-function parameters for an 18 msec. portion of the
vowel. This was not a true formant frequency but it was used in the same manner.
An amplitude parameter was assigned to each substring by extracting the amplitude
parameter for the first principle wave~function occuring within the same 18 msee.

interval. Examination of the frequency and emplitude data for 12 vowels revealed
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that the frequency in Rand 1 did not vary significantly to warrant its use
a5 a recognition parameter. BRecause of the higher formant content of Bands
2 and 3 the frequency parameters for these bands were plotted againsi each
other and yielded a useful map with reasonable separation in most cases.
(See Figure C-3k)
A second vowel map was made utilizing the amplitude parameters. In most
cases the amplitdue relationships between sub-strings seemed to vary from
vowel to vowel., When the amplitudes in Bands 2 and 3 were first normalized
by the amplitude of Band 1 and then plotted against each other, the result
was the second map, with reasonable separation between vowels. (See Figure C-35).
The recognition algorithm itself was based on a simple binary decision
tree. Decision lines were drawn through Lhe frequency map, isolating each
of the vowels or groups of vowels as much as possible. The final recognition
decision was then made after an examination of the amplitude map, on which
decision lines were also made. The decision tree used is shown in Figure C-36.
For a single speaker the results were more than 95% correct on the 12
vowels making use of only the first three fixed filter bands. An exhaustive
study and test was not conducted because of the limited usefulness of a steady-
state vowel recognizer. However, each vowel was spoken from 2 to 3 different
ways, and the vowel /i/, as in "beet", was spoken 12 times at various pitches.
Enough information was gathered and the results conclusive enough to demonstrate
the feasibility of using wave-functinn parameters for phoneme recognition. The
next step seemed to be a more realistic one, that of vowel phonemes connected
to other phonexes.

Recornition of Vowal Phonemes fmbedded between Two Unvoiced Phonemes for a

Single Speaker Using 3 Fixed-Filter Bands
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Figure C-35 Steady-state vowel map as & function of Band 2 and Band 3 amplitudes,
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ihe idea of embedded vowel reocgnition suddenly beccmes complicated by
the fcllowing facts:

1) With steady-state vowels the formant frequencies remained fairly
constant throughout the duration of the vowel. Therefore, the weighted
average frequency associated with each filter band remained fairly constant.
Now the formants (and therefore the average frequency within each band) vary
as a function of time, depending upon the phoriemes before and after the vowel
and the amount of coupling between them.

2) The amplitude of steady-state vowels remeined fairly constant throughout
the vowel. Now the amplitude is generally some form cf increasing-decreasing
fnetion.,

3) Because of the continuous nature of the steady~state vowel, almost
eny time-interval could be used as a representative sample of that vowel. Now
*he time during which the vowel occurs must first be determined before
recognition information can te derived from the wave-function parameters.

Tne to the use of FORTRAN, this recognition scheme was also restricted
to the first three fixed-filter bands. Because of the good results of the
steady-state vowel recognizer, it was decided to use amplitude and frequency
as the recognizer inputs. The only restriction on the spoken word was that
the phoneme content be vnvoiced-voiced vowel-unvoiced.

The first step in the process was to do a sort on the first three bands.
The sort program, as described previously, finds the principle wave-~-function
associated with each pitch period and discards the rest. This indicates a
pitch synchron. s type of recognition. A scan was then made of Band 1 to

determine the time when the pitch phenomenum began and ended, the result
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being the time during which the vowel ozcurred.

This time window was then projected to Bands 2 and 3. If there were
more than 5 pitch periods during the vowel, the first two and last two wave-
functions were discerded in order tc help eliminate phoneme transition effects.
A simple average was then calculated for the remaining principle frequencies
in Bands 2 and 3.

It has been noted that the principle wave-functions in each band are
within allignment of each other by t3 msec. To perform valid amplitude
normalization, the amplitude of each principle wave-function occuring during
the vowel in BRand 2 was divided by the amplitude of the corresponding
principle wave-function in Band 1. A simple average was then taken of the
resulting smplitude ratios, yielding an overall A2/A1. The same procedure
was followed to determine A3/A1.

An example of the procedure is as follows. Figure C-37 is a picture
of the vowel portion of the word "sock" and its first three corresponding
sub-strings. After an analysis and sort on each band, a scan was mede of
Band 1 in order to determine the time occurance of the vowel segment. The
vowel time-window is shown at the top of Figure C-38. Also in the figure are
the principle A, C, and F parameters for the first three bands, which occurred
duriagz the defined time window. An allignment procedure was then performed.
Each wave-function in Band 1 was compared, in time, with those of the other
two bands. Those that occurred within 3 msec., of each other in sll three
bands were saved, the others discarded. The A, C, and F parameters remaining
atter such an allignment are shown in Figure C-39. From these data, each

amplitude parameter in 3and 2 was divided by the corresponding amplitude



parameter in Bend 1, yielding a set of AQ'Al ratios. The came was done to
generate a set of A3/A1 ratios, and these two ratio sets are shown in

Pigure C-40., Also given in that fipure are the simple averages of these two
sets, thus giving two recognition parameters. Figure C-hb also shows the
results of‘taking the simple average of the frequency terms of each band
contained in Figure C-39. The average frequencies calculated for Bsnds 2
and 3 were also used as recognition parameters.

As with the steady-state vowel recognition the two amplitude terms were
vlotted against one another and the two frequency terms resulting in two
embedded vowel maps. Decision lines were drawn first on the frequency map
to isolate the vowels as much as possible and the final recognition decisions
were based on the amplitude map. A binary decision tree was then used as
the basic recognition algorithm, based on the decision information extracted
from the two vowel maps.

The results of this recognition technique were good though not as
‘mpressive as steady-state vowels, Out of 32 words, each containing one
vowel, only 4 wrong decisions were made. Words were chosen such that each
of 12 vowels was done at least twice. Some of the words spoken were:
coast, sit, hat, sock, foot, etc.

Misrecognition occurred on the vowels embedded in the following words:
“gus", "get", "tug", and "shook". The reason for errors on the first taree
cen be attributed to the fact that the vowel in each was coupled with a voiced
/g/ phoneme. Therefore, transition effects were included as part of the vowel
and resulted in errorneous recognition parameters.

Because of errors like this it became clear that the first step in

70.
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Figure C-38 Principle A, C, and F parameters occuring Juring the vowel portion

of the word "scck".
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this procedure should be expanded before any more recognition was attempted.
This step was the one whichn determines the time during which the vowel occurs,
It was decided to make this a general purpose segmentation, where the time
occurence of each phoneme would be defined,

The development of & general purpose segmentation alrorithm is currently
underway. It will be implemented on the IEM 1800 speech system using Assembly
languege thus eliminating some of the memory restrictions incurred with
FORTRAN on this compuber. As & result the date from all four fixed-filter bands
will he utilized for the segmentation and later for recognition.

Beceust¢ of the hizh information content of these four frequency btands, as
described earlier, a highly accurate phoneme segmentation will be possible.
This means that phoneme transition effects can be reduced or eliminated.
Recognition can then be started with the vowel set and easily be expanded to
the entire phoneme set.

(e) Date Compression Studies

The study of data compression is closely related to the problem of speech
recognition, with the possibility thai some techniques {e.g. segmentation) may
be shared. Therefore, for both compatibility and convenience, the frequency
bands selected for the ASCHN streams were chosen to be those used for the
recognition studies. The basic speech waveform is thus assumed to have been
bandlimited to .l- 3.6 k¥z., and the four sub-bands employed are .l- ..,

A4 - .9, .9 -17, ~d1,7 - 3.6 kHz.

Iwo general areas cf study have been emphasized ir tne preliminary

compression studies completed to date, The first is the tavulstion of the data

rate of the "highest fidelity" ASCON representation. 1his invol.es making
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the best possible fit to the speech waveform, in the time domain, with Gaussian
wave-functions and determining the required bit rate without further compression.
This is estimated by computing the number of wave-functions required and assuming
eight bits for each of the five parsmeters. Studies of vowels have shown bit
rates on the order of 50 - 60,000 bits’second for the raw ASCON stream. This
improves somewhat for full words (approx. 30 - 50,000), and even more for phrases,
since the ASCON representation automatically ceases for any quiet periods, no
matter how short.

The second generalarea of study has been an attempt to determine how many
of these wave-functions are superfluous from a perceptual standpoint. Since
the elimination of redundant parameter sets is extremely simple to implement
(given a criterion for redundancy), this seemed a natural place to begin rather
than to initially attempt those &:proaches involving encodement of the ASCON
sets. A sort program has seen implemented to select the "principal’*wave-
functions in the four frequency bands, and to reconstruct a replica of the
sound based only on the principal wave-functions. 1In the lower two bands, most
of the wave-functions qualify as principals; however, there is considerable
redundancy in the two higher bands. Table C-5 illustrates results for a
typical vowel sound /i/ and for the word "dirt". The sounds of the reconstructed
waveforms for the two cases are perceptually the same whether all the ASCﬁN
sets are employed or only the principals., It should be noted that no reduction

at all was made in the first two bands. This result can be improved on by the

*The appropriate definition of a principal wave-function is still a subject of
study. Currently it appears that if the amplitude of a wave-function is either
a2 local maximum or within 80% of cne of its neighbors, it should be so classed.
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proper definition of a principal wave-function. However, the improvement to
the total bit rate is small, and was ignored for this illustration.

In addition Lo the sort on principal wave-furnctions, experiments are being
conducted to evaluate the discarding of ASCON sets with an amplitude less than
a (normalized) threshold. The threshold has been normalized in one of several
weys. Since the largest amplitude is generally normalized, the simplest
procedure is to set the threshold to a fixed value. This implies that a wave-
function will be discarded if the amplitude is less than some specified fraction
of the largest wave-function occuring in any of the four bands. A somewhat
more effective procedure also normalizes with respect to the largest amplitude
in the band and sets a threshold test (at perhaps a different level). This
allows a consideration of the possible differences in amplitudes from bard to
band. These procedures appear to be capable of reducing the data rate by an
additional factor of two without changing the perceptual content of the sound.

A final procedure, somewhat rore cumbersome to implement, .s to normalize

with respect to the largest amplitude in & moving time window and employ a
threshold tect, This has so far resulted in a disappointingly small improvement
over the previous cases.

As soon as a reliable segmentation program is developed, work will commence
on encoding ASCON sets during vowel-like sounds, perhaps by n-level delta
mcdulation techniques, using the segmention as the guide as to when to start
and stop the encoding procedure.

(f) 1Interrelation.hins between a Wave-Function Representation and a

*
Formant Model of Speech

Theoretical and empirical investigations have been conducted which interrelate

* Markel, John, "On the Interrelationships between a Wave-Function Representation and
a Formant Model of Speech"., PhD Dissertation, Univ. of Calif., Saate Barbara,July,1970.
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the parameters of the wave-function representstion to those of a clessical
formant model. Two points should be made regarding these relationships.
First, the transformations are one way; that is, parameters of the wave-
function model are transformed to the formant model only. The reason is that
the formant model defines what can be ccnsidered as a fundamental set of
parameters for voiced speech. In terms of information theory, there is no
other known set of acoustic paramaters which is capable of describing the
essential character of the vowel sounds with lower information capacity.
It has been shown that, in general, description of a vowel sound in terms
of the wave-function parameters requires many more parameters. What has
been developed, then, is several many-to-one transformations which map the
wave-function parameter set into estimates of the forment parameter set.

The second point to be made is that the interrelationships to be pre-
sented are empirical ones based upon reasonable engineering assumptions along
with some theoretical Justification. As will be shown later, these relation-
ships have given very good results in predicting parameters of this formant
model,

In order that the true parameters might be known, the study was conducted
on a set of synthetic vowels. (The procedures have also been applied to real
speech, anrd give reasonable results, but since all procedures for estimating
the formant parameters are subject to error, analyzing reel speech cannot
give a base of reference for error aralysis.) The synthetic speech which
was analyzed had a realistic glottal driving function, periodicity, a radiation
and & correction term.

A final comment relates to preprocessing of the vowels before analys:s.
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It has veen observed that a sufficient condition for wave-function isolation
is that major energy regions be iscluted during the analysis. Although the
rezions were separated manually for this study, it appears reasonable to
assume that this separation could be accomplished automatically except for
the back vowels such as g/ and /9. Suzuki’ .as considered one approach i
to automatic separation of formant regions by moment methods.

i For the cases where two closely spaced formants cannot be resolved E
automatically, a separate algorithm waes developed for estimating both formants
and bandwidths trom the wave-function parameters that define the region
containing two formants. As for the filters, three contiguous sin x/x type
of filters are used to define the range (0,3000) Hz. for each vowel (except

for /i/ which has a range of (0,3500) Hz.).

Al

The proposed method for estimating formant parameters from wave-function

T

parameters depends upon each formant region being isolated (except where two

closely spaced formants a:e known to reside within a single filtered region).

Also the success of the mcthod depends upon being sble to isolate single pitch

pericds. This requirement is necessary fou the estimation of bandwidth. If

T

I
i
3
[ only estimation of the formant frequencies was desired this requirement ccuid
i be eliminated.

T™e first step in estimating formant parameters from wave-function

parameters is to isolate & single representative pitch period of the synthetic

vowel senerated from the wave-function parameters. The set of parameters
representing the vowel is then used as the input set for the transformation

L equations. The following algorithm is used for isolating a single pitch

period from the wave-functicn parameter sets,

*Suzuki, J., Y. Kadokawa, and K. Nakata, "Formant-Frequency Extraction by the Method
of Momen* Calculations,” JASA, Vol. 35, September 19€3, pp. 13u45-1353.

ORI
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Over a time intervael contairing &% least one pitceh period, the A parameter
list is searched for a maximum. (7he number of parameter sets corsidered is
determined by noting that the corresponding C perameters must be within the
chosen time interval), The five parameier sels corresponding to this
maximum A is defined by

a(1,n) = La(1,n), 3(1,n), 2(1,n) G(1,n), F(1,n)]
where n denotes the particuler filterecd region n = 1,2,3. 7The start of the
next period is determined by finding the maximum A parameter whose corresponding
C parameter satisfies Ty < C - c(1,n) < Tyax Where T and T . define
minimum and maximum expected pitch periods. Consider this set {(M+l, n).
For region n, the parameter set defining the isolated pitch period is then
glven by

-~

a.= [Q(i,n),...,Q(Mn,n)]
where Mn in genergl is different for each n. Note that in general, the pitch
period will be slightly different for each region.

One other fact that needs to be emphasized is that this algorithm is
not being proposed as a useful methcd for extraction of fundamental frequencies
from arbitrery speech. It is simply a revasonable method for extracting the
pitch period from the Digitel Vowel Synthesizer (DVS) automatically, where
all glottal pulses are defined as identicael. This is certainly not the case
in real voiced speech, The problem of estimating formant parameters can be

formulated in the following way. For region n, n = 1,2,3 the wave-function

representation of the isolated vowel pitch period will be

A M
s, (t) =z O3, K)t] (c-20)
i=1

where




vli,n),t) = AL, exp [-ﬁ2(t-C(i,n))2/82(i,n)J .
cos 27F{i,n)t - &(i,n)]

me fourier transform of these wave-tunction components is

. _ A{i,n)S(i,n) 2
'v[.“(l,n)ajfj - L—;.:TV_T?——-L— exp {[f - F(i,n)'l Sa(i’n) -

jld(i,n) + 2ﬂfc(i,n)]}

“rom this last expression, note that near f = F, the maximum value of the
magnitude spectrum ic obtained as approximetely

AS :
oW (c-21)

The equation says that the peak value of the spectrum of any wave function

i‘w(ﬂ,j?)l:

is proportional to its AS product. This leads to the conjecture that over
any time interval P, the importance of any wave-function in relation tothe
overall spectral result can be ranked in terms of the individual AS products
of each wave-function. With this information, the conjecture can be made
that each of the F terms contributes to the format frequency roughly in
proportion to its corresponding AS product giving the formant frequency

estimator M.

2: A(i.n)sS(i.n)F(i,n)

i=1

W s = 1,2,3 C-22
(Z'n A(i,n) s(i,n) ; ( )

i-1

A
F
n

The estimation of formant bandwidth has traditionally been a frequency domain
operation with few attempts in the time domain. A problem which exists in
frequency domain methods is that of constantly overestimating the bandwidth

value. Bven if the discrete Fourier transform is obtained with high resolutio:



(in the order of 3 - 10 Hz.), direct estimation of bandwidth from the spectruns
will usually fail due to the effect of the periodicity which causes zeros
(or oscillations) in the spectrum and the effect of the zlottal wave and
radiation term (which combine to act as a low pass or smoothing filter).
The work of Dunn* which is widely quoted, depended upon fitting to the spectrum
templates that had impulse responses identical to the exponentially damped
sinusoids used as sections of the formant model. Application of the wave-
function analysis approach to filtered vowel sounds suggests a different
type of mathematical "template fitting." The parameters which deseribe the
envelope fit are the A,S, and C parameters. "A” describes the envelope peak
amplitude; S, the envelope spread (approximate time interval containing the
energy of the wave-function; and C, the location in time of the envelope
pesk. If a filtered region is obtained which has one and only one formant
pfesent, the effective damping of the time domain segment is strongly correlated
to the actual bandwidth of the formant within that region.

A simple estimate of Bn can be obtained from the wave-function parameters
by consideration of the following mathematics.

A single resonator can be described in the frequency domain as

2y

Y(s) = n (c-23)
(S + an)z + (2"Fn)2

With the time domain equivalent as

y(t) = exp (-ﬂBnt) sin (2"Fnt)

At the positive peeks corresponding to times tp and tp+q

y(t,) = exp (-73 6 )

*
Dunn, H.K., "Methods of Meeasuring Vowel Formant Bandwidths," JASA, Vol. 33, No. 12,
December 1961, pp. 1737 - 17L6.



\t t = _TTB
+ p+q, y(tp+q) exp ( ntp+q

dividing the above equations and taking the logarithm of each side. This

). Therefore, Bn can be obtained by

results in

1 L [Y(t ) ] (c-24)
B = n TP_7 »
n n(tp+q - tp) y tp«&-q

This suggests that the amplitude parameters A(1l,n) and A(i,n) of two
wave-functions, and their corresponding time separation C(i,n) - C(i,n)

might be substituted into this last equation to produce bandwidiih estimates

of the form
in [A(1,n)/A(i,n)]
nfc(i,n) - ¢(1,n)]

A
B

n’i =

(c-25)

Several filtered segments (where formants are isolated) are showr in the
figures with the corresponding envelope estimations generated by using the
AS, and C parameters of the wave-function representation.

These waveforms suggest a bandwidth estimator composed of fitting
exponential curves through the envelope peaks of the various wave-functions
using a starting point of A(1,n) located at C(1l,n) and then aversging in some
form the estimated bandwidths. The simplest estimator in terms of the wave-

A .
function parameters in the sense that each estimate Bn,i is given equal weight

is thus M,
A
B=—2— ) 8, (c-26)
n -
(Mn 1) i=2

rigures C-bl4 through C-b46 show the impulse response of the corresponding
vocal tract model section with the estimated Fn and Bn parameters vs. the

overall wave-function representation.

83.
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Formant amplitudes are t:c lenst important of the formant parameters.
Fant* has shown that by knowins the formant rrequencies and bandwidths, the
spectral amplitudes can be related along with the amplitude of the vocal
tract impulse response. A physical verification that this is possible can
be obtained by designing a cascaded vocal tract synthesizer such as the DVS.
With this type of model, formant amplitude is not even specified. However,
for the sake of completeness, an estimate of spectral amplitude in ierms of
wave-function parameters has been derived. If f; is the formant frequency

estimate from the wave-function parameters, the formant amplitude estimate

cen be made from Mn
A
A, = 121 v fa(i,n), gF 3 | (c-27)
i=

where ¥ is defined as earlier.
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Figure C-41 TIsolated pitchsegment for A/ Rl(o,.9) KHz. Dotted lines

indicated effective damping.

*Fant, C. G., "O: the Predictability of Formant Levels and Spectrum Envelopes
from Formant Frequencies," 1956, pp. 109, 120.
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To check the validity of the proposed interrelationships, it was decided
to generate ten different synthetic vowels and perform a complete analysis
upon each to determine the estimate of the vocal tract model parameters.

Tha vowels chosen were those of the Peterson-3arney study *with the aversge
formant frequency values they suggested. The bandwidths were determined by
the equation

B = (45 + SFn3) 1073 (k2. ) 0<f <3 K.
which is a good fit to the bandwidth data presented by Dunn over the region
(0,3)Kiz.

As previously discussed, the formant frequency is of most importance
in the specification of vowel sounds. Over the ten vowels, the maximum
error in the estimation of Fl was 105 Hz. for the vowel ‘ae/. In the F

2

region the maximum error was 80 Hz. sgain for ‘ae/. For the F3 region, /i/

had the maximum error of L1O Hz. These results are displayed for the ten

vowels used in Figure C-47. The large errors in the F_ region are believed

3
due to the sampling rate of the system. Certainly as the effective frequency
of the signal is increased, the measurement errors will increase. These
errors can be reduced by either increasing the system sampiing rate or by
interpolating between points to estimete the extrema locations, or possibly
by both methods. With these modifications, measurement accuracy of the F

3

region should be as good as the Fl region. The use of an interpolative
method to determine the F parameter was investigated, and the results show

& marked reduction in error for region three. The maximum error in formant

¥
Peterson, G.E., and H. L. Barney, "Control Methods Used in a Study of the
Vowels," JASA, Vol. 24, 1952, pp. 175-18k,.
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frequency for the three bands were then 80 Hz,, 65 Hz., and 6% Hz. respectively.
This technique also gave a marked reduction in the standard deviation of the
errors for the third region.

The max? ~um errors in the bandwidth estimation for the three regions
were 30 Hz., 28 Hz.,, and 35 Hz. Although the percentage errors in the
bandwidth estimations are quite large in some cases (84} error for Region 1
of /U/), the important factor is absolute error. Flenagen has discussed
difference limers (just perceiveable differences) for formant freguencies,
bandwidths, and amplitudes. He mentions that the difference limen for formant
frequency appears to be 3 - 5% while that of formant bandwidti appears to be
30 - 40%. It is suggested thet Flanagan's bandwidth limen is meaningful only
in the sense that amplitude is also being allowed to vary. As stated by
Flanagan, e 30 - 40% change in bandwidth causes roughly & 1.5 db amplitude
change, which Just happens to also be the difference limen for formant
emplitude. It is postulated that, if both formant amplitude and frequency
are held constant (as could be done with a parallel analog synthesizer),

20 - 30 Yz, deviations on Bl(corresponding to percentage errors of up to
67%) would be totaslly imperceptible.

In the results presented so far, the assumption has beer made that each
region would consist of one and only one formant. Although this apvears to
be & realizable assumption for many vowels, it is rather doubtful that the
assumption is valid for back vowels such zs /a’ and /9/. From the Peterson-

Barney data F, - Fl equals 270 sad 300 Hz. for ‘J/ and /a’ respectively. A

¥*
Flanagan, J.L., "Speech Analysis Synihesis and Perception"”, Springer-Verlag,
Berlin, Germany, 1965.




modification of the algoritim was developed which estimetes both formant
frequencies and assigns a mean bandwidt!. estimate to each of the formants.

Results for /O/ and ‘a’ are shown in Table C-6.

* > N
VOWEL Fl £y ’51 'Bl
jar 730 696 u7 55
f9 570 527 46 LS
VOWEL F, ’Fe B, oS
/a/ 1090 1056 51 55
Rk 84o 817 48 Ls

Table C-6  Estimates of forment frequencies and bandwidths
for closely spaced formants contained within a

single region,

The results are extremely good with & meximum formant frequency error of

A , A
L3 Hz. for Fl of /O and a maximum forment bandwidth error of 8 Hz. for R

1
of /a/. Certainly these results should not be generalized to imply that
accuracy ol this order could be obtained for sll situations. However, it

is believed that the technique for extracting the parameters when two closely

spaced formants are contained withing a single region is generslly valid.

tpeech: Project, Software and Hardware

Tie scftware and hardware development since the last technical report
nas been devoted to continued implementation of the SEL 810B Speech Analysis
laboratory end to continued work on the Video-to-Digital Converter (VIDIG)
software for the Riological Sciences Department, There were three main

aspects to this program wiich are as follows:

9l1.
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(1) Completion of Video-to-Digital Converter hardware system, and
definition of the hardware/software complex to provide an on-line system
for biological research.

(#) Continuaetion of SEL-S10Z software development including completion
of all of Phase II except the mathematical operations for levels I and II
which are currently under implementation.

(3) Completion of design of SEI~B810b interface to speech station.
The above items are discussed in more detail in the following paragraphs.

(&) On~Line System for Bioclogical Research

The next phase of the project with the Video-to-Digital Converter is to
generate the software to complete the combinetion of hardware and programming
forming a unique tool for tiulogical research,

In a joint meeting between the engineering and biological research people
involved in this project, a set of goals defining the useful biological
parameters to be extracted from the bilological On-line System were laid out.
An outlinre of these goals is as follows:

1. <eneralized input progrem for biological data from the video source
using the VIDIS.

2. Establish scale to determine the ratio of internal (computer) units
to external units.

3. Displey descriptor words.

k., Sort and find bugpaths

5. Humber of label bugpaths for display

6. Lisplay video or path date

7. Connect bugpaths extrapolating across local voids of data
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8. Eliminate unwanted bugpaths

9. Path Dynamics - for individual bugpaths and ensemble averuges of

all bugpaths

¥y velocity = &

dt
b) linear velocity V(t) = Jk%%)a . (%%)2 eie(t)

a) x velocity = %%,

8(t) = direction of travel
¢) curvature, radius of curvature
dx

d) length of paths = © Tt

P
d8
e) turning = T dt = 8(P) - Go
0

f) path haiti = length of time in position

The physical system as it exists on the IBM 1800 computer is shown in
Figure C-48 in the form of a block diagram.

Note that the Video-Digital Converter is capable of quantizing and
rendering to a computer any televisible event. The light pen input is
accomplished by focusing a television camera onto a clear plastic screen
and a small pen-light flashlight serves as the televisible event. These
coordinates are read into the computer then avereged and can be displayed
in non-store mode on the display scope as & pointer to data structures.

The on-line system for biovlogical research is being developed as a
stand-alone single station on-line system for the 1800 computer similar in
structure to that existing on the 360 computer. The on-line system operates
with the disk, occupies about L of the 16K of core leaving the rest for data
and has full alpha-numeric and curvilinear display available on the Tektronics

611 display scope.
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Figure C- 48  VIDIG On-Line System for Biological Research
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The Biolorical System will define two levels of this on-line system:
Level VI for the VIII irput, display and special programs necessary for
det'ining and operating on the three dimensional data structures unique to
the VInI'l. Level V will be for the displuy and further analysis of the
biclogical date after processing anf refinement of Level VI. Data is mani-
pulated with operator control via the keyboard input. Each operation calls
the macro controller program which allows for two alphabetic and three numeric
trailing predicates and is terminated by pushing the "Return" button. For
example, the "Display” cperator on Leve. VI for viewing the quantized video
Trames stored in core has the following format:

DISPLAY ala2 Nl, N2, N3 RETURN
where

. =L display in Dot mode

1
L display Line connecting the dots
! a2 = N print tne page number at the starting coordinate of each page

Nl = startings page number to be displayed

1 N2 = number of pages to be displayed

4
1

delay count for slowing down the display if desired

The operation is defined if none of the trailing predicates are specified
{i.e. Display Return). This will display all of the video pages in dot mode
witi. no delay.

Jurrently the Level VI progrems most of which are disk based are well
underway and may be broken into tnree broad categories:

1. Icput-Qutput Frograms

a. VP Data Input Frogram: This program initialized the data input
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channel to read in the VDP at maximum rate and defines the data structure

to be used,

b. Load’/Store is for transferring data within core or to and from

portions of the disk allotted for data storage.

c. Display for viewing quantized video deate in core or for displaying

the "bugpatihs" on data that has been processed.

d. Initielize light pen input: This program initializes the digital
input channel to read 1€ coordinates from the VIDIG, average and display in
non-store mode the non-zero coordinates in the list and mekes available these
coordinates to other programs. This program then continues to run when the

computer is idle until the Reset button is pushed.

2. Special Purpose Programs

a. Find 3ugpaths: This program sorts through tne video data which
is read in on a frame by frame basis searching for possible bugpeths thet
link together in time and space for later calculation of path dynamics.

b. Enserble averaging of path dynamics is necessary for statisticsal
averages of such parameters as velocity, changes in direction, net displacement,
and rotation before and after the application of a stimulus.

c. Evaluete descrijtor words: At the beginning of each uew frame
of video data, the VIDIS sends to tne computer a descriptor word which
contains an encoding of the current scan rate and four bits of information
conveying the on-off status of four possible stimulti applied to the biological
organisms under study. Thic program displays this information on the display

scope in a mode specified by keyboard control.

d. Find Centroids: This program calculates the centroids of points




that lie within a user specified mask about each coordinate in “he data.

This can then be used to replace the outlines of organisms with their cen-
troid point for path dynamics calculations.

3. Mathematical Operations

These operations will be fixed point routines to calculate those
mathematical parameters useful in biologicsl research within the defined

data structures.

Double predicate operations: (&), ©; ,(’) NO
Single predicate operators: Square, square root, central difference,

central sum, arctangent.

(b) SEL-810B Software

The software development program for the SEIL-810B which was outlined
in the Thirteenth Quarterly Report is about two months behind the proposed
target data of June 31, 1970. As of this writing Phase II of the software
development is nearing completion and it is anticipated that Phase II should
be operational early in August.

Following the completion of Phase II the speech system software (Phase III)
will be added to the SZI~810B system. Since the speech analysis/synthesis
software is now well defined a fully operational speech analysis/synthesis
system should be available on the SEI-810B by the end of the summer. The
present status of the SEL software system is summarized in the following
paragraphs.

The Machine Language Disk Controllerx

A routine was written in SEL 810 machine languagze for the purpose of
loading and storing programs such as the assembler on disk. This routine

accepted a block number in the switch register and loaded or stored all



core starting at that block; it was of utility in genersting the SEL 810%
operating system,

The SEL 8102 Operating System

An SEL operating system was designed to provide a set of basic operators
for loading and storing programs on disk, linking various programs together,
and executing programs resident in core. This routine accepts operator
commands from the SEL teletype keyboard.

The SEL Mnembler

The SEL Mnembler two pass assembler was modified to make use of the
operating system routines; the assembler reads cards from the card reader,
makes the two passes {rom disk, and writes relocateable object output on
disk.

The SEL Reloc teable Loader

The SEL Relocateable loader was modified to read relocateable object
output produced by the assembler from disk and load it into core.

Construction of the SEL 8lOB On-Line Speech Acquisition and Analysis System

During this reporting period the basic controllers for an SEL 810z
two-station on-line system have been developed.

Input Keyboard Interrupt Processing Routine and OPCON

The input keyboard interrupt processing routine and operational controller
{OPCQK) have been fully written and checked out. These include the routines
for processing of console programs (USER) and repeaiing buttons (REPEAT).
Averace button processing time (overhead) has been measured to be 90 sec.

Display Generation

Display generation routines nave been implemented to provide character
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display and line drawirs, Tie character generation routines provide a variable
character size., The ‘ypin- level operations have been implemented. The
curvilinear display procram accerts two listc of integers normalized with

a scale of 102k,

Ceburging Level

The debuegsing level hias been implemented on on-line debugging ease. This
provides a set of software registers, operations to evaluate and modify
core, read and write disk, and an on-line assembler.

I'ata Str- ture Manimulation Routines

2~ universal data structure has been developed for loading and storing
variable length blocks of data. This structure is used to load disk-based
routines into core, perform necessary relocation, update and load user
prozrams, tloating point lists (Level II data), speech data, etc. Routines
provided o manipulate the data siructure are load item, update item, and
repack item iwhich is the structure's "garbage collector").

Storase dlocation

. menory paring scheme nas been devised for main storage management.
xlements 1n the data structure are assigned priorities in their competition
for main stora;e. When main storage is completely used, the element with
minimum priority is purgzed from core in the attempt to allocate space.

s

e Tcnsole Program Generation

Ti.e console proeram generation (LIST) routine has been implemented for
console prosranm tuilding, editirng, and storage.

A e

ssserbler for 360 TS

~roassenbler for ine 5L B510% nas been written for the 360/75. TIts
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purpose is to provide an assembly language listing on the 360 line printer
with optional objJect output on punched cards.

The Numerical Operators

The numerical cperators cn the integer level have heen implemented,
The floating point arithmetic routines add, subtract, multiply, and negate
have been written and checked out. The floating point data format for the
SEL 810B has been chosen to contain 32 bits of mantissa and 16 bits of
characteristic (scale of 2), The mathematical levels I and II (floating
point single number operations, vector operations respectively) are currently
being implemented. Additional levels for speech synthesis‘analysis, and
phoueme manipulation are being designed.

(¢) SEL-810B Iaterface to Speech Station

An on-line keyboard and Tektronix €11 kisplay scope have been incor-
porated into the SEL hardware speech system and are presently being used for
the completion of Fhase II of the software system. Since DA converters
are needed to drive the 611 display scope, these have also been added to
the system. The present hardware configuration is depicted in block diagram
form in Figure C-49,.

The present hardware configuration is characterized by the restriction
that all data transfers to and from the SEL must be made under direct program
control rather than under the supervision of either of the two available
Block Transfer Control Urits contained withir the SEL. Three devices are
daisy chained to the SEL in tne present system. These are, a teletype, a

card reader, and a four channel I/C multiplexor two of which are used. One

channel provides a date link between the SEL and the RW-400 which has been
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modified to serve as a disk controller for the IS8M 1311 disk drive and
satellite. The other channel of the multiplexor is tied to an on-line
console contreoller. Thr inpul side of this controller sends a process
interrupt to the SEL every time a keyboard button is pressed. The SEL
responds to the interrupt by executing a digital input from the controller
and thus reading the button code.

The output side of the on-line console controller drives a Tektronix
611 storage scope. 10 bits of each - iput are DAC data. One bit specifies
whether the x or y DAC is be lomded. One bit triggers the unblank one shot
and another bit is for erase,

The SEL-810B hardware system which is presently urder development is
shown in Figure 2-50. The design of thne system has been completed and is
currently under construction. The system is characterized by the capability
for two simultaneous block transfer I/0 operations. In addition the FW L0OO
Switch/disk controller, will be replaced by a disk controller whose design
hes been optimized for the problem of recording long intervals of speech.
This device will facilitate the use of the SEL core as & double buffer,
Sydirchs*, a System for DIgitally REcording Human Speech, will execute input
block transfers while the disk controller is executing output to the 1311
disk memory.

There are two additionsl I/0 control devices essential to the system.
One is a two station On-Line Interface and the second a Syncnronous Nanohumper
Sempler. This latter device is programmed from the on-line console to
sample the outpui of a Nanchumper at fixed intervals of time as prescribed

by the on-line user. This allows the Nanchumper to serve as a conventional

*
Described in the 13th Quarferly Report
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4/T converter with selectuble sample rates. Thus it is seen that the system
has four essential hardware 1/C device controllers: the Disk Controller,
SYDIFEHS, the On-Line Interface, and the Synchrorous Nanohumper Sampler,
In order to accomodate the 1/C devices and to leave room for future expancion
of the hardware system, a versatile I/0 multiplexor has been proposed and
is presently under construction.
To the device side of the multiplexor sixteen device controllers are
connected. To the computer side three distinct deta transfer recilities
are connected., Two of these faclilitles are the Block Transfer Control units
or BIC's. The third facility is the standard I’0O control set and the data
bus. All deta is actuelly transferred over the data bus. However, from
the viewpoint of an external device, it is as though that device can be
tied to any one of three data channels, Any device may transfer data via
any one of the three data transfer facilities., A device is "tied" to one
of the BTC's by means of a command issued ver the standard I'0O control set.
Once this tie is mede, the device will remain tied to that ETC until
the entire data block has been trensferred. Responding to the device's
data transfer request, the 3TC will grant each request according to priorities
emong the other 5TC and the standard I/0 control set. The I'0 Multiplexor
enables the SEL to transfer data to or from any two devices in block mode
while communicating with any of the fourteen remaining devices in the Direct
Prosram Control mede using the Standard I/0 control set. (Direct Prozram
Control means that & full I'0 instruction is executed for each dater. word

transferred. )

The Tisk Controller will transfer data via Block Transfer Control.
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“onsequently, only one I/0 instruction is required to transfer an entire block
of data. When a block transfer hegine, the SEL provides the controller with
the starting sector address and disk surface. These parameters are auto-
matically incremented if the size of the data block requires. At the end

of the transfer, & disk status work is presented to the SEL. It identifies
the final sector address and the final disk surface. This feature facilitates

the recording of a full cylinder of speech data with minimal progrem inter-

vention.
Conclusion

Tasks established in the original contract have been accomplished.
Research to date has produced reliable end-products which are being
successfully employed in computer technology; it has also produced other
promising factors which warrant further exploration particularly in the

arcas relating to computer networks and the communication between humans

and computers.
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