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A SEQUENTIAL OTOCHASTIC ASSIGNMENT PRORLEM

by

Cyrus Derman, Gerald J. Lieberman, and Sheldon M. Ross

0.  gummary

Suppose tnere 8re n men available to perform n Jobs. The n
Jobs ocecur in sequential order with the value of each job being a
random variable X. Associated with each man is a probability p.
If a "p" man is assigned to an "X = x" Jjob, the (expected) reward
is assumed to be given by px. After a man is assigned to a job,
he 1s unavajilable for future assignments. The paper is concerned
with the optimal assignment of the n men to the n Jobs so as to
maximize the total expected reward. The optimal policy is characterized,
and a recursive equation is presented for obtaining the necessary
constants of this optimal policy.

In particular, if Py .<= Py <A _<' P, the optimal choice in
the initial stage of an n stage assignment problem is to use P,
if x falls into an ith non-overlapping interval camprising the real
line. These intervals depend on n and the CDF of X, but are inde-
pendent of the p's.

The optimal policy is also presented for the generalized assignment
problem, i.e., the @assignment problem where the (expected) reward if

a "p" man is assigned to an "x" Job is given by & function r(p,x).

1. Introduction

The sequential stochastic assignment problem can be described as

follows. Suppose there are n men available to perform n Jobs.




The 10 Jobu arrive Tn sequential order, l.e., first Job 1 appears,
*ollowed by Job 2, «te. Associated with the jth (J= 1,2, vu. , n)

Jotots ouw orandom vuriable X, which takes on the value xJ. It will

J
boeoansumed that the X's  are Independent and identically distributed
rendom vartables.  This Jth Job is then referred to as a "type xJ"
Job. It a "perfect" man is asslgned to the type xJ Job, a reward

xj is obtained (the type job ray then be viewed as the maximum poten-
tial value of a job). However, none of the n men may be perfect,

and whenever the ith man is assigned to any type xJ Job, the

(expectea) reward is given by pixJ, where 0 < P, < 1,4

1 = 1,2,...,0 8re known constants. After & man is assigned to a job,

he is unavailable for future a&ssignments. The problem is to &ssign --
the n men to the n Jobs so as to maximize the total expected

rceward., An assignment of men is equivalent to a sequential assignment

of the p's to the X's. Let a policy be any rule for assigning

m-n to jobs., In particular, if the random variable iJ is defined

to be the man ‘identified by number) assigned to the Jth arriving -

job, then the total expocted reward is given by

-

n
(i) E| ) p. X, »
=1 1y

and the desired policy is the one which maximizes (1). It should be

noted that (il’iE‘ 500 g in) is & random permutation of the integers
A T o
= Actually, the constraint, O < p; <1, is given for clarity of ol

application, and none of the ensuing results are dependent upon it.
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There are other interpretations of the above model which may be
uselus to the reader. Suppose there exists n cards. Associated

with the 1%

card is a probability P, A sequence of independent
‘dentically distributed random variables xl,xz, vee xn are observe.d
in a sequential manner. When the random variable xd appears, 8 card
must b chosen and playel on that random variable. 1If the ith card

is played when XJ = xJ is observed, then the expected reward is

given by pixJ' An example of this form occurs when xJ is received
with probability Py and zero is received with probability 1 - p,.
The problem is to choose the n plays of the cards to maximize the
total expectea reward, i.e., maximize (1).

Finally a special case of this model is a generalization of the
"house hunting" problem [1]. Suppose that there are k < n identical
houses to be sold. Offers arrive in a sequential manner. These
offers will be assumed to be & sequence of independent identically
distributed random variables xl,xa, axexs Ny xn. The seller may accept
or reject the offers but must dispose of all k houses by no later
than the nth offer. 1In the above "card interpretation" let k of
the cards have associated p's equal to 1 and let (n-k) of the
cards have associated p's equal to 0. If the seller accepts the
Jth offer he assigns it a card having an associated p equal to ]

and receives x and that house and card bccome unavailable., If

J’
the seller rejects the Jth offer he assigns it a card having an associ-
ated p equal to O and hence receives nothing. This procedure con-

tinues until all the houses (and cards) are disposed of. The problem

is to determine which offers to accept in order to maximize the total

expected profit (or reward), i.e., maximize (1).
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Section 2 characterizes the optimel policy, and presents a recursive
equation for obtaining the constants of the optimal policy. In Section
3, it is assumed that the choice of the values of p 1is available to
the decision maker, and results are presented for an optimum allocation.
Section 4 contains a detailed example which illustrates the concepts
presented in the earlier sections. Finally, Section 5 generalizes
the assignment problem to include the case where the (expected) reward

if a "p" man is assigned to an "x" Jjob is given by a function

r(pvx) '

2. Optimal Policy

The key result needed to determine the optimal policy is to show
that it is of the following form. If there are n stages to go (n
men to assign or n cards to play) and probabilities PSP St SPy
then the optimal choice in the initial stage is to use P, (implying
using the iLh man or the ith card in the appropriate interpretation)
if tre random variable X falls into an ith non-overlapping interval
comprising the real line. Furthermore. these intervals depend on n
and the cumulative distribution function >t X but are independent
of the p's.

In proving the main result, a well known theorem due to Hardy [2]

will be used

¢ N ] < vee < < e K
Lemma ‘Hardy's Theorem). If x; S %58 Sx, and y; Sy, § Sy,

are sequences of numbers, then

n n
(2) max . Z) Xy yj = E) xjyj 9
(il’iE" °;1n)€P J=1 7J J=1
In
s
b _—di s Kl b ol 2 b A Ity <o el r
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where P 1is the set of all permutations of the integers (1,2, ... , n).
This result implies that the maximum sum is achieved when the smallest
of the x's and y's are paired, the next smallest of the x's and
y's are paired, and continued until the largest of the x's and y's
are paired.

The following notation will now be introduced: Let

Total expected reward under an optimal

f(Pl’PQ: ses Pn)
policy when the probabilities are

Plxpzy see Pn’

Total conditional expected reward given

f(Pl)PE: ) Pn|x)
Xl = x under an optimal policy when

the probabilities are PyoPys +ot pn.

That, in fact, optimel policies exist can be shown by induction.
Denote by Gx(z) the cumulative distribution function of the random
variable X. It is assumed that xl,xe, A9 K Xn are independent

identically distributed random variables with CDF Gx(z), and that

00
u = E(X) =f szx(z) < o,
-0
The optimal policy is embodied in the following theorem which

will be proven by induction.
Theorem 1. For each n 2 1, there exist numbers

00 <a <a <+ <8 = 4%

= a
O,n = l,n = 2,n = = n,n

such that whenever there are n stages to go and probabilities
P, < Py g ol 55 P then the optimal choice in the initial stage

is to use pi if the random variable xl is contained in the interveal

by ol oo & . . _ RTINS > A ad
s Qi dmaalest i il A b o ida o ol o FURE DV S CRIEISn I L E1 0 (VIR A FURTIY B TR U S




(a, a4, | The a, depend on G, but are independent of the
-1, 1,n i.n X

p's.  Furthormore a1 N is the expected value, in an (n-l) stage
3

Lroblem, of the quantity to which the ith smallest p 1is assigned

(asouming an optimal policy is being followed), and

n-1
P § ) < :
(3) £1p)sPy0e e sy 1) 121 Pi8j,n Torall vy SR " SP,

Proof. A proof by induction is employed. Suppose that there exist

numbers  fa jm'l

3521 m= 1,2, ... , n-l such that the optimal policy

in an m stage problem is to initially use the ith smallest p if
the initial value is contained in the interval (ai-l,m’ai,m]’ where
aO,m = -w and am,m = », Then, in the n stage problem where Py

is selected first

(4)  £(pysPys---ap %) = mixtxpk + £(PysPys e3Py (9P 1000 oP )]

However, by the induction hypothesis, it follows that the optimal

policy tor an (n-1) stage problem is independent of the (n-1)

valucs of p. Hence defining a, ~ @&s the expected value (under
’

the optimal policy) of the quantity to which the ith smallest D

is assigned in the (n-1) stage problem, the total expected reward

u of that problem i1s given by
b - n=l
1 ‘l ] -~ v
£(p, P P,y 121 P8y

Lor overy 51 < Eé + < in-l (the Bl,ﬁé, cee Bh-l represent

A

the remaining (n-1) p's of the original n p's after the first,

<., P, is chosen in the n stage problem). Furthermore, since




a is independent. of the p's and other policies are obteined by

i,n
n-1

permuting the p's, any sum of the form ), p, a (where
=1 b

Jl’ 32, aLe Jn-l is a permutation of the integers) can be obtained

for the total expected rewar. of the (n-1) stage problem. Hence,

using Hardy's theorem {lemma 1) it, follows that

< v e
(6) al,n = a2,n ; g an-l,n !
since by the induction assumption f(51,52, cee Sn-l) must be a
maximum.

Using the results of (5) and (6), equation (%) can now be expressed

as
(1) £(P,sPpse+ P |X) = max|xp + p.a, + p,8 .
1282 n e P T4 Bfan T L Pifioyn
Again, using Hardy's theorem (lemma 1),
l kg—l n
£(p,sPps +++ » P _|X) = xp , + p,a, + p,a )
1’72 n k* 1A ii,n {=kk+1 ii-1,n
where k* 1is such that (with ao,n ST )
8xe1n < XS fpnn

This result follows because the p's and a's are ordered so

that if x 1is greater than or equal to the (k*-1) smallest a,
then the corresponding p (i.e., pk*) must be greater than or
equal to the (k*-l) smallest p. Hence, the first choice inan n

stage problem is to choose P, if x ¢ (ai 1 n’ai n]' Noting that
=l )

the result is trivial for n =1 completes the induction. Equation




(%) roliows imm-diately from equation (5), and the theorem is complete.

[heorem | opresents the form of the.optimal policy, but does not

a, o The constants may be calculated
’

L‘ indleate Low Lo obtaln the
t'rom the results of Corollary 1.

Coroilary L. Define a = -w, @& = 4o, Then
O,n n,n

iyn
§ - -~ -
(8) &y a1 ” [ 2dGy(2) + 8y ) Gay ) n) +ay [1-6(a, )1,
l i.l,n

for 1 = 1,2, «o. , n, where -» « 0 and « « 0 are defined to be 0.

is the expected

value, in an n stage problem, of the quantity to which the ith

Proof'. The result follows by recalling that a
et i,n+l
i smallest p 1is assigned. The r -sult then follows by conditioning
on the initial x, and recalling that Py is used if and only if
é this valiue lies in the interval (ai-l,n’ai,n]'

The previous results assume that the X's are independent,

! identically distributed random variables. An alternative set of

conaitions leads to the following theorem.

Theorem 2. Suppose that, the successive values Xl,Xz, 5T - xn form

a sub-martingale, i.e.,
|
ElXJ,Xl, Xa, TAONE xj-l] 2 Xj-l’ for all : 2,

vt n the optimal policy is to use pl, then p2, ++s 5 @and finally

Pn, whenever pl § p2 i o

WA

Bg-

Proot. Again, & proof bty induction is employed. The result is trivial

€ miad ks L ok timnh TSP RV QWPLT I, T3 WA Sk A, it
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for n =1, Assume it is true for all m < n-l. For the n stage
problem where P is selected equation (4) still holds. However,
by the induction hypothesis, the optimal policy is specified for the
(n-1) stage problem, &and the total expected reward for this optimal
policy in the (n-1) stage problem can easily be expressed in terms
of the conditional expectations of the ensuing X's given xl = X.

Hence, equation (4) reduces to

k=1
f(pl’ pe) 1oy pnlx) = m;x xpk + i?l piE[xi"'llxl = x]
(9)

n
+ Y pEX x, =x]] .
A S ]

Using the properties of sub-martingales, it follows that E[Xilxl = x]
is monotone increasing in i, for 1 2 1. Again, using Hardy's

theorem (lemma 1), it follows that
n
(20) £(py Pys -+ 5 B %) = xp 4 1?2 p,EX, [X, = x] ,

and the induction is complete. p

It can be remarked that if the successive values Xl,x o 3 X

2’ n

form &8 super-meértingale, i.e.,
EIXg Xy Xpo oov s Xy 1 S X ) forell §>2,

then the same reasoning shows that the optimal ordering is

ag I pl whenever Py ; Py "SSP

PpoPpyr = n

3. Allocation of p's

In the previous sections it was assumed that the p's were a

9
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fixed set of given numbers. An extension is to allow the p's to be
determined in some optimal fashion. 1In the context of the stochastic
sequential assignment problem, a company has the opportunity to hire
skilled men, i.e., those having large p's, but at the expense of
large salaries. In particular, suppose that c(p) denotes the cost
to retain a man having an agsociated p. Let al,aa, vee an denote
the expected value of the quantity to which the ith smallest p 1is
assigned (these a's are the ai,n+l's of Section 2 except that

the second subscript is surpressed; since only an n stage problem

is being considered rio confusion should result). Then the appropriate

total expected reward for a given allocation PisPys +vv 5 Py where
b, SPEr S s is given by
> > > )
(11) ©(p,sDPnse+sP ) = ap, - C(P ) = (a,p,-c(p,)] .
17312 n 4 i%1 14 i i 1*1 i

The problem can now be stated as follows:

maximize ¢(pl, Py ree s pn)'
subject to
\.12) O;piél, i=1’2’ .ao,n
and
” i K vee
(13) PSP S Sp,

and solutions are presented for the following five cases.

~ 1
Case 1

10
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n
®(pys Pps -« 5 ) = Y (8,-c)p, .
1-1

It is evident that <p(pl,p2, v pn) is maximized subject

only to (12) if p; =1 when &, - c >0, and p, = O when 8,-c <0,

i

However, it has already been shown in expression (6) that

a, <a,< - < a . Hence, choosing 1i* so that it is the smallest

5= s

integer such that &, - ¢ >0 {1f all the 8, - c<O0, then ix

mey be interpreted as equal to n+l) it follows that the optimal

values of Py subject to (12) are

0, for i< i*

By
and

1, for 12> i¥.

Py

However, this solution also satisfies (13) so that it is & solution

to the problem. Note also that the ai's, and hence i¥,

calculable by corollary 1.

Case 2:

If c(p) = cp + bp2 where ¢ >0 and b >0, then

n
2
®(p> Py +-» » B ) = ¥ [(aj-c)p, - bp;] .
1=1

) 2" = .
Each \axi-c)pi - bp, is maximized at

ai-c

e T

for (ai-c) >0

and

P = 0 , for (ai-c) 0.

11
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Thevefore, the optimal values of p, subject to (12) are

"
o

Py = ; for 1< i«

and

Py

a,-c
min T l), for 1> 1%,

where 1% 1s the smallest integer such that a, -¢ 2 0. If all the
8, -c < 0, then 1i+* may be interpreted &s equal to n+l. Note
that this solution also satisfies (13) so that it is & solution to

the problem.

Case 3:

If c(p) satisfies c(0) = 0 and c(p) is non-decreasing and

convex, then
n
(p(pl.’ pe’ LRI ] pn) = i___Zl [aipi - c(pi)] .
Using the same argument given for Case 2 and noting that aipi-c(pi)
i- concave in p, the optimal solution takes on the form

p, =0 ; for 1< ix

and

min (p*,1), for i > ix,

e
il

where i* is the smallest integer such that a, - c'(0) >0 and
p* satisfies a, - c'(p*¥) = 0. If all the 8, - c'(0) < 0, then

i« may be interpreted as equal to n+l.

Case L:

1If c(p) satisfies c¢(0) = 0 and e¢(p) is non-decreasing and

12

o




concave, then

n
®(pyy Pps +++ 2 Py) = 121 [e,py - c(p)] .

Following the same argument &s in the two preceding cases and noting

that aipi - c(pi) is convex in p, the optimal solution assumes

the form

0, for i< i¥

by
and

Py 1, for 1 2 i* ,

where i* 1is the smallest intcger such that &, - c(1) > 0. Ifall

8, - c(1) < 0, then i* may be interpreted as equal to n+l.

Case 5:
This case will be concerned with the allocation of the p's

when the p's can take on only & finite set of possible values
={7Tl) 1r2, LU ,Trk}, With 7T1<TT'2<"°<7Tk.

The allocation problem cé&n now be written as follows
maximize CP(Pl) Poy evr p)

subject to

and

(14) p. €T .

This is the original allocation problem with expression (12) being
replaced with (lh). The four cases considered for the original problem

will be considered for this new model.

13
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Case 1' - linear cost function:

The arguments are identical to those presented for Case 1 up
to and including the expression for determining i*. However, for
i < i*, the Py should be chosen as small as possible, whereas for
i > 1i*, the Py should be chosen as large as possible. Therefore,

the optimal values of p, subject to (14) are

P, = Wl, for 1 < i*

and

Again, this solution satisfies (13) so that it is & solution to the

problem.

Case 2' - quadratic cost function:
The arguments are similar to those presented for Case 2, with

i* determined as in Case 2. The optimal values of pi subject to

(14) are
= i < 1%
Py =Ty for i<i
and
¢ S \
T if 08 B < T
a, - ¢
7r ] if b = 1rr, r = l,2,.0|’k}

*
T if Yyfor 1> 14

b Taad ol 2 R i fladaid it Ko 2ids et it p o g s e i s ek

-“r

-




Again this solution satisfies (13) so that it is & solution to the

problem.

Case 3' - convex cost function:
The arguments are again similar to those presented for Case 3,
with i* determined &s in Case 3. The optimal values of Py subject

to (14) are
= < i*
P, 7Tl, for 1t i
and

7
3 < .
Ty 15 p, <, in Case 3;

7Tr, if pi = ‘7Tr, r = l,E,ooo,k, in Case 3’
= i *
1) <e1ther T, or mW ., if p,, in Case 3, }, for i>14

i < < <
satisfies W} pi Wf+l with r k;

k

kw s if P, 2 Ty in Case 3; |

Again, this solution satisfies (13) so that it is & solution to the

problem.

Case b' - concave cost function:

The arguments are again similar to those presented for Case 4

with 1i* determined &s in Case 4. The optimal values of p:.L subject
to (1k4) are

0 in Case 4

[
[
-
kel
e
]

and
1l in Case L .

1]
=2

RS RLPORE: )
Again, this solution satisfi s (13) so that it is a solution to the

problem,
15
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In the context of the stochastic sequential assignment problem,
suppoce there are four men available to perform four Jobs occurring
in sequential order FEach man has an associated Py and is labeled
so thati P, S P, < p‘3 < P, - The type job, X, 1s assumed to be a

uniformly distributed random variable over the range (0,1000), i.e.,

0 s, for 2<0
Gx(_z) =({ 2/1000, for 0 < z < 1000
1 9 z > 1000 .
Using this informetion, and equation (8), the required a, , are
)

obtained as follows:

1\ - 3 - .—3
(1) ay === 8, =1
e
00
(ii) 8, , =f (y/10001dy = 500
) 00
Laz,e =
4 —]
80,3 °
1,2
| al,5 = [w [y/1000]dy + al’a[l - Gx(al,a)] = 375
8y, - j; y/100¢ ay + &) Gyl o) = €25
We
El gt = oo
L B3

16
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a

1,3
l_,,-l- '.fw [y/looo]dy + al,j[l-Gx(al,})] = 30’*-6875

i

a
2,5

j; ly/1000]ay + &) sGy(a) ;) +a, 5[1-Gy(ay )] = 500
)

J&m [y/1000]ay + 32,5GX(a2’5) = 695.3125
2,53

(1v)< 8 4

AN
-
=
il

Suppose that the first job to come in is & $800 job. The optimal
policy calls for assigning the "best" man to this Jjob, i.e., P>

since it lies in the interval (695.3125,»). Suppose that the next

optimal policy calls for assigning man 2 to this job, i.e., Py

since it lies in the interval {375,625) Suppose that the next job

to arrive is a $400 job. There are now 2 men available and the optimal
policy calls for assigning man 1 to this job, i.e., Py» since it

lies in the interval (0,500). The remaining man, man 3 (associated

with pj) is then available for the last assignment.

It should be ncted that the assignment did not depend upon the
values of the p's but only on the ordering. Suppose that the choice
of p's are available to the decision maker, and the cost to retain
a man having an associated p is given by c(p/ = 50p + 5oop2.

The results for Case 2 of Section 3 are then applicable., It is
nec2ssary to detsrmine the ai. Recall that ai = ai,n+1 so that

1he ai 5 are required. These are as follows:
’

17

' job to arrive is a $uso Job. There are now 3 men available and the
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a8, = al,5 = 258.3
8y = 8y 5 = 421.k4
85 = 53,5 = 578.6
By =& 5= LT .

Thus, a, - 50 1is positive so that 1% = 1. Therefore,

a, - 50
pi = mln( 300 -) l), i.e.,

P, 0.69, and
p2=p3=p,+=l.

5. General Assignment Problem

The previous sections were concerned with a very special form
of the assignment problem, i.e., if & "p" man is assigned to an
"x" Jjob, the expected reward is given by px. The general assignment
problem is concerned with an expected reward function of a more
arbitrary form. In particular, denote by r(p,x) the expected reward
if a "p" man is assigned to an "x" Job. The analogous characteri-
zation of f(pl,pe,...,pnlx) presented in equation (4) is now given
by

(15) f(Plypz;-'-;Pnlx) - mix[r(pk’x)+f(pl’p2""’pk-l’pk+l"°"pn)] .

Also, 1t should be noted that

(l6) f(pl, p2, CRCRCEE ] Pn) =ff(pl, p2} > SN Y Pnlx)de(x) 2

and

18
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(17) £(p, %) = r(ps%) -

The characterization of the form of the optimal assignment policy is

embndied in Theorem 3,

Theorem 3. Assume that r(p,x) is differentiable and

d 9
(18) . r(psx) 20,
then for each pl,pa, 8 pn there exist numbers
-» = 8 <a <sa v < 8 <a = 0,

such thet whenever there are n stages to go and probabilities
Py < Py g, 0 i P, then the optimal cholce in the initial stage is

to use Py if the random variable X 1is contained in the interval

ks

(8;_1,n°%1,n
Proof. For any P, > Py and X, > X expression (18) indicates

that

2 2
f fp 35{ 365 T(P’x)dpdx 2 0,
X

1 P
or equivalently
(19) r(p2"x2) - T(Pl)xz) 2 r(Pszl) - T(Pl)xl) .
Now, let
xy = suplx: £(py) Ppr v p |x) = r(pyx) + £(pps P3s ovv p,))

and let xi be -» if the above set is vacuous. (Note that

19




e d i

o

rip R pr) may casily be shown to be continuous by induction,
i

and hencee, 1t X1 is filnite then the supremum is actually & maximum.)

Juppose  x xa. Lhan 1ot X ¢ (x,xi] be such that f(pl,pa,...,pnlij

r’pl,;; + f(pgypj.‘..,pn}. Now for any J > 1, expression (19)

cuan b written as

v

rlpox)) - m(pyxp) 2 v(ppx) - r(pyx)

or alternatively,
) - ( - s 8 L 1
T(pl.x; + f(pa,....pn) r\pj,x) f(pl,pa, ’pj-l’pd+l’ ;Pn)

E r(pl,;1> ¥ f(pE""’pn) - ripj’;l) - f(pl’pE’”"p;j-l’pij*‘l"“’pn) .

tiowever, the right-hand side of the inequality must be greater then

or =gual to zero since
r(pl,;l, o f(p'c\’ CHIOREERY ) pn) = f(pl) p2) CHON CRNO) Pnl;l) ¢
ffoence, for x < x*
T‘"pl'xl + f'/.pgj--wpn) & F(PJJX) i f(pl-’p2"'"p,j-l’p;]+l""’pn) .

Theretore. it follows trat the cptimal policy uses pl, if and only

if, x < xi. Ry defining XE as

X9 = Sipix > e f'(pl,pg,.u,pn,'x) = T(PE;X) + f(Pl)Pjv'-yPn)} )

[

'o.lows trom tns sam- re@soning that the optimal policy uses Po)

2 and Lugy LfF, K o (x};xg]. Similar reasoning completes the proof.

tesral tomments are in order.
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i) Although Theorem 3 appears to be similar to Theorem 1, it
differs in thet the a's &are not, in general, independent of the

p's, nor are the a's easily calculable.

ii) For the allocation problem in the general assignment model,
a result similar to that given for Case 4 may be obtained. 1In parti-
cular, if e¢{p), the cost tc retain a man having an associated p,
is concave, and r(p,x, is convex, then the optimal p's are either

zeros or vnes. This follows by showing that f(pl,pe, 390 I pn) is

convex (in the vector) so that the objective function

£{py> Pos =+ 5 B} = 2 o(py) i

RN &

i=

is convex. The result that f(pl,pa, odlo pn) is convex is embodied

in Lemma 2.

Lemma 2. If for all x, r(p,x; is convex in p, then f(pl,pa,...,pn)

is convex (in the p vector).

Proof. A proof by induction on the number of terms in the p vector
is employed.

For any fixed x, it will be shown that f(pl;pa, ver pnlx)
is convex. TFrom (17}, f(plix} is convex. Assume that

£(pysPys v pm!x} is convex for ail m < n-l. It follows that

(?O) I‘(Pk'x) i f(Pl7 P2: ey pk-l’ pk+l' ces pn;'

is convex for all k = 1,2, ... , n. Hence, the maximum, over Kk,
of =xpression (20; is also convex since the maximum of & finite number

of convex functions is also cenvea. Using equation {15],
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f(pl,pg, vee pn]x) is seen to be convex. The lemma is then proved
by employing equation (16). It can be noted that a similar proof
can be used to show that f(pl,pe, S0 ) pn) is monotone (in the
p vector) if r(p,x) is monotone in p.
iii) Throughout this paper it has been assumed that the number

of assignments is equal to the number of men. This restriction can

be relaxed easily. Let m denote the number of assignmentsand let
n denote the number of men. If n > m, choose only those m men
having the highest p's associated with them (assuming that r(p,x)

is non-decreasing). If n<m, add (n-m) "pseudo men" having p's

equal to zero associated with them (assuming r(0,x) = 0).
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