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What appears to be a plane detonation propagating in a steady manner is actually a complex multifront detonation which is highly non-steady within the period of one cell length. The lead shock of the detonation attenuates from the beginning to the end of the cell. The collision of transverse waves at the end of the cell discontinuously increases the strength of the lead shock to its value at the beginning of the cell. The reactive gas mixture through which the detonation propagates, is instantaneously processed by the lead shock according to definite kinetic rate laws. The gasdynamics of the unsteady flow field interacts with the heat release effects of the chemical reactions to influence the properties of the flow and the strength of the lead shock at later times. This in turn influences the strength and character of the transverse wave collision mechanism at the end of the cell.

To study this coupling between the chemical kinetics and the gasdynamics, the lead shock has been modeled as a cylindrical blast wave propagating into a reactive hydrogen-oxygen mixture diluted with argon. The unsteady reactive flow field is computed using a method of characteristics analysis in cylindrical co-ordinates. The chemical composition of the hydrogen-oxygen system in the reactive region following the induction period is obtained by using the Partial Equilibrium hypothesis. A piston velocity calculated from blast wave theory is used as an input parameter controlling the rate of lead shock decay.
The results of the calculation show that the interaction of the chemical kinetics and the gasdynamics during the unsteady gas expansion behind a pure cylindrical detonation wave does indeed affect the flow properties downstream of the lead shock. Heat addition effects cause a faster decrease of the flow velocity and increase the rate of lead shock decay as compared with the non-reactive case. The temperature rises in the reactive region following the induction period due to the exothermic recombination reactions of the hydrogen-oxygen system.

The rate and extent of lead shock decay is strongly influenced by the rate and extent of chemical reaction, which is itself dependent on the initial pressure and mixture composition. The strength and character of the transverse wave collision-mechanism is coupled with the strength and decay rate of the lead shock. The results show that a decoupling of the shock and reaction fronts occurs at some point in the shock trajectory, after which the lead shock decay rate is analogous to the decay rate of the shock in the frozen composition gas. It is concluded from this study that the lead shock spontaneously chooses the optimum strength and decay rate, consistent with the initial composition, initial pressure and the rate and extent of chemical reaction, such that the related strength of the transverse wave mechanism, operating within the limits of explosion, regenerates the lead shock to its strength at the beginning of the cell. A detonation fails when the strengths of the lead shock and transverse waves and the properties of the gas at the end of the cell are such that the collision of the transverse waves is unable to cause spontaneous explosion of the gas.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_f$</td>
<td>Frozen composition sound velocity</td>
</tr>
<tr>
<td>$b$</td>
<td>Distance between the origin of co-ordinates</td>
</tr>
<tr>
<td>$A,B,D$</td>
<td>Chemical species in a recombination reaction</td>
</tr>
<tr>
<td>$C$</td>
<td>Third body in chemical reaction</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Rate of bi-molecular chemical reactions</td>
</tr>
<tr>
<td>$C_{pf}$</td>
<td>Frozen composition specific heat at constant pressure</td>
</tr>
<tr>
<td>$f_0, f_1$</td>
<td>Coefficients in blast wave theory expansion for flow velocity</td>
</tr>
<tr>
<td>$h$</td>
<td>Enthalpy per unit mass</td>
</tr>
<tr>
<td>$J_o$</td>
<td>Constant in blast wave theory expression for flow velocity</td>
</tr>
<tr>
<td>$k_{jf}$</td>
<td>Forward recombination rate for reaction $j$</td>
</tr>
<tr>
<td>$k_{jr}$</td>
<td>Reverse rate for reaction $j$</td>
</tr>
<tr>
<td>$k_{pj}$</td>
<td>Equilibrium constant for reaction $j$</td>
</tr>
<tr>
<td>$M$</td>
<td>Mach number</td>
</tr>
<tr>
<td>$M_w$</td>
<td>Molecular weight</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of moles</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$r$</td>
<td>Space co-ordinate</td>
</tr>
<tr>
<td>$R$</td>
<td>Gas constant</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Blast wave decay parameter</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Shock radius</td>
</tr>
<tr>
<td>$s$</td>
<td>Entropy</td>
</tr>
<tr>
<td>$S$</td>
<td>Total number of recombination reactions</td>
</tr>
<tr>
<td>$t$</td>
<td>Time co-ordinate</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
</tbody>
</table>
u  
Flow velocity

U  
Shock velocity

\( \triangle W_c \)  
Quantity describing the effect of chemical reaction

x  
Space co-ordinate in arbitrary co-ordinate system

\( X_j \)  
Mole fraction of species j

\( \gamma \)  
Specific heat ratio

\( \Delta \)  
Incremental value

\( \Delta \phi \)  
Fraction of delay time used in calculations

\( \phi \)  
Stoichiometry on fuel/air basis

\( \tau_i \)  
Fractional induction time

\( \rho \)  
Density \( \text{gm/cm}^3 \)

\( v \)  
Dimensionless parameter indicating the extent of recombination of the \( \text{H}_2-\text{O}_2 \) system

\( \omega_i \)  
Rate of change of species \( i \) defined by equation (4)

OPERATORS

\[ \]  
Concentration, moles/liter

\[ \frac{\partial}{\partial x} ( ) \]  
Partial derivative of \( ( ) \) w.r.t. \[ \]

\[ \frac{D}{D} ( ) \]  
Total derivative of \( ( ) \) w.r.t. \[ \]

\[ \frac{\delta^+}{\delta t} ( ) \]  
Directional derivative of \( ( ) \) in the direction \( \frac{dr}{dt} = (u+a) \)

\[ \frac{\delta^-}{\delta t} ( ) \]  
Directional derivative of \( ( ) \) in the direction \( \frac{dr}{dt} = (u-a) \)
1. **INTRODUCTION**

A detonation is generally defined as a shock wave followed by a region of exothermic chemical reaction. A shock wave passing through a gas capable of reacting, first raises its temperature and pressure. In some systems, such as the hydrogen-oxygen system the gas subsequently suffers an induction period. At the end of the induction period, the gas reacts converting chemical energy into thermal energy. During this process the temperature of the gas increases while its pressure and density decrease. The composition of the gas changes during the entire reaction period until finally it stabilizes at some equilibrium value consistent with the prevailing thermodynamic and hydrodynamic constraints. The region of chemical reaction that lies in the wake of the shock is usually termed the reaction wave. In the simplest plane, steady case this reaction wave travels at the same speed as the shock wave, so that the whole travels as one complex.

A detonation may be initiated when a flame accelerates causing disturbances to propagate ahead of it to form a shock wave. After the preliminary initiating process, the detonation propagates in a steady manner for all macroscopic purposes. On the other hand it is possible for a detonation wave to attenuate and decay causing the reaction wave to move farther and farther away from the shock front, until finally the detonation ceases to propagate any further.

Since the discovery of detonative combustion in 1881 a considerable amount of effort has been expended in attempting to understand its method of propagation, as well as the specific nature of the coupling between the shock and the chemical reaction occurring behind it. Led by the fact that a detonation is essentially a shock transition followed by a region of heat release through chemical reaction, early investigators applied the equations
of Rankine\(^2\) and Hugoniot\(^3\) for the conservation of mass, momentum and energy across the shock discontinuity. The heat liberated through chemical reaction was taken into account by an additional term in the energy equation. Since for a given set of initial conditions and a prescribed value for the heat release, a large number of final states satisfy the Rankine-Hugoniot equations, it was left for Chapman and Jouguet\(^5\) to postulate relevant criteria establishing the unique final state which would yield the required solution. The Chapman-Jouguet condition states that for a given set of initial conditions such as temperature, pressure and composition of the unshocked gas, the detonation wave propagates such that the velocity of the burnt products relative to the shock, is equal to the velocity of sound in the burnt gas. This furnishes the tangency conditions for the Rayleigh line through the initial state point and the Hugoniot curve on a pressure-volume diagram. The end state is thus given by the Chapman-Jouguet point as illustrated in Figure 1.

This led to the concept of Chapman-Jouguet (C.J.) detonations. Implicit in the definition of a C.J. detonation is the idea of a steady, one dimensional wave with an infinitely thin reaction zone.

While the Chapman-Jouguet concept does yield fairly accurate values for the experimentally observed gross properties of a steady detonation such as its velocity and pressure\(^6\), it does not throw any light on the extent of the chemical reaction zone behind the shock wave. Moreover the reaction occurring in the shocked gas is controlled by finite chemical reaction rates, and hence the reaction zone cannot be infinitely thin. A more realistic model was therefore proposed independently by Zeldovich\(^7\), von Neumann\(^8\), and Doering\(^9\), (Z.N.D. Model) in which the detonation is visualized as a shock transition followed by a finite region of chemical reaction, which is supposed to reach equilibrium at the Chapman-Jouguet plane. The C.J. plane also defines
the plane where all the heat of combustion has been released. This model allows
the description of a finite, albeit arbitrary, reaction zone thickness, since
the actual chemical reactions proceed at a slower rate as they shift toward
the equilibrium composition, and in reality reach complete equilibrium only
after some time. Therefore there is no unambiguous definition for the reac-
tion zone length at the present time $^{10,11}$. The stability of a detonation and its propagation velocity are intimately
linked to the phenomena occurring within the reaction zone, since it is here
that the major portion of the heat release takes place. Factors such as the
reaction zone thickness, the reaction rate, rate of heat release, and the
interaction of the kinetics with the flow control the underlying mechanisms
for the sustenance or failure of the detonation. Furthermore it is in this
reaction zone that instabilities appear and grow to form transverse waves
that travel across the detonation front $^{12,13,14}$. The production of these
transverse waves and their periodic collision to reinforce the lead shock
wave is of paramount importance to the survival and stability of a detonation.
The lead shock, the transverse wave and the mach stem existing at their inter-
section form a triple shock configuration, and it is the intersection point
namely the triple point, which traces out the characteristic "cell" of a
detonation wave. This has been verified by various investigators $^{16,17}$. The
size of this cell, i.e., the distance between two adjacent transverse waves
propagating in the same direction measured in a direction perpendicular to
the flow, is a unique parameter for a given detonation propagating in a large
diameter tube, and is dependent on the initial pressure and composition of
the gas.

Since these transverse waves do not appear in non-reactive systems
and there is no characteristic cell spacing in these systems, the key to
understanding the properties of transverse waves and the detonation as a whole lies in the chemistry of the problem and its interaction with the hydrodynamics of the flow. The phenomenon however is exceedingly complex and does not readily admit to a simple examination. The detonation front is far from one-dimensional due to the presence of the transverse wave complex moving across its surface, and any quantitative analysis of the propagation mechanism should involve the front as a whole. It shall be the aim of this thesis to investigate the relation between the chemistry and hydrodynamics of the flow as linked to the shock motion in a simplified manner, quite apart from the existence of the transverse waves, so as to understand this basic mechanism.

The first investigations in detonation phenomena were aimed primarily at understanding its gross properties and were limited in their scope as it was tacitly assumed that the wave was one-dimensional in nature and that it consisted of a shock transition followed by an infinitely thin reaction zone. With the realization that chemical kinetics demands a finite reaction zone length much greater than the order of the shock thickness, there was the advent of the Z.N.D. model. Analyses were for some time thereafter based on the Z.N.D. model and the Chapman-Jouguet concept. Various investigators soon began to discover that the detonation front was not one-dimensional and that transverse waves in a complex three dimensional pattern existed at the front. It was therefore sought to analyze the nature and properties of these transverse waves. Denisov and Troshin in their work used a high speed schlieren photographic technique to study transverse wave structure. They showed that the lead shock strength fluctuates in a periodic manner as the detonation traces out its characteristic cell structure, and that this phenomenon plays a principal role in controlling the character
of the reaction wave behind it. Thus although the detonation front as a whole propagates at a time-integrated constant average velocity, it is highly non-steady within the period of each cell length. Measurement by Crooker\textsuperscript{24} and Steel\textsuperscript{25} has shown that in marginal detonations the velocity of the lead shock varies from 1.8 C.J. velocity at the beginning to about 0.6 C.J. velocity at the end of the cell. This variation is larger as the detonation approaches its lowest mode of propagation, i.e., as the cell length grows larger for a particular tube geometry. In the case of steady detonations this variation is about 20 percent of the C.J. velocity. Crooker also found by the device of sprinkling sand grains on a smoked mylar plate on which the detonation leaves its characteristic cellular imprint, that the lead shock wave is highly curved at the beginning of the cell and flattens out as it moves down the cell. Hence these curved shock fronts may be conceived to be cylindrical waves whose radius of curvature increases as the shock proceeds down the cell. Also it has been experimentally observed\textsuperscript{26,27} that expanding detonations that are first overdriven by passing them through the convergent section of a convergent-divergent nozzle are indeed cylindrical, with no transverse structure.

Since the interaction of chemical kinetics and the hydrodynamics of the flow produced by the fluctuating lead shock, and the periodic collision of transverse waves, together contain the pertinent parameters necessary for the existence and stability of detonation waves, the trend of current research effort is to isolate these major elements constituting the multi-front detonation and to study each element in detail. There is therefore a great deal of interest at the present time in the behavior of unsteady cylindrical and spherical detonations, both in their own right and also in an attempt to shed new light on the basic mechanism of propagation of multifront detonation waves.
Lundstrom and Oppenheim\textsuperscript{28} have investigated the effect of non-steadiness on the induction thickness of a detonation wave by modeling the lead shock as a decaying blast wave with a constant decay parameter determined by matching with their experimentally measured shock velocity. By assuming a power law density variation along a particle path, and by suitable approximations, they calculate the induction zone thickness based on parameters evaluated at the shock front. They note that as the shock decays, the induction zone thickness increases markedly approaching large magnitudes as the lead shock nears the end of the cell, whereby they conclude that the detonation is quenched. While their results are qualitatively correct, they do not allow heat release in the flow. The effects of the interaction between the gasdynamics and the chemical kinetics are therefore not taken into account in their calculations.

In his experiments on cylindrical expanding detonation waves Soloukhin\textsuperscript{29} has shown that under conditions favorable for stable propagation, the detonation preserves its cell structure. The experimental apparatus consisted of two circular glass plates joined together to form a narrow cylindrical vessel. A tube attached at the center served to direct a plane detonation initiated in it into the cylindrical vessel. Open shutter photographs obtained as the cylindrical detonation propagates outwards in equal-volume acetylene-oxygen mixtures showed that below certain pressures the detonation is quenched and no transverse waves were generated. However above this limit pressure the detonation traveled at a constant velocity maintaining a uniform cell size even as the front area increased. This showed that even in the absence of wall reflections, the spontaneous generation and interaction of transverse waves traveling in opposite directions, reinforced the wave thus enabling it to maintain a constant speed.
In similar experiments on the diffraction of multifront waves Mitrofanov and Soloukhin\(^\text{30}\) demonstrated that when a stable detonation encounters a sudden increase in channel area, the mechanism of transverse wave collisions can re-establish the detonation in the increased section under suitable conditions.

Struck and Reichenback\(^\text{31}\) have conducted a photographic investigation of freely expanding spherical detonation waves in acetylene-oxygen mixtures, using both streak schlieren and interferometric techniques.

Lee, Lee and Knystautas\(^\text{32}\) have conducted a theoretical and experimental investigation of unconfined spherical expanding waves in acetylene-oxygen mixtures. The detonations were initiated using a spark-laser source. They have proposed a reacting blast wave model based on the initiation energy, to predict the trajectories of the shock and reaction wave fronts. They assume that the hydrodynamic motion is not influenced by chemical reaction but include the effects of finite kinetic rates. Various regimes of shock propagation, characterized by the amount of energy deposited in the gas from the laser source, have been investigated. Their conclusions however are based on observations involving a fairly short length traveled by the detonation wave. Also the analysis fails to take into account the interaction of the hydrodynamics and the chemical reaction.

Boussard, Manson and Niollet\(^\text{33}\) have studied the propagation of cylindrical detonations in narrow diverging sectors, in mixtures of propane and oxygen diluted with nitrogen, and have established the limits of propagation as a function of the composition of the mixture and the thickness of the sector.

Cylindrical unconfined detonations have also been studied by Lee, Lee and Shanfield\(^\text{34}\) and by Lee, Lee and Knystautas\(^\text{35}\) in equi-molar acetylene-oxygen mixtures. Using a similarity analysis based on the assumption that the wave is a C.J. detonation, they have calculated the flow properties
immediately behind the expanding detonation front. In their experiments on spark ignition of converging cylindrical detonation waves, Knystautas and Lee\textsuperscript{36,37} have shown that the collision of transverse waves is essential to the establishment of a stable detonation.

Recently Zajac and Oppenheim\textsuperscript{38} have studied the non-steady gasdynamic effects of a reacting explosive hot spot surrounded by a gas of fixed composition. The hot spot is considered to be composed of a hydrogen-oxygen mixture. They postulate that within the reactive kernel, all state properties are independent of the space coordinate and are functions of time only. Using the method of characteristics and a "bulk expansion" model, they have calculated the salient features of the resultant flow field generated by the pressure pulses from the expanding hot spot. Since it is considered that the occurrence of hot spots in the flow, e.g., by the collision of transverse waves serves to regenerate the attenuating lead shock, this gives some idea of the flow produced by such hot spots.

Non-reactive, non-steady flow fields resulting from expanding cylindrical and spherical shock fronts have engaged the attention of many investigators\textsuperscript{39-45}, especially in connection with blast waves from various sources including atomic explosions. Closed form solutions obtained by these investigators are usually based on a similarity approach, while numerical solutions invariably employ the method of characteristics.

We may summarize the foregoing observations thus:

(1) Steady detonations are in general complex three dimensional phenomena, and derive their "steady" nature from the reinforcing collision of transverse waves.

(2) While the detonation appears steady as a time-integrated process, it is indeed highly non-steady within the period of each cell length.
(3) The lead shock strength can vary from as much as 1.8 C.J. velocity to 0.6 C.J. velocity in its course from the beginning to the end of the cell. It is thus continuously attenuating.

(4) The incident shock curvature decreases as it travels through a cell and may be adequately modeled as a cylindrical wave (at least at the shock front).

(5) This last observation has led a number of researchers to investigate the properties of cylindrical detonation waves, in an attempt to understand how the dynamics of the continually attenuating lead wave controls the overall propagating mechanism.

However, the researches conducted so far fail to study the complex coupling mechanism between the gasdynamics of the flow and the chemical reaction that occurs behind the incident wave. Since this interaction between the chemical kinetics and the flow field within the reaction zone significantly influences the propagation of the detonation as a whole, it is the object of this thesis to study the non-steady reacting flow field behind a cylindrical expanding detonation. A method of characteristics approach is employed using the experimentally measured reaction rates for the important recombination reactions of the hydrogen-oxygen system, in the presence of argon as a third body. The hydrogen-oxygen system is used in our calculations because its kinetics are well understood at the present time. This system undergoes an induction period before it begins to react. A piston velocity calculated on the basis of ordinary blast wave theory is used as the only input parameter.

In the next section we shall deal with the underlying theoretical considerations and the method of calculation. The last two sections deal with the discussion of results and conclusions respectively.
2. THEORETICAL CONSIDERATIONS

2.1 The Governing Equations

The object of our computations is the calculation of the gasdynamic and thermodynamic parameters of the flow field in a cylindrical expanding detonation wave in an argon diluted hydrogen-oxygen mixture. The problem is best solved in a cylindrical coordinate system. The flow field is non-steady and the entropy is nowhere constant in the flow. The radius of the lead shock wave increases monotonically as the lead shock wave attenuates. Immediately adjacent to the shock front is a non-reactive region comprising the induction zone of the hydrogen-oxygen system. Having passed through the induction zone, the hydrogen-oxygen mixture undergoes recombination reactions which are exothermic. Thus at every point in this reactive region the chemical composition of the gas is continuously changing while the mixture as a whole shifts towards an equilibrium composition. These chemical effects interact with the gasdynamics as the non-steady flow expands radially.

The Rankine-Hugoniot equations for non-reactive flow apply across the shock transition while the flow within the induction zone may be assumed to be governed by the inviscid, frozen flow conservation equations. The reactive flow at the end of the induction zone involves the additional specifying equation for the rate processes. No assumption regarding the constancy of specific heats is made anywhere in the calculations.

The conservation equations for non-steady, reactive cylindrical flow in Eulerian coordinates in the absence of transport phenomena and body forces are

\[
\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial r} + \rho u \frac{\partial u}{\partial r} + \frac{\rho u}{r} = 0
\] (1)
\[ \text{Momentum } \rho \frac{\partial \mathbf{u}}{\partial t} + \rho \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = 0 \quad (2) \]

\[ \text{Energy } \frac{\partial s}{\partial t} + \mathbf{u} \cdot \nabla s = - \frac{1}{T} \sum_{i=1}^{S} \left( \frac{\mu_i}{M_i} \right) \frac{\partial X_i}{\partial t} \quad (3a) \]

or

\[ \rho \frac{\partial h}{\partial t} - \frac{\partial p}{\partial t} = 0 \quad (3b) \]

\[ \text{Rate } \frac{\partial X_i}{\partial t} + \mathbf{u} \cdot \nabla X_i = \frac{\omega_i}{\rho} \quad (4) \]

\[ \text{State } p = \rho \sum_{i=1}^{S} X_i R_i T \quad (5) \]

The specifying equation for the rate processes has been derived for the special case of chemical reaction by B. T. Chu\textsuperscript{46} and Wood and Kirkwood\textsuperscript{61}. It is a composite form of the rate equation, the equation of state and the energy equation, and may be written as follows

\[ \frac{\partial p}{\partial t} = \frac{1}{a_f} \sum_{i=1}^{S} \left[ \frac{\partial p}{\partial X_i} \right]_{p,T,X_j} - \frac{\rho}{P_f} \sum_{i=1}^{S} \left[ \frac{\partial h}{\partial X_i} \right]_{p,T,X_j} \frac{\partial X_i}{\partial t} \quad (6) \]

Equation (6) may also be written as

\[ \frac{\partial p}{\partial t} = \frac{1}{a_f} \sum_{i=1}^{S} \left[ \frac{\partial p}{\partial X_i} \right]_{p,T,X_j} + \sum_{i=1}^{S} \left[ \frac{\partial p}{\partial X_i} \right]_{p,T,X_j} \frac{\partial X_i}{\partial t} \quad (7) \]

where

\[ W_c = \sum_{i=1}^{S} \left[ \frac{\rho}{P_f} \frac{\partial h}{\partial X_i} \right]_{p,T,X_j} + \left[ \frac{\partial p}{\partial X_i} \right]_{p,T,X_j} \frac{\partial X_i}{\partial t} \]

is the term due to the occurrence of chemical reaction.
2.2 The Characteristic Directions and the Compatibility Equations

The above set of quasi-linear partial differential equations is hyperbolic and has three characteristic directions which are

\[ \frac{dr}{dt} = u + a_f \]

\[ \frac{dr}{dt} = u - a_f \]

and

\[ \frac{dr}{dt} = u. \]

The derivation of the characteristic directions for the non-equilibrium case of chemical reaction is given in Appendix A.

Equations (3) and (4) are the compatibility equations along the third characteristic direction, i.e., along the particle path \( \frac{dr}{dt} = u \). The compatibility equations along the characteristic directions \( \frac{dr}{dt} = (u \pm a_f) \) can be easily derived as follows:

From equation (1) we have

\[ \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} - \frac{Dp}{Dt} = - \rho \frac{\partial u}{\partial x} + \frac{\rho u}{r} \quad (8) \]

Substituting equation (8) into equation (7) and rearranging

\[ \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial x} + a_f^2 \rho \frac{\partial u}{\partial x} = -a_f^2 \left( \frac{\rho}{c} + \frac{\rho u}{r} \right) \quad (9) \]

Multiplying the momentum equation (2) by the frozen sound velocity \( a_f \) and rearranging we have

\[ a_f \frac{\partial p}{\partial x} + a_f \frac{\partial u}{\partial x} + a_f \rho u \frac{\partial u}{\partial x} = 0 \quad (10) \]
Adding equations (9) and (10) we get

\[ \frac{\partial p}{\partial t} + (u + a_f) \frac{\partial p}{\partial x} + a_f \rho \left( \frac{\partial u}{\partial t} + (u + a_f) \frac{\partial u}{\partial x} \right) = -a_f^2 \left( W_c + \frac{\partial u}{\partial x} \right) \]  

while subtracting (10) from (9) we get

\[ \frac{\partial p}{\partial t} + (u - a_f) \frac{\partial p}{\partial x} - a_f \rho \left( \frac{\partial u}{\partial t} + (u - a_f) \frac{\partial u}{\partial x} \right) = -a_f^2 \left( W_c + \frac{\partial u}{\partial x} \right) \]

Equations (11) and (12) are the compatibility equations along the characteristic directions \( \frac{dr}{dt} = (u + a_f) \) and \( \frac{dr}{dt} = (u - a_f) \) respectively.

Let

\[ \frac{\delta^+}{\delta t} = \frac{2}{\delta t} + (u + a_f) \frac{3}{\delta x} \]

and

\[ \frac{\delta^-}{\delta t} = \frac{2}{\delta t} + (u - a_f) \frac{3}{\delta x} \]

Then equations (11) and (12) may be written as

\[ \frac{\delta^+ p}{\delta t} + a_f \rho \frac{\delta^+ u}{\delta t} = -a_f^2 \left( W_c + \frac{\partial u}{\partial x} \right) \]  

along \( \frac{dr}{dt} = (u + a_f) \)

and

\[ \frac{\delta^- p}{\delta t} - a_f \rho \frac{\delta^- u}{\delta t} = -a_f^2 \left( W_c + \frac{\partial u}{\partial x} \right) \]  

along \( \frac{dr}{dt} = (u - a_f) \).
The pressure $p$ and velocity $u$ have been used in the compatibility equations as the most convenient flow variables under the present non-equilibrium condition of chemically reactive flow. If the flow is non-reactive, the equations are unaltered except for the fact that $W_c = 0$.

2.3 The Kinetic Scheme and the Partial Equilibrium Concept

The explosion kinetics of the hydrogen-oxygen system has been studied extensively for a number of years and is fairly well understood. The important reaction steps are

I Initiation

\[ H_2, O_2, M \rightarrow H, O, \text{ or } OH \]   \hspace{1cm} (15)

II Chain Branching

\[ H + O_2 \xrightarrow{c_1} OH + O \]   \hspace{1cm} (16)

\[ O + H_2 \xrightarrow{c_2} OH + H \]   \hspace{1cm} (17)

\[ OH + H_2 \xrightarrow{c_3} H_2O + H \]   \hspace{1cm} (18)

III Recombination

\[ H + H + M \xrightarrow{k_1} H_2 + M \]   \hspace{1cm} (19)

\[ H + OH + M \xrightarrow{k_2} H_2O + M \]   \hspace{1cm} (20)

\[ H + O_2 + M \xrightarrow{k_3} HO_2 + M \]   \hspace{1cm} (21)
The species HCl which is produced according to equation (21) is unstable and is used up according to the equation:

\[ \text{HCl} + \text{H} + \text{M} \rightarrow 2 \text{OH} + \text{M} \]

Therefore equation 21 plus the above equation has the overall stoichiometry

\[ 2 \text{H} + \text{O}_2 + \text{M} \rightarrow 2 \text{OH} + \text{M} \quad (21a) \]

Equations (16) - (18) constitute the steps of the chain branching mechanism of the hydrogen-oxygen reaction which gives rise to an induction period during which the radicals H, O and OH appear. The effective chain carrier here is the H atom. The overall rate of the induction process is controlled by equation (16). The induction process is almost thermally neutral for all practical purposes, although equation (16) is endothermic. It has been found\(^{47}\) that the hydrogen-oxygen mixture contains a large excess of the species O, H and OH at the end of the induction period and that the OH radical and H atom go through a maximum at this point. The time elapsed up to this point is defined as the induction time. The rapid, pressure independent bi-molecular reactions (16) - (18) which have predominated during the induction period are now essentially in equilibrium, towards the close of the induction process.

Induction times for the hydrogen-oxygen reaction have been measured by various investigators\(^{47,49}\), and it is found that the logarithm of the product of the induction time and the oxygen concentration is linearly related to the inverse temperature. The equation employed for the
calculation of induction time in this work is taken from Reference 49

and is given by the equation

\[ 10^9 \times \log_{10} \tau_i [O_2] = \left( \frac{3565}{T} - 1.162 \right) \text{ moles/liter sec.} \quad (22) \]

where \( \tau_i \) is the induction time, sec., and \([O_2]\) is the oxygen concentration, moles/liter. In order to find the reaction front at the end of the induction zone the quantity

\[ \Sigma \Delta \phi = \Delta t = 1 \]

was calculated along a particle path until the sum equaled unity. The point where \( \Sigma \frac{\Delta t}{\tau_i} = 1 \) was taken to be a point on the reaction front. Here \( \Delta t \) is the increment in time along two points on a particle path and \( \tau_i \) is the mean induction time in the interval \( \Delta t \).

The induction period of the hydrogen-oxygen system is essentially thermally neutral. We have therefore assumed that the gas composition is frozen during the induction period.

At the close of the induction period, the rapid bi-molecular exchange reactions are in equilibrium, while the slow recombination process that now sets in is not. Thus the mixture may be conceived to be in a state of partial equilibrium. It has been shown that the three recombination reactions (19) - (21) adequately depict the behavior of the system during the recombination process. Thus the reacting hydrogen-oxygen mixture is considered to pass through a series of partial equilibrium states to a state of full equilibrium, during the slow
recombination regime governed by the equations (19) - (21). Since there is no net mole change resulting from the bi-molecular exchange reactions, while there is a decrease in the total number of moles of the hydrogen-oxygen system during the slow recombination process toward full equilibrium, it is possible to adequately describe the state of the system during recombination by specifying a single recombination parameter defined in terms of the change in the number of moles. Therefore for any system where we know the unreacted hydrogen stoichiometry \( \phi \), and the temperature, the state of the system, namely its chemical composition during recombination, is completely described by specifying a recombination parameter \( \nu \) which is defined as follows

\[
\nu = \frac{N - N_{eq}}{N_{i} - N_{eq}}. \tag{24}
\]

where \( N_{i} \) = number of moles initially present in the unreacted system, and \( N_{eq} \) = number of moles at equilibrium.

From the definition of \( \nu \) it is seen that its value is unity at the close of the induction period before any recombination has occurred. At full equilibrium, \( \nu \) has a value of zero, where all the recombination possible has taken place. Should the temperature be high enough to cause dissociation of the hydrogen and oxygen present, \( \nu \) increases beyond unity and has a maximum value of \( 2\phi + 2, 4 \) or \( \frac{3\phi + 1}{\phi} \) according as \( \phi \) is greater than, equal to or less than unity.

Calculation of the mixture composition based on the partial equilibrium hypothesis is thus independent of the detailed previous history of the system and its pressure. The kinetic scheme is much simplified and it
is less time consuming than the integration of the entire set of rate equations which entails a full knowledge of the rates of all the participating reactions. Moreover the application of the partial equilibrium hypothesis is found to give realistic results in practical applications.

The partial equilibrium composition is determined by a set of three pressure independent, bi-molecular, equilibrium equations for given values of the variables \( \phi \), \( v \) and \( T \). The temperature \( T \) specifies the composition of the mixture through the equilibrium constants for the equations (16) - (18) while the recombination parameter \( v \) specifies the extent of recombination of the system. The calculation of the species composition during recombination therefore reduces to the solution of three non-linear algebraic equations in three unknowns, which is performed in the numerical analysis by a three variable Newton-Raphson iterative technique.

2.4 The Recombination Rate

Getzinger and Schott have shown that the recombination rate of the hydrogen-oxygen system in the presence of third bodies is given by the equation

\[
R_{\text{Rec}} = \sum_{j=1}^{S} \left\{ k_{j} [A_{j}][B_{j}][C_{j}] \right\} - \sum_{j=1}^{S} k_{j+} [D_{j}][C_{j}] \tag{25}
\]

where \( R_{\text{Rec}} \) is the recombination rate, \( k_{j} \) is the effective forward reaction rate for the recombination reaction \( j \) in the presence of third
bodies for a reaction of the type

\[ A + B + C \xrightleftharpoons[k_{jf}][k_{jr}] D + C \]  \hspace{1cm} (26)

\[ k_{jr} \] is the effective reverse reaction rate. The effective reaction rate is the reaction rate considering all species not participating in the reaction as third bodies for that particular reaction. The forward and reverse reaction rates for the recombination reactions (19) to (21) are related to the equilibrium constant of the individual reaction by the expression

\[ k_{jr} = \frac{k_{jf}}{K_{p}RT} \] \hspace{1cm} (27)

The values of \( k_{jf} \) used in the calculation for the reactions (19) to (21) are

\[ k_{1f} = 4.0 \times 10^{14} \left[ 1 + 4 \left( X_{H_{2}O} + X_{H_{2}} \right) \right] \text{cc}^2/\text{mole}^2 \text{sec}. \]

\[ k_{2f} = 5.5 \times 10^{15} \text{cc}^2/\text{mole}^2 \text{sec} \] \hspace{1cm} (28)

\[ k_{3f} = 1.42 \times 10^{15} \left[ 1 + 4 X_{H_{2}} + 29 X_{H_{2}O} \right] \text{cc}^2/\text{mole}^2 \text{sec} \]

The above rates are for hydrogen-oxygen mixtures diluted with argon.

In calculating the reverse rates, the third recombination equation namely equation (21) poses a problem in that the species \( \text{HO}_2 \) is unstable and does not enter into the reverse reaction in a simple way. We have therefore ignored the reverse rate for this reaction in the calculations.
Written in terms of the parameter $\nu$ the recombination rate equation becomes

$$\frac{d\nu}{dt} = \frac{\rho^2 N}{M_w (N_{eq} - N_1)} \left[ \frac{k_{lf}}{2} X_H + k_{zf} X_{OH} + k_{zf} X_{O_2} \right] - \frac{\rho}{M_w (N_{eq} - N_1)} \left[ k_{1r} X_{H_2} + k_{2r} X_{H_2O} \right]$$

(29)

where $M_w$ is the molecular weight of the mixture, gms., and $\rho$ is the density, gms/cc. The recombination rate as defined above is negative for recombination and positive for dissociation. The rate of change of the hydrogen atom concentration in equation (19) is twice the rate $k_{lf}$, and since $k_{1r}$ as used in equation (29) refers to a change in hydrogen atom concentration, the rate is divided by two as shown in equation (29).

Equation (29) is the form used for the rate equation (4) in the numerical analysis.

2.5 The Detonation Model

The detonation model used in this calculation is similar to the familiar Z.N.D. model, with the exception that no C.J. plane is specified for the completion of the chemical reaction. The model is illustrated for the case of a plane, steady detonation in Figure 2. The temperature and pressure of the hydrogen-oxygen mixture is discontinuously increased as it passes through the shock whose thickness is of the order of a few mean free paths. At the end of the induction zone the hydrogen-oxygen mixture is assumed to be in a state of partial equilibrium with no recombination. However the temperature at the end of the induction period calculated on
the assumption that the gas has suddenly reached the partial equilibrium state is somewhat different from the temperature calculated on the assumption that the gas composition is frozen. In order to overcome this discrepancy in the value of the temperature at the end of the induction zone a correction was added to the calculated temperature along a particle path in the region $0.8 < \tau < 1$. This is elucidated further on in the method of calculation.

As the gas recombines at the completion of the induction period, the temperature rises rapidly, due to the heat releasing recombination reactions, until it attains a fairly constant value as the mixture nears its final equilibrium composition. The value of $\nu$, the recombination parameter falls from unity at the end of the induction zone to the equilibrium value $\nu_{eq}$.

In the present calculation, the detonation is neither plane nor steady, but the intrinsic nature of the model is still valid. The lead shock front is given by the curve OS in an $r-t$ co-ordinate system as shown in Figure 3. II is the line representing the reaction front and is the locus of points where $\Sigma \Delta \phi = 1$ along all the particle paths passing through the shock.

OP is the initial particle path passing through the point O where the calculation was initiated. This point does not lie at the origin of co-ordinates. The velocity along the initial particle path OP is specified by assuming that the lead shock OS is an unreactive blast wave and using the equations of blast wave theory. The exact method of calculation is explained later on in this section.
2.6 The Method of Calculation

In this section is described the salient features of the numerical calculation.

The working fluid is an argon-diluted hydrogen-oxygen mixture. A total of seven species namely H₂, O₂, H₂O, OH, H, O and Ar enter into the calculations. The thermodynamic properties of the constituent gases are calculated from a five parameter curve fit to the JANAF thermodynamic tables.

The input quantities to the computer program are

1. The shock mach number at the starting point 0 (Figure 3)
2. The initial radius r₁ at which the calculation is started and the final radius r₂ at which it is stopped
3. The initial unreacted mixture composition in mole fractions
4. The initial ambient temperature and pressure
5. The thermodynamic coefficients for all the reacting species
6. A set of stream function parameters characteristic of the particle paths along which the flow properties are to be studied, and which must therefore be printed out by the machine. The stream function is defined as the radius at which the particle first entered the shock
7. A parameter R₀, which controls the rate of decay of the lead shock. This is calculated from blast wave theory and is explained further on in this section.

Depending on the particular problem that is being studied, we may hold various input quantities constant and then change one parameter to study a specific phenomenon of interest. For example, to study the effect of the initial pressure on the flow field and shock decay, we may simply change the
input ambient pressure through a series of values, or the effect of mixture composition and stoichiometric ratio is easily studied by varying the initial mixture composition. The influence of the rate of decay of the lead shock on the resultant flow field and kinetics can be studied by changing the parameter $R_o$ controlling the rate of decay of the shock wave. Thus by varying the appropriate parameters in the calculation, we may study how they control the dynamics of motion of the shock and the gasdynamic properties of the flow behind it.

In our investigation of the flow field behind cylindrical expanding detonation waves, we shall make two sets of calculations. In the first set we shall study the effect of initial pressure and rate of shock decay for a fixed initial composition in the particular case of the marginal detonation wave experimentally investigated by Crooker\textsuperscript{24}. The second set of calculations will concern itself with the study of the effect of stoichiometric ratio and lead shock decay in cases representing more closely the situation of an ordinary steady detonation wave. The details of the calculation will now be illustrated using as an example the parameters pertinent to the first set of calculations as outlined above. The method of calculation for the second case is essentially similar except for the preliminary evaluation of the input parameters.

The problem is defined thus:---

Given an experimentally measured mach number versus radius curve, such as that observed by Crooker (Figure 4), in the case of a marginal detonation propagating in a stoichiometric hydrogen-oxygen mixture diluted with 50 percent by volume of argon at an ambient pressure of 58 mm of mercury and an ambient temperature of $300^\circ$K., we seek the gasdynamic description of the unsteady reacting flow behind this cylindrical detonation wave.
The system of quasi-linear partial differential equations (1) to (7) governing the flow may be solved by the method of characteristics iteratively to furnish a unique solution\textsuperscript{55}. The independent variables for non-steady cylindrical flow are the radial co-ordinate \( r \) and the time \( t \). The minimum number of dependent variables that determine the flow field is the same as the minimum number of differential equations\textsuperscript{56}. Accordingly we have combined various governing equations and have employed three equations, namely the continuity equation, the momentum equation and the specifying equation to obtain three compatibility equations along three characteristic directions. The dependent variables we have chosen to work with are the pressure \( p \), the velocity \( u \) and the recombination parameter \( v \). The species composition \( X_j \) are determined from the partial equilibrium hypothesis once \( v \) and the temperature \( T \) are known. Also

\[ T = f (p, u, v) \]  

(30)

The data curves used in the method of characteristics solution are the particle path OP through the initial starting point \( O \) (Figure 3), and the shock trajectory OS. Values of \( v \) are specified along the particle path OP, in an implicit way through the compatibility equation (29). We also choose to specify the particle velocity \( u \) on the curve OP. Since the curve POS is crossed twice by both the left running and right running characteristics with compatibility equations (11) and (12), and we have already specified the value of \( u \) on OP, it is possible to prescribe the value of \( p \) alone on the data curve OS. This is done indirectly by solving the relevant compatibility equation (11) and the Rankine-Hugoniot equations obtaining across the shock discontinuity OS.
By specifying the velocity $u$ and recombination parameter $v$ on the initial particle path, we have in effect prescribed a piston velocity causing the shock motion, together with the law of chemical reaction along this piston path. All quantities are normalized in the numerical computations. Seventeen variables are stored for each point in the calculation. These are the space co-ordinates $r$, $t$, the velocity $u$, the sound velocity $a$, the recombination parameter $v$, the temperature $T$, the pressure $p$, the enthalpy $h$, the fractional induction time, the stream function and the seven chemical species in mole fractions.

The initial point $O$ (Figure 3) does not lie at the origin of co-ordinates, and hence it is necessary to first find the co-ordinates of this point. Using the equations of blast wave theory\textsuperscript{57} it is possible to obtain the co-ordinates of this point. According to blast wave theory, the shock trajectory in a shock mach number versus radius plot is given by the equation

\[
\frac{1}{M^2} \left( \frac{R_0}{R} \right)^2 = J_0 \left( 1 + \frac{\lambda_1}{M^2} + \cdots \right) \text{ for a cylindrical shock} \tag{31}
\]

where $M$ is the shock mach number at radius $R_s$, $R_0 = \left( \frac{E}{p_0} \right)^{1/2}$ where $E$ is the energy per unit length supplied at the center of explosion, $p_0$ = initial pressure, and $J_0$, $\lambda_1$ are constants dependent on the specific heat ratio of the gas.

The shock radius $R_s$ is measured from the center of the explosion.

If we have a shock mach number versus radius curve in an arbitrary co-ordinate system as in Figure 4, the corresponding radius of the cylindrical shock modeled as a blast wave is obtained as follows:

Let $M_1$ be the shock mach number at radius $x_1$ in the arbitrary co-ordinate system and let $M_2$ be the mach number at radius $x_2$. Let $r_1$ and $r_2$ be the corresponding shock radii for the blast wave model with the origin of
co-ordinates at the center of explosion. If \( b \) is the distance between the origin of co-ordinate in the two systems (Figure 5) then

\[
\begin{align*}
  r_1 &= x_1 + b \\
  r_2 &= x_2 + b
\end{align*}
\]

and from equation (31)

\[
\begin{align*}
  \left( \frac{1}{M_1^2} \right)^2 \frac{R_0^2}{x_1 + b} &= J_0 \left( 1 + \frac{\lambda_1}{M_1^2} \right) \\
  \left( \frac{1}{M_2^2} \right)^2 \frac{R_0^2}{x_2 + b} &= J_0 \left( 1 + \frac{\lambda_1}{M_2^2} \right)
\end{align*}
\]

from which we can solve for the unknown quantities \( R_0 \) and \( b \). The quantity \( b \) enables us to transform the co-ordinates from the arbitrary system in which the experimental curve is plotted to one consistent with the blast wave model. The parameter \( R_0 \) fixes the scale of the explosion and controls the rate of decay of the shock wave. If \( r_1 \) is the radius of the shock at the starting point 0, then the corresponding time \( t_1 \) is calculated from the equation

\[
\frac{a_0 t_1}{R_0} = \sqrt{J_0} k
\]

where \( a_0 \) = velocity of sound at ambient temperature and \( k = \frac{1}{J_0 \lambda} \left[ \sqrt{1-J_0 \lambda \left( \frac{r_1}{R_0} \right)} - 1 \right] \)

This gives us the co-ordinates \((r_1, t_1)\) of the initial point 0. The values used for \( J_0 \) and \( \lambda \) are 0.878 and -1.989 respectively correspond to a value of specific heat ratio \( \gamma = 1.4 \). This gave good agreement between the calculated
shock trajectory and the experimental curve as shown in Figure 4. Also the value of gamma changes along the shock front and has a mean value of about 1.4.

The velocity along the piston path which is used as an input quantity is also obtained from the mechanics of blast wave motion. Based on the similarity solution of Sakurai$^{57}$, it is possible to calculate the velocity, pressure and density along a particle path such as OP. Thus the particle velocity $u$ is given by

$$u = U \left[ f_0 + \frac{1 - M}{M} f_1 + \cdots \right]$$  \hspace{1cm} (33)$$

where $u$ is the particle velocity at the point $(r,t)$ and $U$ is the shock velocity at time $t$. $f_0$ is defined by the equation

$$2 \ln f_0 = \frac{a(a+3)(\gamma-1)}{(a+1)(\gamma-a-1)} \ln z + \frac{(a+1)(\gamma-1)}{2\gamma(a-1)} \ln (\gamma f_0 - z)$$

$$- \frac{(a^2 + 2a + 5)\gamma^2 + (-3a^2 + 2a + 1)\gamma + 4(a^2 - 1)}{(2\gamma + a - 1)((a + 1)\gamma - (a - 1))} x$$

$$\ln \left| \frac{x - (a + 1)\gamma - (a - 1)}{(a + 3)} f_0 \right| + \ln C$$  \hspace{1cm} (34)$$

where $a = 0, 1$ or 2 according as the wave is plane, cylindrical or spherical, and $z = \frac{r}{R_s}$, $R_s$ = radius of the shock at time $t$, and

$$\ln C = 2 \ln \frac{2}{\gamma+1} - \frac{(a+3)(\gamma-1)}{2\gamma(a-1)} \ln \left( \frac{\gamma-1}{\gamma+1} \right)$$

$$+ \frac{(a^2 + 2a + 5)\gamma^2 + (-3a^2 + 2a + 1)\gamma + 4(a^2 - 1)}{(2\gamma + a - 1)((a + 1)\gamma - (a - 1))} \ln \left| \frac{3a+1 - (a-1)\gamma}{(a+3)(\gamma-1)} \right|$$  \hspace{1cm} (35)$$
In the solution given by Sakarai, \( f_1 \) is in the form of a series. Only the first term of the series has been used in the present computation. Hence

\[
\phi_1 = (z-f_0)\phi_1
\]  

(36)

where approximate values of \( \phi_1 \) are chosen as follows:

\[
\begin{align*}
\phi_1 &= 5.5 \text{ if } z \leq 0.9 \\
\phi_1 &= 6.5 \text{ if } z > 0.9 
\end{align*}
\]

Since the numerical solution of the reactive nonsteady flow field is exceedingly complex and time consuming, even if the initial piston velocity is furnished as a simple mathematical function, it was felt that these approximations in the second coefficient of the series solution for the particle velocity was justified.

Given the co-ordinates \((r, t)\) of a point on the particle path OP, the velocity at the point is calculated as follows. The shock mach number \( M \) corresponding to time \( t \) and the shock radius \( R \) were obtained from the simultaneous solution of equations (31) and (32). This enables us to find the shock velocity \( U \) and also the quantity \( z = \frac{r}{R} \). Equation (54) above is then solved iteratively for \( f_0 \), and \( f_1 \) is found from equation (36). Finally the particle velocity \( u \) is obtained from equation (33). The points on the particle path are located successively as the net points are calculated in the method of characteristic analysis.

The calculations are begun by first calculating the gasdynamic properties at the point \( O \) immediately downstream of the incident shock, using the Rankine-Hugoniot equations for steady, one-dimensional constant area flow:
\[ \rho_1 u_1 = \rho_2 u_2 \text{ where } u_1 = M_1 a_1 \tag{37} \]

\[ p_1 + \rho_1 u_1^2 = p_2 + \rho_2 u_2^2 \tag{38} \]

\[ h_1 + \frac{1}{2} u_1^2 = h_2 + \frac{1}{2} u_2^2 \tag{39} \]

along with the equations of state

\[ p = \rho RT \tag{40} \]

The subscript 1 refers to the conditions ahead of the shock and subscript 2 refers to the shocked conditions. The gas composition does not change as it passes through the shock. Gas properties such as enthalpy and specific heat ratio used in the velocity of sound calculations are computed for the particular mixture composition employed. The Rankine-Hugoniot equations are solved by assuming a range of density ratios across the shock \( n = \frac{\rho_2}{\rho_1} \). For a given assumed density ratio, \( u_2 \) is calculated from (37) and \( p_2 \) from (38). The density \( \rho_1 \) is known and hence \( \rho_2 \) can be calculated from the current value of \( n \). The temperature \( T_2 \) is calculated from equation (40) using the computed values of \( p_2 \) and \( \rho_2 \). Next \( h_2 \) is found for the particular value of \( T_2 \). The initial temperature is constant, so that for a particular point \( (h_1 + \frac{1}{2} u_1^2) \) is constant. The velocity \( u_1 \) changes from point to point along the shock trajectory. A check on the assumed value of \( n \) is made on the basis of equation (39). If the values of the two sides of equation (39), do not agree within specified limits, the iteration is continued until they do so. The computed values of \( u_2, p_2, \rho_2, T_2 \) and \( h_2 \) are the required downstream shock values.
The method of calculation of various types of net points encountered in the analysis is now illustrated.

2.6.1 Calculation of a Shock Point such as \( H \) in the Net GfK

All seventeen quantities that are carried in the program are known at the points 1, 1' and 2 in Figure 6 from previous calculations. The points 1 and 3 lie on the decaying shock. Values at the point 3, upstream of the shock are the known ambient conditions specified at the outset. We require the properties at the point 3' downstream of the incident shock and also the shock strength at point 3 and the location of point 3. The line 2-3' is the \((u+a)\) characteristic through 2 and the line 1'-2 is the \((u-a)\) characteristic through 1'. In the numerical calculations the values used for these slopes were the averages at the points 2 and 3' for \((u+a)\) and of the points 1' and 2 for \((u-a)\).

The slope of the shock line 1-3 is known once the velocity of the shock is known. Using the co-ordinates of the points 1 and 2 and the slopes of the lines 1-3 and 2-3 we now solve for the co-ordinates of the point 3. The compatibility equation across the characteristic 2-3' is

\[
\frac{\delta^+ p}{\delta t} + a_f \frac{\delta^+ u}{\delta t} = - \frac{2}{r} \frac{p u}{r}
\]

i.e.,

\[
\frac{p_3' - p_2}{t_3' - t_2} + \frac{(a_f \phi)_{23}}{23} \cdot \frac{u_3' - u_2}{t_3' - t_2} = - \left( \frac{a_f^2 p u}{r} \right)_{23} . \tag{41}
\]

where

\[
(a_f \phi)_{23'} = \frac{(a_f \phi)_{2} + (a_f \phi)_{3}}{2} \frac{u_2}{3'} \quad \text{etc} \tag{42}
\]
Also the Rankine-Hugoniot equations apply across the shock transition 33’, namely

\[ P_3 u_3 = P_3' u_3' \]
\[ p_3 + \rho_3 u_3^2 = p_3' + \rho_3' u_3'^2 \]
\[ h_3 + \frac{1}{2} u_3^2 = h_3' + \frac{1}{2} u_3'^2 \] (43)

The simultaneous solution of equations (41) and (43) was obtained by a double loop iteration technique by first assuming a value of the shock mach number at the point 3 and solving the Rankine-Hugoniot equations for \( T_3' \), \( p_3' \), \( \rho_3' \), \( u_3' \), \( h_3' \). Next a check was made to see if these values satisfied the compatibility equation (41). If not the iteration was continued with new values for the shock mach number until the compatibility equation was satisfied within the limits of accuracy specified.

The net size was found to be a very critical factor in the overall accuracy of the program. If the gasdynamic properties of the flow varied slowly and by small amounts, it was found that a larger net size could be employed. However if any of the gasdynamic parameters varied rapidly, it was necessary to have as small a net size as possible consistent with the overall accuracy and machine time employed. A check was therefore made to see if the length 13 was within certain limits. If this was not the case, point 2 was brought closer to point 1 and the entire calculation for point 3 was repeated until the length 13 was such that the best accuracy was obtained.
Calculation of Net Points such as $N$ in the Reactive Region and $k$ in the Non-reactive Region

The solution of the compatibility equations for net points located in the reactive and non-reactive regions are essentially similar. Calculation of a reactive net point is more complicated and time consuming than the corresponding calculation for a non-reactive point because the composition of the gas is continuously changing in the reactive region. The reactive point calculation will therefore be outlined first, followed by the simpler details for the non-reactive point.

Let 1235 in Figure 7 be a typical net in the region of chemical reaction. Since all points on the previous $(u-a)$ line are known, the pertinent values at the points 3 and 5 are therefore stored in the computer memory. Point 1 has just been calculated from the evaluation of the previous net point. The thermodynamic and gasdynamic variables at points 1 and 3 are now used to calculate the required values at point 2.

The compatibility equation along the $(u+a)$ characteristic 3-2 written in finite difference form is

$$\frac{P_2-P_3}{t_2-t_3} + (a_{f\rho})_3 \frac{u_2-u_3}{t_2-t_3} = -a^2_{f32} \left( W_c \cdot \frac{\rho u}{r} \right)_{32}$$

(44)

Along the $(u-a)$ characteristic 1-2 we have

$$\frac{P_2-P_1}{t_2-t_1} - (a_{f\rho})_1 \frac{u_2-u_1}{t_2-t_1} = -a^2_{f12} \left( W_c \cdot \frac{\rho u}{r} \right)_{12}$$

(45)

and along the particle path 4-2, the compatibility equation (29) applies,
i.e.,

\[ \frac{dv}{dt} = f(p, T, v) \quad \text{or} \quad \frac{v_2 - v_1}{t_2 - t_1} = f(p, T, v) \]  \hspace{1cm} (46)

The points 1 and 3 have been completely determined. The point 2 is located from known values at points 1 and 3 by purely geometric considerations. The evaluation of the requisite quantities at point 2 involves four sets of iterations and is performed in elemental steps in eight subroutines, some of which are common to other steps in the overall calculations. Two iterations are required to satisfy the three compatibility equations above, and the calculation of the temperature \( T \) and the species composition at 2 require one iteration each, making four iterations in all.

Values for \( u_2, a_2, v_2, p_2 \) and \( T_2 \) are first assumed as the average of the corresponding values at points 1 and 3; of these the values of \( u_2, p_2 \) and \( v_2 \) are taken to be reference values to be compared with calculated values at the end of the iteration. Using the assumed values of \( v_2, T_2 \) and \( p_2 \), the species composition in mole fractions of the reacting mixture is calculated by invoking the partial equilibrium subroutine, and the term

\[ W_c = \sum_{i=1}^{S} \left[ \left( -\frac{\partial p}{\partial x_i} \right)_{p,T,X_j} + \frac{\partial}{\partial T} \left( \frac{\partial h}{\partial x_i} \right)_{p,T,X_j} \right] \frac{dx_i}{dt} \]

is first obtained. \( W_c \) may be written in terms of the recombination parameter \( v \), in a form more convenient for numerical evaluation as follows:

\[ W_c = \left[ -\left( \frac{\partial p}{\partial v} \right)_{p,T} + \frac{\partial}{\partial T} \left( \frac{\partial h}{\partial v} \right)_{p,T} \right] \frac{dv}{dt} \]  \hspace{1cm} (47)

The term \( \left( \frac{\partial h}{\partial v} \right)_{p,T} \) is evaluated locally at each of the points 1, 2 and 3 by
allowing a small variation of \( v \) from its current value at these points, calculating the new compositions corresponding to these new values of \( v \) and finding \( \frac{\partial h}{\partial v} \). The quantity \( \frac{\partial \rho}{\partial v} \) is more easily calculated from the expression

\[
\frac{\partial \rho}{\partial v} = \rho N \frac{\partial \left( \frac{\partial h}{\partial v} \right)}{\partial v}
\]

\[ (48) \]

\( \frac{dv}{dt} \) is calculated at each point from equation (29).

At this point all the terms involved in the compatibility equations (44) and (45) are known except \( p_2 \) and \( u_2 \). We therefore solve equations (44) and (45) to find new values of \( p_2 \) and \( u_2 \). The point 4 on the particle path through 2 is now located and values of \( p_4 \), \( T_4 \), \( v_4 \) and \( \tau_{14} \) are found. The third compatibility equation (46) along the particle path is solved to find a new value for \( v_2 \), after which the temperature \( T_2 \) is calculated by iteration on the basis of the energy equation (3b). A check is now made to see if the new values of \( p_2 \), \( u_2 \) and \( v_2 \) agree simultaneously within specified limits with the chosen reference values so labeled at the outset of the calculation. If this condition is not satisfied, the newly obtained values of \( p_2 \), \( u_2 \) and \( v_2 \) are now labeled as reference values and the iteration is repeated, until the values of \( p_2 \), \( u_2 \) and \( v_2 \) at the end of an iteration agree within the specified limits with the corresponding values at the beginning of the iteration. The increment in induction time for the segment 4-2 is now found and added on to \( \tau_{14} \) to find the induction time \( \tau_{12} \) at point 2.

A calculation is now made to see by how much the values of \( p_2 \), \( u_2 \) and \( v_2 \) have changed with reference to the values at point 1. If the variation in any one of the quantities \( p_2 \), \( u_2 \) or \( v_2 \) is more than five percent of the values at point 1, then a new point is added midway between points 5 and 3.
the whole numbering sequence along the (u-a) characteristic 5-3 is changed,
and the point 2 is recalculated. This control on the mesh size is necessary
to secure good overall accuracy in the results. If, however the variation
in the calculated values of $p_2$, $u_2$ and $v_2$ is less than one percent of the
values at point 1, the point 2 is recalculated using the next highest point
above 3 on the previous (u-a) characteristic. As the total time for a single
problem took anywhere from thirty to ninety minutes on the IBM 360/70
computer, it was expedient to maintain the net size at its optimum value,
so that it was neither too small to consume excess computer time nor too
large to cause spurious results.

The calculation of a net point in the non-reactive region within the
induction zone is simpler because the composition of the gas remains unchanged.
The term $W_c$ in the compatibility equations need not be calculated. The third
compatibility equation for $v$ is therefore not used. The compatibility equations
for this case are

$$\frac{\partial p}{\partial t} + a_f \rho \frac{\partial u}{\partial t} = - \frac{\rho u}{r} \text{ along } \frac{dr}{dt} = u + a$$  \hspace{1cm} (49)

$$\frac{\partial p}{\partial t} - a_f \rho \frac{\partial u}{\partial t} = - \frac{\rho u}{r} \text{ along } \frac{dr}{dt} = u - a$$  \hspace{1cm} (50)

and

$$\rho \frac{Dh}{dt} - Dp = 0 \quad \text{along } \frac{dr}{dt} = u$$  \hspace{1cm} (51)

The method of calculation of a net point in this region is essentially
similar to the case with chemical reaction.
Since the temperature at the end of the induction zone based on a frozen gas composition is not equal to the temperature calculated according to the partial equilibrium hypothesis, a temperature correction is applied along the particle path within the induction zone in the region $0.8 < \tau_1 < 1$. This is done in the computer program by checking to see if $\tau_2$ lies in this region between 0.8 and 1. If so, the temperature at point 2 is calculated again on the assumption that the partial equilibrium hypothesis obtains at point 2. Let $T_{2p}$ be this new value. Then the current value of $T_2$ assigned to point 2 is given by

$$T_{2e} = T_2 + (T_{2p} - T_2)(\tau_2 - \tau_4) \times \frac{0.8}{0.2}$$

2.6.3 Calculation of the $\tau_1=1$ Point on the Reaction Front

The calculation of a point on the reaction front presents certain problems because it lies on the boundary separating the reactive and non-reactive regions of the flow. The net size should be as small as possible in such a calculation, in order to get good results. Let 5-3' and 1-2' be two (u-a) characteristics and let 5-1, 3-2 and 3'-2' be (u+a) characteristics (Figure 8). Points 5, 3, 3' and 2' all lie in the reactive region while point 1 lies in the non-reactive region. Points 5 and 2 lie on the reaction front line where $\tau_1 = 1$. In the process of calculation of points along a (u-a) characteristic, the situation usually arises that as the reaction front is approached, a net such as 12'3'5 is encountered. Such a net calculation is first made on the assumption that the points 3' and 2' lie in the non-reactive region, in order to ascertain that the point 2' does indeed lie in the reactive region. A calculation involving the points 12'3'5 is not really valid, because the reaction boundary is crossed by this net.
Therefore it is desirable to locate the point 2 on the reaction front. This is done by an iterative procedure using various points along the segment 5-1, i.e., the \((u+a)\) characteristic through the last point 5 on the reaction line. Particle paths are drawn through a series of points on 5-1 to intersect the \((u-a)\) characteristic through 1, such as the line 4-2, and the induction time at 2, \(i_2\), is calculated from the value \(i_4\) at point 4, until the following inequality is satisfied

\[
|i_2 - 1.00| < 0.005
\]

Using this location of point 2, point 3 on the previous \((u-a)\) line is found from purely geometric considerations. All the properties at point 3 are known since all the points on line 5-3' have been previously calculated. Point 2 is now evaluated by considering that the characteristic 1-2 lies in the non-reactive region, while the characteristic 3-2 lies in the reactive region. The compatibility equations used are

\[
\frac{\delta \rho}{\delta t} + a_\rho \frac{\delta u}{\delta t} = - a_f^2 (\frac{\rho u}{r} + \frac{\rho u}{r}) \text{ along 3-2}
\]

\[
\frac{\delta \rho}{\delta t} - a_\rho \frac{\delta u}{\delta t} = - a_f^2 \frac{\rho u}{r} \text{ along 1-2}
\]

and

\[
\rho \frac{Dh}{Dt} - \frac{Dp}{Dt} = 0 \text{ along 4-2}
\]
264 Calculation of a Boundary Point such as D in Figure 3

Let points 1 and 2 in Figure 9 be points on the initial particle path OP. The properties at point 1 are known and the properties at point 3 have just been calculated. Line 1-3 is the \((u+a)\) characteristic through 1 and line 3-2 is the \((u-a)\) characteristic through 3. Using the co-ordinates of points 1 and 3 and the slopes of lines 1-2 and 3-2, the location of point 2 is established. The compatibility equations to be satisfied are

\[
\frac{d\rho}{dt} + \frac{\rho dU}{dt} = 0
\]

along the particle path 1-2 and

\[
\frac{\partial p}{\partial t} - a_f \rho \frac{\partial u}{\partial t} = - a_f^2 \left(\frac{\rho U}{r} + W_c\right) \quad \text{along 3-2}
\]

It is necessary to furnish the particle velocity at point 2. The velocity \(u_2\) is therefore calculated from blast wave theory as outlined previously. Equation (55) is now applied along 1-2 to find \(u_2\) and \(W_c\) for the segment 1-2 is calculated. The compatibility equation (57) along 3-2 is solved iteratively for \(p_2\) and the temperature \(T_2\) is found from Equation (56). If the point 2 lies in the non-reactive region, the procedure is essentially similar, with the exception of the evaluation of the quantities \(v\) and \(W_c\).

A specific problem is begun at a radius \(r_1\) with a given value for the input mach number at this point and a value for the parameter \(R_o\) controlling the rate of shock decay. The calculation is terminated when the shock radius has reached a particular specified value.
The evaluation of the entire flow field in (r,t) co-ordinates is accomplished by calculating the points on successive (u-a) characteristics, each beginning with a shock point and ending with a point on the initial piston path OP. Owing to the long machine times involved in the calculation a problem was usually computed in sections by terminating a part of the calculation at a (u-a) characteristic after the elapse of a certain time, and using the points on this line to start the next part of the calculations. This procedure is continued until the lead shock attains the limit radius for the problem.

Two sets of calculations were made. The first group enables us to study the effect of initial pressure and the rate of lead shock decay on the gas-dynamic parameters of the flow field, using as the basis of comparison, the flow behind the lead shock of an experimentally measured marginal detonation. The shock mach number in this case varies from 1.8 C.J. at the beginning to about 0.6 C.J. at the end of the detonation cell. But in the case of ordinary steady detonations, the lead shock mach number varies only from about 1.2 C.J. to 0.8 C.J. from the beginning to the end of the cell. The scale of the corresponding blast wave model and the variation of the flow parameters is therefore noticeably different from those of marginal detonations.

In order to study the flow field behind a lead shock whose characteristics are similar to the lead shock of a steady detonation wave, a second set of calculations were made. However in this case the shock mach number versus radius curve is not available and so we must secure the input parameters to the computer program by using additional theory and a different method of approach, employing the experimentally measured cell spacing from smoke track records. A rich mixture with a stoichiometric ratio of 2.12 and a lean mixture with a stoichiometric ratio of 0.36, both diluted with 60 percent of argon, were chosen. Smoke track records with these mixtures at an ambient
pressure of 150 mm of mercury had been taken previously. We must now elicit from these smoke records the input parameters to the computer program, to begin our calculations.

It can be shown by applying the Rankine-Hugoniot equations across the three shock transitions of a typical mach stem configuration (Figure 10a), that the mach numbers of the three shocks involved satisfy the relation

$$\frac{M_M}{M_I} = M_R$$  \hspace{1cm} (58)

to within an accuracy of seven percent. With a knowledge of the initial pressure and mixture composition, the mach number of the transverse wave \( M_R \) can be calculated using a computer program developed by Strehlow and Biller. Now from the dynamics of Mach stem interactions, from which the detonation derives its steady nature, it is seen that the lead shock is a mach stem shock at the beginning of the cell and an incident shock at the end of the cell (Figure 10b). However the conditions at the very beginning of the cell are identical with the conditions at the extreme end of the cell i.e., at the points P and O in Figure 10b. Thus the equation (58) holds for the lead shock at these two positions in the cell. Since the lead shock can be modeled as a blast wave with a fixed center of explosion we can write

$$\frac{1}{M_M^2} \left( \frac{R_0}{R_1} \right)^2 = J_0 \left[ 1 + \frac{\lambda_1}{M_M^2} \right]$$ \hspace{1cm} (59)

$$\frac{1}{M_I^2} \left( \frac{R_0}{R_2} \right)^2 = J_0 \left[ 1 + \frac{\lambda_1}{M_I^2} \right] \text{ where } r_2 = r_1 + \delta$$ \hspace{1cm} (60)

$$\frac{M_M}{M_I} = M_R$$ \hspace{1cm} (58)
Further we assume that very close to the center of the cell, the mach number of the lead shock is equal to the C.J. mach number of the detonations. Therefore

\[
\frac{1}{M_{CJ}^2} \frac{R^2_0}{(r_1 - \frac{I}{2})^2} = J_o \left[ 1 + \frac{\lambda_1}{M_{CJ}^2} \right]
\] (61)

\(M_{CJ}\) is known from the given ambient conditions and initial mixture composition, and \(M_R\) is calculated from the computer program developed by (59). The cell length \(I\) is measured from available smoke track records. To begin the calculations for a given set of ambient conditions and mixture composition we need to know the initial radius \(r_1\) and the shock mach number there, i.e., \(M_1\); also the final radius \(r_2\) and the final shock mach number \(M_1'\) and the decay parameter \(R_0\). We can therefore solve for these unknown quantities \(r_1, r_2, M_1, M_1'\) and \(R_0\) from the algebraic equations (58) to (61). Using the calculated values of \(M_1'\) and \(r_1\) at the starting point, the required input parameters are supplied to the program and the computations are begun in a manner similar to the case of the marginal detonation discussed above.
3 RESULTS AND DISCUSSION

3.1 Effect of Chemical Reaction on the Flow Field

The first problem investigated was the flow field corresponding to the shock trajectory of the marginal detonation observed by Crooker (Figure 4). The curve representing the mean of the experimental values was modeled as an unreactive blast wave to obtain a value of 37.154 for the decay parameter $R_0$ representing the scale of the explosion. The calculations were initiated at a mach number of 9 and an initial radius of 4.4755 cms, and were terminated at a radius of 15.6 cm. The initial gas mixture consisted of stoichiometric hydrogen and oxygen diluted with fifty percent by volume argon. The initial temperature and pressure corresponded to the experimental conditions of 58 torr and 300°K respectively.

Although the measured shock mach number is higher to begin with, an initial mach number of 9 was chosen for computational purposes, because the resulting shocked gas temperature was near the upper limit of the thermodynamic data available in reference 54. The temperature usually dropped quickly in this hot region behind the strong initial shock, so that the major part of the flow lay away from this high temperature limit. Because of the rapid expansion of the flow field near the center of explosion, the gasdynamic parameters of the flow varied rapidly in this region, and the net size had to be kept as small as possible to obtain reliable results. Further on where the lead shock was weaker and its rate of decay less marked, a larger net size could be employed. This control of net size was established by a checking procedure in the calculation of a shock point as described in the previous section. The correct net size was one which did not change the flow parameters when varied by small amounts around this optimum value.
To study the effect of initial pressure on the resulting flow field, calculations were made with the value of $R_o$ fixed at 37.154 cms but with initial pressures of one-fifth the experimental value, i.e., 11.6 torr, and five times the experimental value namely 280 torr. This gives a set of three calculations with the shock decay parameter fixed at 37.154 cms. Calculations of the flow field were also made for the same three values of pressure viz. 11.6 mm, 58 mm and 280 mm of mercury, with the decay parameter first held at 18.577 cms and then at 74.308 cms. This gives a set of nine calculations of the flow field from which we can study the effect of the rate of shock decay and the initial pressure on the gasdynamic parameters.

To compare the flow field with chemical reaction to the non-reactive flow field produced by the same shock trajectory, the problem was calculated for the three values of $R_o$ and an initial pressure of 58 torr. Since the flow field is self similar in the non-reactive case, it is not necessary to make any additional calculations.

The variation of temperature $T$, reaction co-ordinate $\nu$, pressure $p$, enthalpy $H$ and local flow mach number $M$ along particle paths entering the attenuating shock at different radii is shown in Figures 11 to 15 respectively, for the case corresponding to the experimentally measured marginal detonation with $R_o = 37.154$ cms. The number on each curve in Figure 11 indicates the value of the non-dimensional radius or stream function at which the particle was first engulfed by the shock. The first curves in Figures 11 and 12 correspond to the initial particle path. From the first curve in Figure 11 we see that close to the center of explosions, the temperature drops sharply before it levels off. This is due to the high rate of expansion of the flow. Another contributory reason is that the temperature of the shocked gas at this mach number is high enough to cause dissociation of the gas as shown in Figure 12. The radial distance travelled by a particle within the induction zone
in this region is small because of the high temperatures involved. Further on as the shock decays and the temperature behind the shock front falls off, the radial distance traversed by the particles in the induction zone increases. The particles entering the shock at the end of its trajectory are not heated sufficiently to reach the recombination stage. Thus in an actual detonation cell, the lead shock has become weak towards the end of the cell and is unable to ignite the gas in this region. In order to secure the chemical energy latent in this gas, it is necessary that the gas be reheated by one of the transverse waves to further shorten the induction period and cause the gas to undergo recombination. Thus the rates of decay of the three shocks involved at a triple shock intersection could be intimately linked to the chemical reaction rates such that the correct shock strengths would be re-established by the collision of the oppositely travelling transverse waves. This would discontinuously increase the lead shock strength to its value at the beginning of the cell and the cycle would begin again. From Figures 11, 12 and 16 we see that towards the center of the explosion, the radial expansion of the gas is more pronounced and hence although heat is being liberated by the hydrogen-oxygen mixture in the reactive region, the cooling effect of the gas expansion dominates causing the temperature of the gas to remain fairly constant. As the shock decays, the heat release at the end of the induction period dominates over the cooling effects of the flow expansion and the temperature of the gas rises in the recombination region. Particles that entered the shock close to the center of the explosion have essentially reached equilibrium by the time the shock has traversed one cell length, while changes in temperature and composition continue to occur in the gas that has been engulfed by the shock towards the end of the cell.

The chemical composition of the gas as described by the recombination parameter $v$ is shown in Figure 12, for the different particle paths. The
curves all begin on the $v$ equals one line as it is at this value of the reaction co-ordinate that the recombination process begins. The length of the horizontal portion of each curve indicates the radial distance travelled by a particle within the induction zone. It is seen that particles entering the shock where it is weaker undergo longer induction periods than particles which were swallowed by the shock where it was still strong. For this particular case where the initial mach number is nine the temperature behind the shock is initially high enough to cause dissociation of the hydrogen-oxygen mixture. The rate of dissociation is almost an order of magnitude higher than the rate of recombination as shown in Figure 22. Thus the gas dissociates rapidly, causing a quick drop in the temperature. As the shock attenuates, the gas is not compressed to so high a temperature as to cause dissociation, and it forthwith recombines at the end of the induction zone. From Figure 12 we see that although the gas engulfed by the shock in the early stages of the expansion has the maximum amount of time available for recombination, it still does not undergo the maximum extent of recombination, as evidenced by the values of $v$ at the extreme radius represented. The lowest value of $v$ and hence the highest extent of recombination is attained by the particle which was hit by the shock at a non-dimensional radius of 0.65. This particle also has the greatest slope $\frac{dv}{dr}$ at the end of the induction zone as can be readily seen from Figure 12. An examination of the calculations reveals that the region immediately adjacent to the reaction front is one where the recombination rate is high. The recombination rate as given by equation 29 is a function of the density and the recombination parameter $v$, and is a maximum when $v$ is unity. Thus the longer a particle stays in this region of high recombination, the higher will be the extent of recombination and the greater the heat release. Particles that enter the shock close to the center of explosion have a high velocity imparted to them which carries them quickly through this region of high recombination into cooler, less
dense areas. Particles that enter the shock at some optimum position attain the lowest values of \( v \) because their gasdynamic properties are such that they spend the most time in this region of high recombination, while particles that enter the shock where it is weak do not have sufficient time to recombine fully. Besides in this region where the density behind the shock is lower, the recombination rate \( \frac{dv}{dt} \) is at its lowest value. The lowest value of \( v \) attained in this case at an initial pressure of 58 mm of mercury and \( R_0 = 37.154 \, \text{cms} \) corresponding to the marginal detonation is 0.675, i.e., 32.5 percent.

Thus we see that the extent of recombination or the amount of chemical energy released to the flow is intimately connected with the dynamics of the shock motion. In the case just discussed the mixture is stoichiometric with fifty percent argon dilution. The heat release and the specific variation of the heat release with position and time all combine to influence the gasdynamic parameters of the flow, which in turn affect the strength and rate of decay of the lead shock. Thus the attenuation of the lead shock in a detonation cell is governed by all these factors. At the end of the cell a regenerative mechanism becomes operative which discontinuously increases the shock strength to the value it had at the beginning of the cell and the process repeats. At this time this regenerative mechanism is considered to be effected by the collision of transverse waves and the sudden explosion of the gas at the end of the cell. In the case of a marginal detonation the discontinuous increase in lead shock strength at the end of the cell is a maximum and hence the strength of the regenerative mechanism is also a maximum. Since the process is a non-steady one, the rate and extent of lead shock decay is connected with the rate and extent of the re-establishing mechanism, which are together connected with the gasdynamic and rate processes occurring in the flow.
The variation of pressure along different particle paths is shown in Figure 13. The pressure decreases rapidly in the region near the center of explosion due to rapid flow expansion and the effect of heat addition is thus not apparent. However, as the rate of flow expansion decreases, a distinct change in slope occurs at the end of the induction zone. It will be noticed that the rate of decrease of pressure is less in the reactive region generally than in the non-reactive induction zone.

The pressure curve corresponding to a particle that entered the shock at a radius of 0.85 shows some interesting effects. The induction period for this particle ends at a radius of about 1.07 (Figure 12). The rise in the enthalpy curve before this radius in Figure 14 is due essentially to the temperature correction applied at the end of the induction zone in this calculation. The pressure curve exhibits an increased drop rate just in this region around a radius value of 1.05 because the flow is subsonic at this radius (Figure 15). However, beyond a radius of 1.07 the pressure decreases slowly again, being controlled mainly by flow expansion processes. The effect of heat addition due to chemical recombination on the flow mach number is shown in Figure 15. It is seen that a combination of area effects and heating effects control the variation of the mach number as evidenced by a comparison of Figures 15 and 18. Since no chemical effects are present in the non-reactive case (Figure 18), the mach number along the particle paths is controlled entirely by the flow expansion.

To compare the reactive flow field with the non-reactive frozen composition flow, a calculation was made for the same value of the parameter $R_o$ as in the case just discussed, namely 37.154 cms. The initial composition was the same, as also the initial shock mach number and initial radius at which the calculations were begun. The calculation of points in the flow field within the induction zone is identical to the calculation of similar
points in the induction zone of the reactive case. However for the non-reactive calculation, the chemical reaction is suppressed at the end of the induction zone, and the entire flow field is calculated as if the gas is of fixed frozen composition.

Figures 16, 17 and 18 illustrate the temperature, pressure and Mach number variation along particle paths, for the same input piston trajectory as the reactive problem just discussed. The figures show that the temperature, pressure and mach number decrease smoothly without any effects due to exothermic chemical reaction. Each curve starts at a lower point on the vertical scale, because of the decaying shock, as in the case with chemical reaction.

3.2 Effect of Pressure on the Flow Field.

In order to study the effect of pressure on the flow variables in the presence of chemical reaction, calculations were made keeping all other input parameters constant but changing the initial pressure first to 280 torr and then to 11.6 torr. The decay parameter $R_o$ remained at 37.154 cms and the composition was unchanged. Figures 19, 20 and 21 show the variation of temperature $T$, reaction co-ordinate $v$ and pressure $p$ along particles that entered the shock at the same points as in the case where the initial pressure was 58 torr. Comparing Figures 11 and 19 and Figures 12 and 20 it can be seen that because of the prevailing higher densities within the induction zone the radial distance travelled by particles within it is very much reduced. The temperature at the end of the induction zone increases very rapidly even close to the center of explosion where the cooling effect of flow expansion is more pronounced. The equilibrium temperature is higher in the case where the initial pressure is 280 torr. The reaction rate which is an order of magnitude higher at the higher pressure enables the recombination
to proceed further in this case. The recombination parameter $\nu$ has a lowest value of about 0.4 indicating a recombination of 60 percent. Figure 20 shows that recombination processes release sufficient heat that the temperature rises high enough for dissociation processes to compete with the recombination as exemplified by the curves corresponding to stream function values of 0.55 and 0.65.

A comparison of Figures 12 and 20 reveals that although the rate of dissociation is at least five times larger in the high pressure case (Figure 22) the actual magnitude of the dissociation is lower viz. 1.446 as against 1.4931 at an initial pressure of 58 torr. The amount of dissociation at the higher pressure is lower because Figure 22 shows that at the higher pressure the recombination rate $\frac{dv}{dt}$ changes from dissociation to recombination closer to the center of explosion at the higher initial pressure. This is offset to some extent by the fact that the flow velocity decreases faster in the high pressure case, so that the time the particle remains in the dissociative region is longer. However the velocity does not decrease sufficiently rapidly so that the extent of dissociation in each case is almost the same. This represents a dissociation of roughly sixteen percent.

Figure 20 shows that recombination at the higher pressure is accomplished extremely rapidly as illustrated by the steepness of the $\nu$ versus radius curves. The radial distance travelled by a particle in the reaction zone following induction is of the order of one to two centimeters before the particle attains a value of $\nu$ close to the equilibrium value.

At the lower pressure of 11.6 torr, the recombination rate as illustrated in Figure 22 is much lower and hence the extent of recombination along the particle trajectories is quite small. This is shown in Figure 23. Very little chemical energy is released to the flow during the time that the lead shock takes to travel through the length of the detonation cell.
The pressure versus radius curve along particle paths for the higher initial pressure of 280 torr is shown in Figure 21. The pressure decays rapidly behind the lead shock wave. The high heat release rates at this high pressure cause perceptible changes in the slopes of these curves even for particles that entered the shock close to the center of explosion. This shows that the rapid release of chemical energy at the higher pressures strongly influences the flow characteristics.

3.3 Effect of Pressure on Lead Shock Decay

The variation of shock mach number versus the shock radius for a value of $R_0$ of 37.154 cms and initial pressures of 11.6 mm, 58 mm and 280 mm of mercury is shown in Figure 24. The shock mach number for the non-reactive case at an initial pressure of 58 torr is also shown in the figure. It is seen that at this initial pressure the shock front decays faster when there is chemical reaction than in the non-reactive case. A higher initial pressure of 280 torr produces an even faster lead shock decay, and a reduction in pressure to 11.6 torr gives the slowest rate of shock decay. The shock strength is found to be sensitive to the effective "piston velocity" behind the shock that sustains it. A comparison of Figures 15 and 18 shows that the mach number of the flow decreases faster with chemical reaction. This is to be expected, since heat is added to the flow as the exothermic recombination occurs in the gas, causing a more rapid decay in the flow velocity than in the non-reactive case. At higher pressures increased rates of heat release produce an even faster decrease of flow velocity. Due to heat addition therefore, the "piston velocity" sustaining the shock is decreased and the shock attenuates faster. Thus the decay of the shock front increases with pressure in a chemically reactive gas.
3.4 **Effect of Rate of Lead Shock Decay on the Flow Field**

Since the flow field behind expanding cylindrical detonations is non-steady and the rates of a number of simultaneously occurring processes all interact to produce the final flow pattern, a study was made to see how the rate of lead shock decay influenced the characteristics of the flow. Calculations were made of the flow field keeping the pressure constant at each of the three values used in this study, but varying the parameter \( R_0 \) controlling the velocity along the piston trajectory and hence dictating the rate of shock decay. For example, at a pressure of 58 torr, the flow field was calculated at values of \( R_0 \) fixed at 37.154, 74.308 and 18.577 cms. Since the input piston velocity along the initial particle path calculated from blast wave theory is dependent on the value of \( R_0 \), this change in input velocity suitably alters the shock trajectory. Increasing the value of \( R_0 \) reduces the rate of shock decay and vice versa. The parameter \( R_0 \) is representative of the amount of energy introduced into the flow field by the power source initiating the explosion. A large value of \( R_0 \) signifies a greater amount of energy deposited in the flow field, producing a stronger shock which decays less rapidly.

Figures 25 and 26 show the variation of temperature \( T \) and reaction co-ordinate \( v \) along particle paths for the same initial conditions of 58 torr pressure and 300°K temperature. The value of \( R_0 \) is now 74.308 cms, i.e., the shock front decays half as fast as before. Comparing Figures 25 and 26 with Figures 11 and 12 we can see how the reduced rate of shock decay affects the flow. In the flow field behind expanding cylindrical detonations, the gas-dynamic expansion processes vie with the chemical rate processes. A reduced rate of shock decay reduces the rate at which the temperature, pressure and flow velocity behind the shock fall off. The quenching effects of rapid
expansion are present to a lesser degree and the chemical reaction takes place under less adverse flow conditions than if the lead shock decayed rapidly. A slower decay of the shock front also provides more time for the recombination processes. Thus Figures 11 and 25 show that once the recombination processes set in, the temperature rise along particle paths is greater, in the case with the slower rate of shock decay. The temperature at the outermost radius for the same extent of lead shock decay is higher for corresponding particle paths. The lowest value of \( v \) is 0.58 when \( R_0 \) is 74.308 cms as against 0.675 when \( R_0 \) is 37.154 cms. It is interesting to note that the lowest value of \( v \) is attained by the particle that entered the shock at a stream function value of 0.65 when \( R_0 \) is 37.154 cms and by the corresponding particle with a stream function value of 1.30 when \( R_0 = 74.308 \) cms.

If the value of \( R_0 \) is now kept constant at 74.308 cms but the initial pressure is increased to 280 torr, we have the combined effect of the low rate of gas expansion and the high rate of chemical recombination. These two effects still further increase the rate of temperature rise along particle paths in the recombination region. The recombination processes progress further to give a value of \( v \) of 0.36. Now if the rate of lead shock decay is increased by a factor of 4, by reducing \( R_0 \) to 18.577 cms. while still maintaining the initial pressure at 280 torr, the lowest value of \( v \) attained becomes 0.44. Thus we see that at an initial pressure of 280 torr, where the recombination rate is higher, the temperature rise along particle paths and the extent of recombination is controlled almost entirely by the rapid, dominant, exothermic chemical reaction. Although at the higher rate of shock decay, the particles have less time available for recombination for the same reduction in shock mach number, the difference in the maximum extent of recombination as described by the
lowest values of $v$ attained is less marked. Thus the amount of heat given to the flow is almost entirely controlled by the chemical rate processes at the higher pressures.

3.5 **Effect of Rate of Shock Decay and Pressure on the Reaction Zone Thickness**

The experimental measurement of reaction zone thickness in detonation waves is usually made by schlieren or interferometric techniques, and is taken to be the distance from the lead shock to the region of strong density gradient. From the present calculations we see that the strongest density gradient is produced in the region immediately adjacent to the end of the induction zone. This is because the recombination rate and hence the heat release rate is greatest in this region, as evidenced by the steep drop in the $v$ values. After this initial rapid decrease, the $v$ values however continue to drop at a slower rate until they reach an almost constant equilibrium value. The extent of the reaction zone strictly speaking is the distance from the shock front to the point where the particle is essentially in equilibrium. To attain complete equilibrium would indeed take a long time. However from the calculations we see that the particles attain values of $v$ close to the equilibrium value in fairly short times of the order of 40 microseconds. It is seen from the graphs that the radial distance travelled by the particles before they reach equilibrium values of $v$ decreases with the pressure, but increases as the rate of shock decay decreases. For slower rates of shock decay, the cooling effects of flow expansion are not present to such an extent as to cause freezing of the composition sooner, so that chemical effects continue to be felt thus increasing the radial distance travelled by the particle within the reaction zone.
3.6 Effect of Pressure on the Induction Zone

Figure 27 shows the radial distance travelled by particles in the induction zone plotted against the stream function or the radial co-ordinate at which they entered the shock. $R_o$ was kept constant at 37.154 cms, as also the initial Mach number at which the calculations were begun. The three curves represent the radial distance travelled by particle paths for the three reactive cases where the initial pressure is 11.6, 58 and 280 torr respectively, and for the non-reactive case for an initial pressure of 58 torr. It is seen from the figure that the radial distance travelled by a particle within the induction zone is greater in the reactive case than in the non-reactive case, all other conditions remaining the same. At smaller radii the difference is not readily apparent. Two factors contribute towards the increase of radial distance travelled by a particle within the induction zone. As illustrated by Figure 24, the shock front decays more rapidly when chemical recombination follows the induction period, reducing the effective piston velocity driving the shock. At any given radius the shock mach number with chemical reaction is consistently lower, and hence the temperature, pressure and flow velocity behind the shock are also lower. The induction time as given by equation 22 is dependent on the temperature and density, and therefore increases at the lower temperatures and pressures behind the shock with chemical reaction. Although the particles have a slightly lower flow velocity in the reactive case the distance travelled in the induction zone is still higher. This is because the induction time as calculated from equation 22 is highly pressure sensitive. This fact is borne out by the curves for the lower and higher pressure in Figure 27.

In the present calculations a temperature correction was made towards the close of the induction period. It was found that the radial distance travelled by a particle within the induction zone was very sensitive to this...
temperature correction. The reaction front could be made to move appreciably closer to the shock front by increasing the temperature correction.

3.7 Effect of Mixture Composition on the Flow Field Behind Steady Detonation Waves

So far we have studied the effect of the rate of lead shock decay and the initial pressure on the gasdynamic parameters of the flow behind the lead shock, using as our standard of comparison the lead shock corresponding to an experimentally observed marginal detonation in a stoichiometric hydrogen-oxygen mixture. To study the effects of chemical reaction on the flow field behind shock waves corresponding to normal "steadily" propagating detonations, in particular to study the effect of mixture composition on the flow field in these cases, a second set of calculations were made as outlined towards the close of the section on theoretical considerations.

Two mixture compositions were selected for which experimental smoke track data had been taken earlier. One was a fuel lean mixture with a stoichiometric ratio of 0.36, diluted with 60 percent argon, and the second was a fuel rich hydrogen-oxygen mixture with a stoichiometric ratio of 2.12, again with the same argon dilution of 60 percent by volume. The initial conditions for the test data were the same for both mixtures, namely 300°K and an initial pressure of 150 torr. Figure 28 shows the cellular experimental smoke track records for these mixtures. From the calculations we find that the lead shock decays from a mach number of 4.64 to 3.88 from the beginning to the end of the cell for the lean mixture with \( \phi = 0.36 \). The Chapman-Jouguet mach number is 4.23. This constitutes a decrease of 0.76 in the mach number or eighteen percent of the C.J. value. For the rich mixture with \( \phi = 2.12 \) the lead shock mach number decreases from 4.56 to 3.812 representing a variation of 14.7 percent of the
C.J. mach number which is 4.374. The mach number variation of the lead shock is therefore quite small in the case of steady detonations.

The values of the decay parameter $R_o$ calculated from the blast wave theory model using the experimental cell lengths from Figure 28 were 64.7 cms and 112.0 cms for the lean and rich mixtures respectively. To study the effect of the rate of lead shock decay in these off-stoichiometric mixtures, the decay parameter $R_o$ was varied in each case to cause a shock decay twice as fast and half as fast as in the actual physical situation.

Figures 29 to 32 show the variation of temperature, reaction co-ordinate $v$, enthalpy $H$ and mach number $M$ along particle paths in the lean mixture with $\phi = 0.36$ and $R_o = 64.7$ cms, and Figures 33 and 34 represent the temperature and reaction co-ordinate along particle paths for the rich mixture with $\phi = 2.12$ and $R_o = 112.0$ cms.

Figures 29 and 30 show that the lead shock variation is such that conditions are optimum for the exothermic recombination reactions to occur rapidly. After a brief induction period, the major part of the recombination occurs within a radial distance of about 2 millimeters, causing the temperature to rise sharply at the end of the induction zone. Although the mixture is lean, the gasdynamic flow conditions are favorable for rapid recombination. Figure 30 shows that there is no dissociation in the gas that entered the shock close to the center of explosion as in the case of Figure 12 for a marginal detonation. The maximum recombination occurs along the particle path that first entered the shock, demonstrating that the recombination rate is fairly uniform throughout the flow, and that the amount of time available for recombination controls the extent of recombination. It is seen from Figure 30 that recombination is almost complete, i.e., almost all the hydrogen present is used up. The temperature along gas particles soon reaches the equilibrium value as illustrated in
Figure 29. A comparison of Figures 14 and 31 shows that the enthalpy rises sharply in the region of exothermic chemical reaction for the "steady" detonation before falling off on account of the flow expansion.

Figure 33 and 34 illustrate the variation of temperature $T$ and reaction co-ordinate $v$ along particle paths for the rich mixture with $\phi = 2.12$. The reaction is almost complete in this case also as evidenced by the low values of $v$ attained by the particles in Figure 34. The flow field is very much similar to the case when the hydrogen-oxygen mixture was lean. It is interesting to note that in the case of these steady detonations, that the ratio of $R$ for the lean and rich mixtures which is 0.592 is very nearly equal to the ratio of the cell lengths which is 0.578.

The rate of shock decay influences the flow field in a manner similar to the case with the stoichiometric mixture described above.

In Figure 35 is plotted the shock mach number against the radius of the lead shock corresponding to the detonation cell of Figure 28a. This is a lean mixture with $R_0 = 64.7$. On the same graph is plotted the radial distance travelled by a particle in the induction zone against the radius at which the particle first entered the shock. A careful examination of the mach number versus radius curve shows that there is a sharp change in the slope of the curve at a radius of about 1.410. Shortly thereafter there is a marked increase in the radial distance travelled by a particle in the induction zone. Thus there appears to be two different regimes controlling the flow and influencing the shock propagation. The location of the changes in slope of these curves corresponds extremely well to the location in the cell where the triple point path defining the cell boundary changes its direction. The radial distance travelled by a particle within the induction zone remains quite small and the reaction front stays close to the shock front. During the latter half of the shock travel, the radial distance travelled
by a particle within the induction zone increases markedly, but the rate
of shock attenuation decreases. Thus the influences of the re-establishing
mechanism appear to be felt during the latter half of the shock trajectory.

In Figure 36 are plotted the total time available for reaction and the
induction time experienced by a particle, against the radial location at
which the particle enters the shock. From the figure we see that towards
the latter end of the shock trajectory, close to the end of the detonation
cell the gas particles have very little time available for recombination.
Indeed at the very end of the cell, the gases are still unreacted and must
be heated by additional transverse waves to undergo reaction.
4. CONCLUSIONS

The results presented hitherto lead to a number of observations. The interaction of the chemical kinetics and heat release phenomena with the gasdynamics of the flow appreciably alters the temperature, density and flow velocity in a space-time co-ordinate system behind the incident shock wave (Figures 11-18). This in turn influences the strength and decay rate of the lead shock at later times as shown in Figure 24. Thus the strength and attenuation of the curved lead shock of a "steady" detonation modeled as a cylindrical blast wave, is controlled by the chemical rate processes and the hydrodynamics of the flow downstream of the lead shock wave. This is illustrated in the present calculation with special reference to the marginal detonation observed by Crooker. In an actual detonation cell, a regenerative transverse wave collision mechanism at the end of the cell ensures that the lead shock strength is suddenly increased to its initial value at the beginning of the cell. In their investigation of transverse waves in detonations, it has been shown by Strehlow and co-workers that at fairly high argon dilutions, the interaction of colliding triple shock configurations can be adequately described as a regular reflection of a single mach stem structure subject to an unreactive-unreactive slip stream balance condition. Therefore, while the energetics of the collision mechanism may in some cases be studied on the unreactive gas assumption, the present study shows that the rate of lead shock decay and its strength at any particular location is controlled by the reactive flow field behind the shock. The process being unsteady, the detonation cell spacing is thus dependent on the unsteady kinetic rate processes in the shocked gas.
The results of the present study show that the overall effects of the chemical processes in the hydrogen-oxygen system are strongly dependent on the initial pressure and to a lesser degree on the mixture composition, dilution and rate of shock decay. In limit situations, it is to be expected that the chemical composition of the gas and the shock decay rate will also enter strongly into the picture. Belles has calculated the composition limits of detonation of hydrogen-oxygen mixtures using the criterion that the lead shock strength should be of such a magnitude as to cause spontaneous explosion of the shocked gas behind it. At the detonation limit the shock is unable to cause the gas behind it to explode. It would appear on the basis of what we now know of the complex detonation structure that the agreement obtained by Belles with the experimentally measured composition limits is fortuitous and is more likely influenced by the fact that the collision of transverse waves at the end of the detonation cell does indeed cause the gas to explode spontaneously, strengthening the lead shock wave in the process. However the lead shock strength and decay rate is coupled to the strength and rate of change of the individual shocks of the triple shock configuration. It is possible that this decay rate, which is also dependent on the chemical rate process, adjusts itself so that the effectiveness of the regenerative transverse wave collision process is still governed by the kinetic explosion limit criterion.

Thus in the present study for the lean mixture with $\phi = 0.36$ and the rich mixture with $\phi = 2.12$ we see that the lead shock strength varies by less than 20 percent and the decay rate is kept down to a minimum. Almost all the heat of reaction is released to the flow in the time available for the lead shock decay. Thus the detonation wave spontaneously avails itself of the optimum lead shock strength and decay rate such that the collision mechanism is effective within the detonation limits.
A similar argument could be presented for the pressure limits of detonation. The present study illustrates the strong influence of the initial pressure on the shock front decay (Figure 24), and hence on the pressure explosion limit of the transverse wave mechanism. This is confirmed by the experiments of Knystautas on spherical detonations where the expanding detonation front fails to break up into a multifront detonation as the pressure limit of explosion is approached.

The present investigation shows that the reaction time decreases with pressure, all other conditions remaining the same, as can be seen from Figures 12, 20 and 23. The reaction zone thickness is thus reduced as the pressure increases. These results are in qualitative agreement with the observations of Jost, Just and Wagner, who have made optical measurements of the reaction zone behind steady waves in hydrogen-oxygen and hydrocarbon-oxygen mixtures. Their measured thicknesses are however considerably larger than calculated reaction zone thicknesses. The present investigation goes further in that it reveals that during the time the shock travels through one cell length, different particles entering the shock at different radii have different induction and reaction times (Figure 36). An evaluation of the gross time as made by Jost et al can at best be taken as an average value.

The position of the reaction front is dependent on the shock strength and initial pressure as shown in Figure 27 for the experimentally observed marginal detonation. Lundstrom and Oppenheim have calculated the position of the reaction front for the particular case of the detonation observed by Steel. They modeled the detonation front as a decaying blast wave, which is not purely cylindrical as in the present calculation. The interaction
of the gasdynamics with the chemical kinetics is not taken into account in their calculations, i.e., no heat release effects are considered. The position of the reaction front is not obtained by numerical integration along particle paths as in the present investigation, but is computed on the basis of the gasdynamic parameters of the flow immediately downstream of the decaying shock front. Their calculations therefore do not include the influence of chemical reaction on the shock front at later times, so that the influence of the increased shock decay rate is not reflected in their results. Also the effects of flow expansion within the induction zone is not taken into account. The present calculations show that the real kinetic behavior of the hydrogen-oxygen system results in a longer induction period than if the interaction of the chemical kinetics and the hydrodynamics be neglected.

Figure 24 shows that the rate of decay of the lead shock is greater when chemical reaction is present. It is seen from Figure 4 that the cylindrical blast wave model used in this study does indeed give a fairly close agreement with the measured shock trajectory of Crooker. Figure 24 shows that by the time the shock has reached a non-dimensional radius of 0.8 the increased shock decay rate has caused the shock mach number in the reactive mixture to decrease by about 0.95 more than in the non-reactive case, for the same initial pressure of 58 torr. It was observed by Crooker that in the vicinity of this radius the mach number versus radius curve on a semi-log plot exhibited a distinct change in slope. The present calculations show that beyond this radius, the decay of the shock in the reactive gas is the same as that of the shock in the frozen composition gas. Figure 27 also shows that near this radius of 0.8 there is a marked increase in
the radial distance travelled by a particle within the induction zone. Thus it would appear that as far as the shock front is concerned, there is a decoupling of the shock front from the reaction front at this point in the shock trajectory. This decoupling of the shock and reaction fronts lowers the rate of shock decay and the shock front behaves as if it were propagating in a non-reactive medium. This same effect is also observed in Figure 35 in the case of a steady detonation in the lean mixture with $\phi = 0.36$.

A similar effect has been observed by Bach, Knystautas and Lee. In their experiments on spherical detonations in acetylene-oxygen mixtures they find that the shock and reaction fronts become decoupled when the energy deposited in the flow by the laser spark source initiating the explosion is a critical value. The shock wave which is initially over-driven as in our observations, first decays and the reaction front subsequently decouples from the shock front. It is also observed from the experimental shock trajectory of Bach et al that following this decoupling, the shock front decays at a reduced rate, followed finally by the breaking up of the spherical shock wave into a multifront detonation.

It would be worthwhile investigating whether the lead shock mach number at this point where decoupling occurs is such that it fails to cause the gas to explode spontaneously behind it. It would also be interesting to see if the shock decay rate from this point to the end of the cell is related to the strength of the transverse wave mechanism at the end of the cell, such that the collision of transverse waves just enables the gas to spontaneously explode.

The present study shows that not all the latent chemical energy is released to the flow if the gas is processed by the lead shock alone. Thus for the cylindrical detonation model used in this study, the calculations
show that for the detonation propagating in the rich mixture with $\phi = 2.12$, the lowest value of $v$ attained by a particle is 0.2, while for the lean mixture with $\phi = 0.36$, the lowest value of $v$ is 0.15. Or in other words, about eighty percent of the available chemical energy is imparted to the flow in the case of the rich mixture and eighty-five percent in the case of the lean mixture when the gas is processed by the lead shock alone. The exact amount of energy given to the flow is dependent on the $v$ values as well as the stoichiometry of the mixture. In the case of the marginal detonation studied in this work the lowest value of $v$ attained along the particle paths is only 0.675, i.e., 32.5 percent of the energy has been released to the flow.

It has already been mentioned that the strength of the transverse wave regenerating mechanism is high in the case of the marginal detonation. The lead shock wave is regenerated by the sudden release of explosive chemical energy brought about by the interaction of colliding transverse waves. In the case of the marginal detonation a large part of the chemical energy is still available as evidenced by the high values of $v$ attained by the particles. This energy is utilized or released by the colliding transverse waves to strongly boost the lead shock strength. In the case of "steady" detonations, the major part of the chemical energy has already been released to the flow as the gas is traversed by the lead shock. The lead shock decay is small and the transverse wave regenerating mechanism has only a small portion of the chemical energy available to bolster the lead shock strength. This is just sufficient to increase the mach number of the lead shock to its value at the beginning of the cell.

Thus the underlying propagating mechanism of the detonation avails itself of the correct lead shock strength and decay rate in conjunction with
the prevailing chemical, thermodynamic and gasdynamic constraints. 
This is evidenced by the fact that very regular cell spacings are observed
in such systems as the hydrogen-oxygen system, the ethylene and acetylene
systems, but the spacings are not regular in other systems such as the
propane system, where the chemistry of the heat release is markedly
different. However even for those cases where the structure is regular
the process is non-steady and any quantitative study should be integrated
with respect to time. Thus it would be interesting to evaluate the
chemical energy given to the flow, integrated along all the particle paths,
during the time that the lead shock traverses one cell length to see if
this is related in any way to the difference in blast wave energy of the
lead shock wave from the beginning to the end of the cell. It would also
be interesting to see if the rate of energy release through chemical
reaction is related to the enthalpy change across the lead shock at the
point where decoupling of the reaction front occurs.
APPENDIX

CHARACTERISTIC DIRECTIONS IN ONE DIMENSIONAL NON-STEADY REACTIVE FLOW

The governing equations for one dimensional non-steady reactive flow are

Continuity: \[ \frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \rho \frac{\partial u}{\partial x} + \frac{\partial \rho u}{\partial r} = 0 \]  
(1)

Momentum: \[ \rho \frac{\partial u}{\partial t} + \rho u \frac{\partial u}{\partial x} + \frac{\partial p}{\partial x} = 0 \]  
(2)

Energy: \[ \frac{\partial \rho}{\partial t} - \frac{\partial p}{\partial x} = 0 \]  
(3)

Rate: \[ \frac{\partial v}{\partial t} = \omega (p, \rho, v) \]  
(4)

State: \[ h = h (p, \rho, v) \]  
(5)

We can use the equation of state (5) to find \( \frac{\partial h}{\partial t} \) in the energy equation (3). Therefore differentiating equation (5) w.r.t. \( t \) and \( r \) and substituting in (3) we get

\[ - \frac{1}{2} \frac{\partial p}{\partial t} - \frac{u}{2} \frac{\partial p}{\partial x} + \frac{\partial p}{\partial t} + u \frac{\partial p}{\partial r} + \frac{h_v}{h} \frac{\partial v}{\partial r} + \frac{\omega h}{h} \frac{\partial v}{\partial r} = 0 \]  
(6)

where the frozen sound velocity

\[ a_f = \frac{\rho h - 1}{\rho h} \]  
(7)

and \( h_p = \frac{\partial h}{\partial p} \) etc.
We have three basic dependent variables namely p, ρ and ν and need three
differential equations to work with. Hence the three differential equations
chosen are the continuity equation (1), the momentum equation (2) and the
combined equation (6).

Let us transform these three equations to (ξ, η) co-ordinates. We
then have:

Continuity Equation:
\[
\frac{\partial \rho}{\partial \xi} \left( \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial \eta} \right) + \frac{\partial \rho}{\partial \eta} \frac{\partial \xi}{\partial \eta} = - \left( \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial t} + \rho \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial \eta} + \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} \right)
\] (8)

Momentum Equation:
\[
\frac{\partial \rho}{\partial \xi} \left( \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial \eta} \right) + \frac{\partial \rho}{\partial \eta} \frac{\partial \xi}{\partial \eta} = - \left( \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial t} + \rho \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial \eta} + \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} \right)
\] (9)

Combined Energy and State Equation:
\[
\frac{\partial \rho}{\partial \xi} \left( \frac{\partial \xi}{\partial t} + \frac{\partial \xi}{\partial \eta} \right) \left( - \frac{1}{a_f^2} \right) + \frac{\partial \rho}{\partial \eta} \frac{\partial \xi}{\partial \eta} = \frac{1}{a_f^2} \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial t} + \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} - \rho \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial \eta} - \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} - \frac{\rho \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta}}{h \rho \frac{\partial \xi}{\partial \eta}}
\]
\[
\frac{h \rho \frac{\partial \xi}{\partial \eta}}{h \rho \frac{\partial \xi}{\partial \eta}} + \frac{\partial \rho}{\partial \eta} \frac{\partial \xi}{\partial \eta} = \frac{1}{a_f^2} \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial t} + \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} - \rho \frac{\partial \rho}{\partial \eta} \frac{\partial \eta}{\partial \eta} - \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta} - \frac{\rho \frac{\partial \rho}{\partial \xi} \frac{\partial \xi}{\partial \eta}}{h \rho \frac{\partial \xi}{\partial \eta}}
\] (10)

The first derivatives of the quantities p, ρ, ν can be discontinuous across
the characteristic lines. Therefore from equations (8), (9) and (10) we
have the determinant
from whence we get

\[ a_f^2 \left( \frac{\partial \phi}{\partial r} \right)^2 = \left( \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial r} \right)^2 \]

i.e.,

\[ a_f \frac{\partial \phi}{\partial r} = \pm \left( \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial r} \right) \]

from which we get the relation along the characteristic direction as

\[ \frac{dr}{dt} = (u \pm a_f) \]

From equation (3) we see that

\[ \frac{dr}{dt} = u \]

is already a characteristic direction.

Therefore the characteristic directions for one-dimensional, non-steady, reactive flow are

\[ \frac{dr}{dt} = u + a_f \]
The characteristic relations which apply along these directions may be derived from the above determinant system, but are obtained more easily in the body of the text.
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\( (\varepsilon/p_0)^{1/4} = 37.154 \text{ cm} = R_0 \)

\( \phi = 1, \quad 50\% \text{ AR} \)
$p = 280 \text{ TORR}$

$(\%_{o})^{\frac{1}{2}} = 37.154 \text{ cm} = R_{o}$

$\phi = 1$, 50% AR

**Figure 21**
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TEMPERATURE ALONG PARTICLE PATHS (°K)

$P_0 = 56$ TORR
$R_0 = 74.308$ cm.
$\phi = 1$, 50% AR

FIGURE 25
$P_0 = 58$ TORR
$R_0 = 74.308$ cm.
$\phi = 1, \text{ 50\% AR}$

**Figure 26**

Reaction Co-Ordinate
(a) LEAN MIXTURE, $\phi=0.36$, 60% ARGON, $P_0=150$ TORR

(b) RICH MIXTURE, $\phi=2.12$, 60% ARGON, $P_0=150$ TORR

FIGURE 28. SMOKE TRACK RECORDS
PRESSURE = 150 TORR
\phi = 0.36  60% ARGON
\text{R}_0 = 64.7 \text{ cm}

FIGURE 29
PRESSURE = 150 TORR
φ = 0.36  60% ARGON
R₀ = 64.7 cm

FIGURE 30
FIGURE 31

PRESSURE = 150 TORR
ϕ = 0.36  60% ARGON
R_e = 64.7 cm
Figure 33

$P_0 = 150 \text{ Torr}$

$R_0 = 112 \text{ cm}$

$\phi = 2:1:2$, 60% AR

$R / R_{\text{ref.}}$

Temperature (K)

Radius
ZONE BY PARTICLES IN INDUCTION RADIAL DISTANCE TRAVELLED

PRESSURE = 150 TORR
\( \phi = 0.36 \)
\( R_s = 64.7 \text{ cm} \)

FIGURE 35
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The interaction of chemical kinetics and heat release phenomena with the gasdynamics of the flow appreciably alters temperature, density, and flow velocity behind the incident shock wave. This in turn influences the strength and decay rate of the shock at later times. The detonation cell geometry and spacing are thus dependent upon the nonsteady kinetic rate processes in the shocked gas. Overall effects of the chemical processes for the H2-O2 system are strongly influenced by initial pressure and, to a lesser degree, gas composition.
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