
C*MCAL VAWU FMR ]DUCAJ NEW

MAR 241 1970

Tim Wmm B~ig~ o=", VOL. 10, N4, Dumasnt~16
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SUMMARY

David B. Duncan [21 has formulated a new multiple range test
making use of special protection levels based upon degrees of freedom.
Duncan [Tables II and III] has also tabulated the critical values (sig-
nificant studentized ranges) for 5 percent and 1 percent level new
multiple range tests, based upon tables by Pearson and Hartley [8]
and by Beyer [1]. Unfortunately, there are sizable errors in some of the
published critical values. This fact was discovered and reported by
the author 141, who instigated the computation at Wright-Patterson Air
Force Base of more accurate tables of the probability integrals of
the range and of the studentized range than those published by Pearson
and Hartley [7, 8]. This extensive computing project, of which one of
the primary objectives was the determination of more accurate critical
values for Duncan's test, has now been completed. The purpose of
this paper is to report critical values (to four significant figures) which
have been found by inverse interpolation in the new table of the prob-
ability integral of the studentized range. Included are corrected tables
for significance levels a = 0.05, 0.01 and new tables for significance levels
a = 0.10, 0.005, 0.001-all with sample sizes n = 2(1)20(2)40(10)100
and degrees of freedom P = 1(1)20, 24, 30, 40, 60, 120, •.

INTRODUCTION

Multiple range tests are used for testing the significance of the range
of p successive values out of an ordered arrangement of m means of
samples of size N, where p = 2, • • • , m. First one tests the significance
of the range of all m means by comparing it with the critical range for
the desired level of significance. If the range of all m means is found
to be significant, one next tests the significance of the range of (m - 1)
successive means, omitting first the largest and then the smallest (or
vice versa-order is unimportant); if either of these tests on (m - 1)
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means shows significance, one then proceeds with tests on (m - 2)
successive means, and so on until no further groups are found to have
significant ranges. Whenever the range of any group is found to be
non-significant, one concludes that the entire group has come from a
homogeneous source, and no test is made on the range of any subgroup
of that group. Multiple range tests differ from fixed range tests in
that the critical range of p means usually decreases as p decreases,
rather than remaining constant.

The new multiple range test proposed by Duncan [2] makes use of
special protection levels based upon degrees of freedom. Let -y .a =
I - a be the protection level for testing the significance of a difference
between two means; that is, the probability that a significant difference
between sample means will not be found if the population means are
equal. Duncan reasons that one has (p - 1) degrees of freedom for
testing p means, and hence one may make (p - 1) independent tests,
each with protection level7,.. . I lenie the joint l)rotection level is

v,,==(1 - )t;(1)

that is, the probability that one finds no significant differences in making
(p - 1) independent tests, each at protection level -yv. , is - , under
the hypothesis that all p population means are equal.

CRITICAL VALUES FOR DUNCAN'S TEST

On the basis of protection levels -y,.• given by (I) for tests on p
means, Duncan [2, Tables II and I11] has tabulated the factor Q(p, 1,, a)
by which the standard error of wie meani must be multiplied in order
to obtain the critical range for Duncan's new multiple range test, for
a - 0.05, 0.01. In the sequel, this factor Q(p, P, a) will be called the
critical value or the significant studentized range for D)uncan's test.

As mentioned earlier, Duncan's tables of significant studentized
ranges are based upon tables by Pearson and Hartley [81 and by Beyer
[lI. The tabular values for 2 < p • 20 and 10 < v < c were obtained
by inverse interpolation in the Pearson-IHartley tables of the probability
integral of the studentized range, while the remainder of the values
were computed by Beyer, using new methods. The Pearson-IHartley
tables of the probability integral *P.(Q) of the studentized range, with
Y degrees of freedom for the independent Pstimate s' of population
variance, are based upon their earlier tables of tile probability integral
P).(Q) of the range of n observations from a normal population. To
correct for finite degrees of freedom, they use the relation

.P.(Q) - P.(Q) + P-'aR(Q) + ,•2 b.(Q). (2)
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The tables give values (to four, two and one decimal places, respectively)
of P.(Q), a=(Q) and b.(Q) for Q = 0.00(0.25)6.50 and n = 3(1)20, with
the observation that the results are somewhat inaccurate for small
values of P(< 10) and large values of Q(>6). Actually, the tables are
inaccurate not only for v < 10, but also for values of v up to about 20,
and the inaccuracy for high values of Q is much greater than was
anticipated. The inaccuracies in the Pearson-Hartley tables, which
were due to the limitations of formula (2), in turn caused errors in the
published critical values for Duncan's test. Beyer was aware of the
ditficulty for , < 10, and attempted to correct it by adding a term of
the form ,-'c.(Q) to the right-hand side of (2). This alleviated the
difficulty to some extent, but did not remove it, and nothing at all was
done to correct the inaccuracies for P _> 10. Having first become
aware of this situation during the course of an investigation of the
relation between error rates and sample sizes of multiple comparisons
tests based on the range (see reference [3]), the author [4] reported it
in a paper, presented to the American Statistical Association, which
included an outline of plans for the computation of more accurate
tables.

COMPUTATION OF THE TABLE

The computation of more accurate critical values for Duncan's
test required the computation of a more a-!curate table of the prob-
ability integral of the studentized range, and this in turn required the
computation of a more accurate table of the probability integral of
the range. Dr. Certrude Blanch gave invaluable assistance in the
numerical analysis. D)onald S. Clemm programmed the computation
of the probability integrals of the range and of the studentized range
for the Univac Scientific (ERA 1103) computer. Eugene IH. Guthrie
programmed for the ERA l103A the inverse interpolation necessary
to obtain the critical values for Duncan's test.

The methods of computation of the probability integrals of the range
and of the studentized range, together with voluminous tables, have
been reported by Hlarter and Clemm [5] and by Hlarter, Clemm and
(uthrie [61, and will inot be repeated here. The method of inverse
interpolation employed, an iterative one suggested by Major John V.
Armitage, involves the following steps:
I. In the table of the probability integral of the studentized range for

n = p and the desired value of ', find the two successive probabilities,
y" and y, , between which the required protection level P = -y,.. =
(1 - a)-' lies. Call the two co'rresponding arguments (studentized
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ranges) xo and x, respectively. The required studentized range
Q = R(p, ;,, y.,,.) will lie between x. and xz .

2. ',")mpute the tolerance T for P corrcsponding to a tolerance 5 X 10"',
for f by means of the equation T = (AP/AQ) X 5 X 10"-, where
AP -y - Yo , AQ = z, - x. and u is the number of digits before
the decimal point in numbers between xe and x, .

3. Perform lin-ar inverse interpolation to find an approximation x to
the required J,(p, v, 7,. ), using the relation

x = [r' - xX)(P - WYo)(y, - Yo)] + Xo.

4. Perform direct interpolation, using Aitken's method with a tolerance
of 5 X i0-' and with pr'vvision for up to 16-point interpolation if
the tolerance is not met foe fewer points, to find the probability y
corresponding to the value x of the studentized range.

5. Compare the result y of step (4) with the required probability P,
using the tolerance T computed in stcp (2):
a. If I y - P I -• T, stop and set R(p, it, ̂ ,.) x.
b. If (y - P) > T, replace y, by y and x, by x, then repeat the

process, starting with step (3).
c. If (y - P) < -7T, replace yo by y and x. by x, then repeat the

process, starting with step (3).
Once R(p, P, y,,.) has been found, the critical value Q(p, V, a) for

Duncan's test is determined as follows: Q(p, P, a) R(p, i,, 'Y,.,) for
p = 2 and Q(p, P, a) = max fR(p, ;,, y,.,.), Q(p - 1, t, a)] for p > 2.
The results are given in Table 1.

Values for P = -, obtained by inverse interpolation in the table of
the probability integral of the range, are included for convenience in
interpolation (linear harmonic v-wise interpolation is recommended).

ACCURACY OF THE TABLE

The table of the probability integral of the stdtentized range, on
which the table of critical values for Duncan's test is based, is accurate
to within a unit in the sixth decimal place (except for values of the
probability greater than 0.999995, which are given as 1.00000), and
the interval is small enough to make interpolation possible. The
tolerance for the direct interpolation was set at 5 X 10-I so that the
interpolation error would not a(ld appreciably to the error already
plresennt, and' hence the interpolated values are substantially as accurate
as the values in the input table. Inverse interpolation is, of course,
not as accurate as direct interpolation, the error being AQ/AP times
as great for inverse interpolation as for direct interpolation. Thus the
tilicrance for P' was found by multiplying the tolerance for Q(5 X 10"-)



MULTIPLE RANGE TEST 675

* '%
00-0mm 4NN a 4N 4eqci N 4 04N N NN 4CC NN

to NN 9R9RwNN, M2353NN IM

m *I CN~ N Q N ~ N lc C 4C4 4 C, D Qci i ic;

*00 V C C4 C4 C4 N NC 4NNNC 4N e iC 4

C4 NN N N C4NN N NN N N

00 00 00 ~C
:D0 V 0 N, N C4 N N 4N'ýN C-4N N N&4N NNN

00C. -W 0 0 ft.. N I N C C Ca NC

U~ ~~~~ C4.~NN N NN N N N N

-~.0 0. 0 0C

to~'. CCC I' .9
0! . ..- o. . . . ~ C . . . . CR. q
an - m "C4 C4 C4 C N 4N N NN N N 4 N N 4N 9 C

mo e m N I N010 C14 N 0i~9N- 00 CC. 09- -

00 IV M m C4 C N N4 N4 N4 C4 -4 0- C4ciC 4C C4 M 4C I

C.4CC.NN5tN$ NN N NN N NNN

C C i
w0 NN0 N ~CC% 4NC4 iCý 4N 0i N ý 4 N, N, N

* C9C.C~N NN~N N NNN NNN NtNo



!176 BIOMETRICS, D)ECEMBER 1960

00 GoNMm 0 11 t 41

~~~q e q e qe M Ne aC co

m N N N qC-1 N C4 N N N N N N C4C4N C e C

;o W , O'D0, x wg 0 0

N~ CA. Cý N Nqe q q C.4 C4 CA, e ci ci ei L4 C4, C4 CA ci ci ci

0 ý 7 - t- o~~~~~~~~1 CC iiC^~C~ C~ i~~~Cq.

M, A, .1.

4 eeCIDC AC4 N C4 C4 N CIAiiC N i~ C4 AiqNN CqN0 i CA me

M o

CA N NN N NN N Neq CA clIiC14CC C A N Miie

~ J~o o

C, m, , 1~'4e~eCiC4C~iC4C Ciii1 N iiC'ý . C.. i 1 iýc! oi

n m CA N N Lq I N C-1 CA N~iiii~~~ CA CA CACIOCA m

06 ~ ~ ~ ~ ~ ~ .onI 0 0C O1 .-m t



MULTIPLE RANGE TEST 677

zi 0

~ CW C4

w N o NN0 - '

N1.ýN P ~ , R t ' '!ON "!

~U~~-.0~'to -WCI

" ~ Cr 4 -9 t- N N 00 an
-ý0 N .4

o; V8"' N'V ... C N 0,~001- ýO vv

-~ ~0 C~4 0 O N

hi~ ~~~ v~~C N v V*V.-C-0 0

'a . .. . .. ! .C ý1

ft to g tý .0 'D 'f 5 oC .0-"g" 1 ,CD2q

Z'I '.t - Z- ~'0 N r'i g 0 '

N~ .i ...

I- R . 1ý . . .V!V!Vi

to ~ ~ ~ ~ ~ ~ N v~ -W m Vo 1 c c o m0 m mm )m
ý cf)-0 L m .0ýý l 0ý F D2"0m .0 C r' g

C, 00 m cq - m "eq o to C'4 C4 m

OD vp O CCiC~ C')§C C CýC

z . 0 1-1 110 9 NOV, %9S~l SI
.4-C4 0 . . 0 m` )-.-' ý .c N' N --. C. 4. . .

It * .)0N w 00 M .1 0 0 9 0 0ý
N1S " `"M g

rV *'ý 0 V 09 I N Vý C4 " C N -
momm omm m m mmm



678 BIOMETRICS, DECEMBER 1980

2 A o t oa

c N; .8 .M Qo 9 2- W1

0 1 Ný m N -ý g000N NN N10 o N01w~ g : Z
10w~N N10N ANN N 4o aN

N v00wN 0N mw ~ .m c -1mmm m mmm oco c Mmm

l-oww N N~ mN NN N " "aoIQ8

0.0 1101 m N =0 ~lo 1
o 0100 vNt. N N 0 10

- ~~~ ~ ~ t lo oowNN N vNN N N N N
mw m f* 3" cNao t I I- W t~-'

450N 1 Ncv m m m m NN Nm 0N10
tý W, 0 9 ' 7 oo lo I- m :w w

Q-.10w NNNNN mNN NlNovNNNN

N10 0N N1 01N 0 01 Q ' 0 1 .1 ~ .7,A.0

r. N , 010o 11 m .-! 101 N NN vIq.sCv , Q""" -11

P lo V vmmo om 12 mw m~ m N m m nc lmmc

Lo lo v N2O w N N 1 22o m =1ý 0Nt 2

v~ NN10NwN10 A VII vNl 41e q. Q 11

, 0., * 10 C N 0 . n . IT IT .,.V I . V , v -

!z w ~ I. m'c m om Im nM m )m

NQ v mm~ 0o m mm m mmmmmro wN-.~



MU'LTIPE1; HlANCE, rFISTi 679

" "~. -10 e eq.~ "m eq 11 v- .6c .c

Cý 0 -- t

0-10

In ý -

" 9 10

m IN -O--le0- 0 m . I

10 IM -0 -V vv -rv

o

co~~ v-eeomq1 o



o ~ ~ ~ ~ ý o0'Nr-0~ f0 N ~

'D In I. .I I ,I 0 -

L"-e

t7 0ý 10 1ý 00 1- N

-~~~~~~ o. oO 0 ~ cr '

ClNO to tz LO In 10 1* 1

M OD0 I InIn n I In -F0 -V

- C CCC? C

m D r 00 0 C ~ C t-. t~c 4 -toI

t~OO I 'i-0r00c C'-,b Ci 0 t,- InC

Cci c- , -. ~ Ci11 mCm

00 -t.-cC, In 000 t-r. -r~C



MULTIPLE RANCE TEST 681

C~~~eq mo .0 - m

N 0 vo "I ý8 OM

06 00 to o 10 00- o 00 00

- m m vý ' 8..............o...
f oýc w ýoor

cý 1 ci c'ý ll , . o .1 I- c4 c! e. ý c, r7I
o - .c2ci'wo~m- oowr-o'

mo0. . . . . . .m.o.. . . . .

cl fc ý ocuIq cic 0~c~ 0ci o!o0Ccic.,

0 q -c N o o t t~cccc--

m Ic 'c~~C 4 iC c!I

o . . cccý c-.

o C' 0ý NN c W

o 0 1- o-00 vr -f -t

c ~~ ~ L4 ..ý C! O 0~

-cic,.~-'~~~00 -cio i-LC. 1Cý



682 BIOMETRICS, DECEMBER 1960

a 0; C C O 1 . .

-A C@C. . . . . . . . . . . . .
solo N C CC .C . .. .

'R ~ N cq Co 'oCC co cc

o~l Lo Lo a-C uN -o oC
N CC. m= NCCCmCw~m

......-. CN CCCC CCC
4 L '

W RCC N~ N mO 0C- C
CC kNoC C 1C14C eq ý ..

E-4.', -............................
vo mm G o! ImlC~~ C o:9

aC eq -oN to ~k o ooL N C C

..o NCC 2 Ne.~O

-M W N .-. C VO=O ;

... c,o"-.NCCCg ,CC ZvmmC m iCC.

Ceq CN c!.-eCC C eqNRCc
C~o m- Ln C -o ~ eC CCN Q o I w 51

C o oýt o o o s t ag
NI C.loCC C ~ C

co .- C CC C CCC CC C .CC. .

cc lo lo mC v5
C cnC C C C qe

m 2 is Go q C o ''. ;!

ccC eq .~ . .t~ . N . h~ . ý c ' hR

o ý.q q C* -ý Lo oq o q ý o

Loo .3 ~ C o~ C3 oCC ~ C eq -w

t0 ~ C . . . .0..........



MU(LTIPLE RANGE TEST 683

_ N 0 e4

00 0 e10 N -

00 N Ci 0C 00

Wc 40.........................................

c;~~ ~ ~ .00t, 1)o0

-a coO0tN -

m~~ ~ SDc~ 'w ,-orn oc

a6ccrýt. t-cqocto v Im- c 0~ c- 0 0 o

2914*2 m"N N N ms

In o I~ lo

~~ ID c~0 N 0 lo.~ o 0
U co c-4

o lo 0 lo I w

0t~~ t, N -~ c,
- ~ *~c........................................

c 11oqc = lot- c o n11

el . r- m cc a c lcC

R 0i .. . V! vq* 1 . 00ýQý . c

m o o N .3 m ft g 0!a -~~t-".t~cNNR ccc c c I-

C.)vc o -0 o 0ý -o .o "4C~ NIf'C4'0

cic
c noo. .j to

cecto ccc c~co



684 BIOMIETRICS, DECEMBER 1960

C~.*m 0t-I c

0~ ~ to N. 00-0
C!C 0) I-.3 0 r- N w M, - - I0 C

CýoI*In0 P. p 0 ,0 1 M In 00 00

0 * 1-do0 .- d01 1- 10 d . 0 0
o0t f0 t- t.- 0d 10 .1 c - 0 02 100t

Nn In00 00 00k0N

W~~~ý 0~ Go~ ib, 0

0 1 00.O 1 ROlO .f0!U-oN .0 I .

.c.QowýNr- -i~0NtoI'D1 w- 1 0 to 0 t 0 0

In In =0 l,. 00 Z5 q4 as t.g

co, aN N 000000c = ow c 0 IMIn

0000 . c 0t.o C o'2 c0o0 cI

N c4 w 1- m W vt
0 . 11 Nd In c -N w t I In m

26 Qo r d O N0 O t0 i-t-ýcct t ic ýcc I

aR ag -N (N00r, R 00 0 00t

w w00C N0 t- t- r- dN Q0 c0 oI nI

* 0 N o 00*c-0 N c ~ d 5! ,I ,I

P00 0 -- ~ cl ~ d I-0 I-~ 0ýod d cm 1105ý
v - -0 C - nG N i 0 c o t6i o c 0n

m0 c, M. 0>- A0 I- G R1 " c o

co . . . . . -coo o w I.

V 0 00Nt tI-O O V O c000D0o0oc0oo n.I

m0. O cbN0 r. N 6N I b~ m ao
,- I. diR

toc c

c4 icS v

d4ci~0 N 0 c In c o-00N



- _ -~ - - I

MUITIPLE RANGE TEST 685

by l/(AQ/AP) = AP/AQ. Since u is defined as the number of digits
before the decimal point in the studentized range interval under con-
sideration, this would guarantee that the error in Q would not exceed
5 units in the fifth significant digit if the ratio of the change in P to
the change in Q were constant throughout the interval under considera-
tion. This condition (P piecewise linear in Q) is obviously not satisfied
in practice, but as long as the weaker condition

max [APo/AQ , AP 1/,) l _ 2 Ap/AQ,

where AP. = y - y, I and AQ, = I x - x, I (i = 0, 1) is satisfied, the
error in Q will not exceed a unit in the fourth significant digit. This
weaker condition is in fact satisfied, and hence it can be stated that
the error in the critical values for Duncan's test, which are given in
Table 1, does not exceed a unit in the fourth and last. significant digit.
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