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ABSTRAC T

Various types of fixed length binary block encodings of binary
data are presented. Binary signaling is used to transmit the binary
encoded data through an additive white gaussian noise channel. Cer-
tain block decision techniques are investigated and compared. For
certain block encoding schemes, the notion of an intelligent receiver
is developed.

This study is considered basic in analyzing the use of redmidant
er!oding in digital communications systems.
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DIGITAL RECEIVER DECISION TECHNIQUES
FOR CERTAIN FIXED LENGTH BINARY BLOCK CODES

TRANSMITTED THROUGH THE GAUSSIAN CHANNEL

INTRODUCTION

A study was undertaken to provide some o4 the background basi to
the understanding and intelligent pursuit of problems involving the use
of redundan t encoding schemes in digital communication systems.

Binary aata emitted from a source is encoded into fixed length (N)
blocks of bits according to various types of block encoding schemes. By
using each of the N bits in the block to be transmitted to binary modu-
iate a carrier in phase or frequency, N bit signals are produced and
these are transmitted as the signal for that bloc . Depending on whether
the binary signaling is coherent (C2PSK, C2FSK) or noncoherent (NC2FSK),
i.e., depending on the bit coherency, and the availability of coherency
over the block, the receiver processes the received bit signals accord-
ing to various block decision techniques. Diagrams of receiver imple-
mentations for these block decision techniques are given. The probability
of a block error (PeB) is derived for the various block decision tech-
niques. Using various values of N and E b/No - the average signal energy
per bit divided by the average noise power per unit bandwidth, the PeB
curves are plotted for each decision technique as a function of N and
Eb/No. The block decision techniques are compared in terms of processing
gain per bit for given values of N. For certain types of encodings the
notion of an intelligent receiver is developed and some of its uses are
discussed. Areas for further investigation are outlined.

ENCODING AND TRANSMISSION

Block Encoding Schemes

We assume that the source emits sequences of binary data elements

where these may, for example, represent teleLype characters or quantized
analog signal samples.

Each data element emitted by the source is encoded into a block of
N bits (N even, positive). Due to the binary nature of the data, for
each data element the encoder must form a block B0 which is to be trans-
mitted if the data element is a zero and a block B1 which is to be trans-
mitted if the data element is a one. We let the sequences (bot]
i 1, ... , N and (bit) i = l ... , N represent the B and N blocks,
respectively where bjj e 0, 11 for all i = 1, ... , N and j = 0, 1.

Next we characterize the important properties of the % and B1
blocks. In this connection we let p(Bo, i ) denote the un-normalized
correlation between the Do and B1 blocks, i.e., p (B, B1 ) eqlials the
number (A) of bits i , mch that bb = bt1 minus the number (D) of
bits i ,such that bo j 1 ,. Clearly A + D = N.

We say that the B and B1 blocks belong to a complementary block
encoding scheme if bo b 0 1 (where * denotes addition modulo two)
or equivalently if p(B B- -N. For this encoding scheme there are
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Z ( ) = 2N - 1 distinguishable ways to form Bo and Bi . When N = 8,
K=l

Be = 01000101 and B1 = 10111010 is such a distinguishable complementary
encoding.

If the Bo and Biblocks belong to a complementary block encoding
scheme and either bet = 0 and bit = 1 or bet = 1 and b1i = 0 for all
i = 1, ..., N, then we say that the Bo and B1 blocks belong to a simple
complementary block encoding scheme. For this encoding scheme there
is only one distinguishable way to form Bo and B1. When N = 8, then
Be = 00000000 and B = 11111111 is such a simple complementary encod-
ing.

Let N, (B ) and N1 (B,) denote the number of zeros and ones, respec-
tively in the block B,.

If the B0 and B1 blocks belong to a complementary block encoding
scheme and we have N,(B o ) = NI (Bo ) = No (B1 ) = N1 (B1) = N/2, then we say
that the B0 and B1 blocks belong to an equi-distributed complementary

block encoding scheme. For this scheme there are (N 2) NI/[(NI) ]2

distinguishable ways to form B0 and B1. When N = 8, B0 = 01101010 and
Bi = 10010101 is such a distinguishable equi-distributed complementary
encoding.'

Let N k denote the number of bits i for which be, = j and bit = k
where j=, 1 and k = 0, 1 and i = 1, ... , N.

Suppose that N is such that N/4 is an integer. We say that the B0
and Bi blocks belong to an equi-distributed random orthogonal block
encoding scheme if:

(i) N %(B) == N.(B1) -- 1 (Bi) = N/2 and
(i i) p (Boo B1= 0.

Clearly for this scheme A = D = N/2 and N** = No1 = N10 = N11= N/4.

Also, for this scheme there are 2). =:

distinguishable ways to form Be and B,. When N = 8, Be = 01110100 and
= 01100011 is such an equi-distributed random orthogonal encoding.

If the BE and B blocks belong to an equi-distributed random
orthogonal block encoding scheme and we form blocks te and k from Be
and B1 , respectively by using only the D = No, + N10 - N/2 bits where
B. and B, disagree, then te and k will belong to an equi-distributed
complementary block encoding scheme of length N/2.

2



Given a particular block encoding scheme we allow that the B, and B1
blocks chosen from this scheme can be the same for all binary data elements,
vary for each data bit according to a deterministic rule, or vary for each
data bit according to some discrete probability distribution.

Modulation and the Channel

Now suppose the source emits a data bit which in turn determines
through a particular block encoding scheme the block B, = (bji1 =

1, ... , N to be transmitted. The bits b31 of B, binary modulate a signal
S(t) in frequency or phase producing bit signals X31(t) where for all i,
; 1(t) belongs to a binary PSK or FSK signal set and each X i (t) has aver-
age energy Eb.

Hence, the block B, determines a block signal X(t) = Ii(t))
i 1, ... , N which is transmitted bit signal by bit signal through a
cannel, which we assume adds white ga.. sian noise of one-sided spectral
density N, to each bit signal. If Tb is the bit time and W is the effec-
tive receiver bandwidth, then we will assume throughout it follows that
TbW= 1.

RECEPTION AND DECISION TECHNIQUES

Now we consider certain block decision techniques for various block
encoding schemes and binary signal sets. We assume that the B. and B1
blocks are available at the receiver.

The Bit by Bit Block Decision Technique

In this decision technique we employ for each bit signal X31 (t) a
binary signal detection meth I the form of which depends on the modulation
used and the available bit phase coherency at the receiver. After the de-
tection procedure we make a bit decision on which signal of the binary sig-
nal set was transmitted. This decision corresponds to a binary decision
dt on b, 1 . After completing this for all N bit signals, we have formed a
block D (d ] i - 1 ..., N which is the receiver's estimate of the trars-
mitted block B4 = [b ) i - 1, ... , N. We make a block decision by computing
p(D, B.) and p(D, B, and then deciding that B. was transmitted if
p(D, Be) > p(D, B) and that B1 was transmitted i.f p(D, B1 ) > p(D, 1 ). If
p(D, B,) p(D, B ), then we flip an unbiased coin to reach a decision.

Diagram 1 gives an implementation of the bit by bit block decision
technique receiver when NC2FSK signaling is employed with logic correspond-
ing to frequency.

Now .,.. krobability of a block error, PeB, for a given N and Eb/N,
using the bit by bit decision technique is:

3!
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Pb is the probability of a bit error, i.e., P(d bj I) = Peb and thus
clearly, Pob depends on the tyrpe of signaling employed. It is well known
that for white gaussian noise of one-sided spectral density N,, Peb equals

[l-erf(Ti',)] for C2PSK signaling, $[l-erf(/72N'] for C2FSK signaling
and exp[-Eb/2N,] for NC2FSK signaling where

erf(X) f exp[-y2 ]Idy.
/Tn 0

For C2FSK and NC2FSK signaling we assume that the modulation index ism = or m=.

The P curves for C2PSK, C2FSK, and NC2FSK signaling are given in
Figures l,9, and 3, respectively. These curves we computed on NRL's CDC
3800 computer using the fact that for a given signaling type, Eb/NO and N
odd, PeB (N) = PeB (N + 1).

Next we consider for which block encoding schemes these PeB curves
hold. Suppose that the B, and B1i blocks are such that -N < p(B , 3) < N.
Clearly a bit error (d, f b,,) will influence P e only when b a bil,
since if (bat = b1 1 ) dl, then both p(D, B,) ani p(D, B,) have a minus one
contribution 'or that bit. Hence, the PeB curves using the formula given
above hold only for complementary, simple complementary, or equi-distributed
complementary block encoding rchemes. If the Boand B1 blooks (of length N)
belong to an equi-distributed random orthogonal block encoding scheme, then
we see from the considerations above that the PeB curves t'or this scheme are
-iven by the ',urves of Figvures 1, 2, and where the redundancy is = I/2.

The NC2FSK-Sum Block Decision Technique

For this decision technique we oassume that binary FSK '-dulation i:
employed with modulation index m = or m = 1 such that 114equency o'or-
responds to logi, and due to a lack of bit phase knowledge, we must
for each bit zlignal X,,(t) detect the envelopes E., and E1,' at the binar;
signaling frequencies. Then using B. and E\ blo,:s we forri 'Lnr ') ,imi :n,

V.)and VB1), respectively where C(L ) i.1 a :z c' i I t, cn'zeiotv -Fi
such tha. the envelope- ;, are tho.'e which would contain '.e .:i. mal hal
the N bloc; teen transmitted. This summing of' appropriate bit, envelope.,
is a method of post-detection integration. We make a block decirion by



deciding B was transmitted if E(Bo) > E(B1 ) and that was transmitted if
6(Bj )>VBo). If e(Bo ) = S(BL ), then we flip an unbiased coin to reach a
decision. From references 1 and 2, we see that this technique as described
above is optimum for high Eb/No ratios and the optimum form of this tech-
nique for low Eb/No ratios is obtained by replacing the bit envelopes E,
and PI by 12 and F., •

Diagram 2 gives an implementation of the NC2FSK-Sum Block Decision
Technique receiver for low Eb/No.

Given N and Eb/No (low Eb/No ratio) and assuming a complementary,
simple complementary or equi-distributed complementary block encoding
scheme, we have, from Appendix 1 assuming the B, block was transmitted,
that e(B.) is determined to within a constant C by a non-central Chi-
Squared distribution with 21; degrees of freedom and non-central parameter
2N F/No and E(13 ) is determined to within the same constant C by a
Chi-Squared distribution with 2N degrees of freedom. Using these dis-
tributions and the approximations found in reference 3, the PeB curves,
given in Figure 4, were computed on NRL's CDC 3800 computer using func-
tion subprograms for erf(X) and the inverse cumulative distribution
function of the Chi-Sqfiared distribution with Ial degrees of freedom.

Now suppose the B. and B blocks (of length N) belong to an equi-
distributed random orthogonal block encoding scheme. Since in this
case Zo Z = 1 for the bits i where the blocks agree, the bits
where the blocks agree do not affect the block decision and hence the
Pe curves for this scheme are given by the curves of Figure 4 where the
redundancy is N = N/2.

The NCB2FSK-Add Block Decision Technique

For this decision technique we assune that binar - FSK modulation
is employed with modulation index m = 1, frequency corresponds to logic,
and there is phase coherency over the block such that for eithey fre-
quency the initial phase of all N possible bit signals at that frequency
is the same but this value is unknown. Let f, and f, denote the binary
s bLnling frequencies.

The decision technique forms for each bit, the quadrature components
at the binary 2ignaling- frcluencier ; i.e., for the ith bit the receiver
forms X(i,s,f,), X(i, c, f.),X(i, s, f,) and X(i, c, f, ). Due to the
phase coherency over the block with respect to fe and f, and since fre-
quency corresponds to logic; i.e., b~t a 0 corresponds to f. and N, a 1
corresponds to f, (j 0 0, 1), we can employ predetection integration and
form for block j 0 - 0, 1):

Y(Bj, s, E) - t X(i, s, I), Y(B , c, fe)- r X(i, c, fs), where th!' sum-
mation is over i s.t. b,- 0 witt i - 1, ... , N; and

Y(B., s, f) 1 : X(i, s, fC), Y(B , c, fl) * Z X(i, c, f,), where the sum-
mation is over i s.t. bj 1  1 with i - 1, N.i . i



Now since the initial phase of any bit signal at either frejqucnoy
is unknown, we formr for block B, (Q = O, 1) 'he bloc t''e envelope:- at
each frequency; i.e., we form E(B , ) =/ (B, s, -,) + Y- (B, c. To)

an E2 , f, )= /7XB sf 1 B c7TY7

Then we form for Bj (j= 0, 1) (33  E = B , f, ) + E )B3 , ) and
we make a block decision by deciding thiat B, was transritted S(n.,,) > 6I
and that E was transmitted if E(E ) > £(B ) . If E(B, ) =E(Ir ) then we
flip an unbiased coin to reach a decision. From References 1 and P we
see that this technique as described above is optimum for hig h Eb/NO, rat1I:s.
For low Eb/N. ratios, the optimum form of this technique is obtained 1,
replacing the block tyrpe envelopes E(B3 , C,,) and E(B3 , fl ) by Y- (B3 , f,)

Diagram 3gives an implementation of the NC1B2FS K-Adl Block iec c
Technique receiver for low E b/Nr. ratios.

Next we consider 'b e P eB curves resulting- f'or the various lc
encoding schemes assuming,1 low E b/,, rat*,os. SuTpoose that thec L3, and L
blocks- (of length 11) belongT to a csmple corplementary ~l cn fOcld~nl
sJ c mie. Let us suppose that foc all I=1, . . ., 1; b.j =Oand U1  = 1.
In thizs case Y(B, ,S, f, ) = Y(BQ, c, f ) = Y( s!s, fa ) Y (BI c, to)
and hence 1(B0 ) =F~n (10 , fo ) and t(B IF (BI , f, ). W, -P'e that for
simple -orspiementary block encoding schemes the dezisio)n 'or hik r l
Eb/NO ratios results -.r 'he s-ame curves. Fro Re:'erenc--e we s11 . -* ee
that for a gi.ven N4 and Eb /N , the proi~a) il !. t, t' a i 02o err )r: .ye
by:

Diese ourv,. : are ~'eIn~ F i;'urt2 1. aud -,ere co::'.e a ,,an ~-~X e
cal culato)r.

Suppos.'e no-a *thal tlhe be anil ij'li): (3" .I h ;)jelo. ta W1

as~u~.nctc i~tb was tran.cmil 1eI, we h~ve ta' Ac Icrnincl
to3 with!in a coutantwt C by a tzon-c-ent-ral C'i-SquaiCJ.: teuI wt
of' frecdo7 awl non- cntral para- e.eer .-1 F1.1. andi g(iL ). erde
Whi 1 4c .;amc 11.san o,. a Ci-:; iuarelId ti , i
of' Creedor . U ;- Ic ~ r :,U4 i .n; ainl the% oppr ~~~'s~m
In c.*eercnnc -. .'Q c,.1urve' - v in Flt-urv 1, wv.rc : rpu'Aql.--i

CDC .ospue u-!r.ng fti 't .'n cutqro,r.. . t' rf nnul !-t

with Kal lc.'rcc:- 'f freet"'1.

sirmple .*e~c. r n~ .0 o'ne i~l fmcure as -. ..-
~I st :teI ~' 2 'c .v~en"'-l1 n aMd ntIns he na' ure ~ ~ ~ r

en',oltw in tcr, ! -)f there V'nitint* t'asesr we tee that 1'-r a , iver. N.
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the PeB curve for complementary encoding lies oetdeen the PeB curve for
simple complementary encoding at N and the PeB curve for equi-distributed
complementary encoding at N. Exactly where the PeB curve for complementary
encoding lies depends on the distribution of ones and zeros in either the
Bo or E block. The more nearly uniform this distribution is the closer
the PeB curve for complementary encoding approaches to the PeB curve for
equi-distributed complementary encoding and the more nearly this distri-
bution resembles the degenerate distribution the closer the PeB curve
for complementary encoding approaches to the PeB curve for simple com-
plementary encoding.

Suppose finally that the B. and B1 blocks (of length N) belong to an
equi-distributed, random orthogonal block encoding scheme. In this case,
we see from the properties of this type of encoding scheme that Y(Bo , s, f,)
and Y(Bo, c, f, ) will have N/h terms in common with Y(B1, s, f, ) and
Y(l, c, fo), respectively and Y(B,, s, f) and Y(Bo, c, f, ) will have ':/h
terms in common with Y(B , s, f, ) and Y(, c, f, ), respectively. Hence,
i (Bo, fo ) and E (B, t) will each consist of a block type squared en-

velope term where the quadrature componerts appearing therein are trten
ith respect to the complementary bit portions -f the blocks plus a term

which is the same for both l (B. , f. ) and F (B1, f,) pius a term consistini-
of a product of two sums of quadrature components where one sum is the
same for both e (B,, f,) and E (B1%, f9). The same relation exists between
0 (B,, ft ) and e (B , f, ). If we regard .:he block decision as consisting:
only of a comparison of the sums of the b.Uck type quared envelope.s,
then, since these are formed only with respect to 'he complementary" bit
portions of the blocks, the resulting FeB curvx's would be the :a.me as
those for equi-dittributed complementary block encoding where the re-
dundancy is f N/2. But because or the extra terms, which are i'urt
nornal random variables appearing in Fa (Bo, " ) and Ja (i , fe ) and!
F (E, f ) and 2 (B , e ), we see that the 1'eB curve: for equi-dir-trituted
random ortho,-onal block encoding schemes (of length N) are rli!htly t
the left of the PeB curves (of length N.12) for equl-distributed ,=mple-
mentar, blo':k encoding schemes.

Vie NCB.BFSK-Add, Subtract Block Decision Technique

For thi." dect :ion techique we assue that binary FSK modula i n ;s
lmployed with modulation index r. - 1, frequency :arrcspond. to logic, and
there I: phace coherenoy over the blo&ci tuch that for e!t her x.Ju'elency

the 1nitial phase of all N possible bit signals at !.hat 'requen:y 1;e
T-e 1ut thic \alue !. unknown. LTt r, and f, denote the binary ,~ alirv
re~Q~uen cies.

The decasion 'lchnique for m s 'or each bit.., hc h ua-iralurc , neI't
at the b.nary sigraling- !rcquencic ;: i.e., , he ' bi* the re-eier
forms X(i, r, .o), x(i, C, C,), X , , and X(1, Z3 1).



Due to the phase coherency over the block and since frequency cor-
responds to logic, we can employ predetection irtegration and form for
Bj (j = 0, 1):

N b3
Z(B, s, fr)= E (-I) X(i, s, fa)

i=l

N b i
Z(B , c, fo)= E (-l) X(i, c, fo)

i=l

N Ibm, + 1]

Z(B , , ) =E (-1) X(i, c, fl)
i=l

Now since the initial phase of any bit signal at either frequeicy
is unknown, we form for block B, (j = 0, 1) _he block tae envelopes at
each frequency; i. we form E(BA, fa (B , s, f0 ) + (B, , c, fa)
and E(BI , f,) = 20 (B4 , , f) + -  , c, )f 47 Then we form for
B3 (j = O, 1), 8B3) I E(B 4 , f,) + E(BI. f,) and we make a block decision
by deciding that B was transmitted if &(Bo) >((B) and that B1 was trans-
mitted ifj(B) > j(B°). - e(Ba, = e(B1), then we flip an unbiased coin
to reach a decision. From References 1 and 2, we see that this technique
as described above is optimum for high Eb/No ratios. For low Eb/No ratios,
the optimum form of this technique is obtained by replacing the block ty,,pe
envelopes E(B,, fa) and E(BJ, f1 ) by E (Bj , fo) and E (Bj , f1) (J = 0, 1).

Diagram 3 gives an implementation of the NCB2FSK-Add, Substract Block
Decision Technique receiver for low Eb/N with Y(B, s, fk ) and Y(B, c, fk )
replaced by Z(B, , s, f ) and Z(Bi , c, fk ) for j = b, 1 and k = 0, 1. Given
N and El/No (low Eb/No ratio) and assuming an equi-distributed random
orthogoral block encoding scheme, we have from Appendix 3, assuming the
B. block was transmitted, that 6(B.) is determined to within a constant
C by a n.n-central Chi-Squared Distribution with 4 degrees of freedom and
non-central parameter N Eb/No and that &B,) is determined to within the
same constant C by a Chi-Squared Distribution with 4 degrees of freedom.
Comparing these distributions for 6(Bo) andL(B) with those for the equi-
distributed compleirentary case of the NCB2FSK-Add Block Decision Technique
giver. ihove we find that for this decision technique the PeB curves for
B0 and k blocks (of length N) belonging to an equi-distributed random
orthogonal block en-%oding scheme are given by tie PeB curves fcr the , z'-
distributed complementary block encoding ease of the NCB2FSK-Al Rloch
idecision Technique at a redundancy f = N/2.



The CB2FSK Biock Decision Technioue

For this decision technique we assume that binary FSK modulation
is employed with modulation index m = 1, frequency corresponds to logic,
and there is phase coherency over the block such that for either fre-
quency the initial phase of all possible bit signals at that frequency
is the same and this value is known.

If we assume that the B, and B1 blocks (of length N) belong to a
simple complementary block encoding scheme, then from Reference 6 we
see that we can optimally matched filter process the received block
signal with the resulting P for a given N and Eb/No being given by:
PeB = [l-erf c'q F%/2No)J. fese curves are given in Figure 7 and were
computed on a 300 Series Wang calculator using Reference 5.

The CB2PSK Block Decis on Techrique

For this lecision technique we assume that binary PSK modulation
is employed and there is phase coherency over the block such that for
either bit signal the initial phase is the same and this value is known
for N repetitions of the bit signal.

If we assumne that the B, and B1 blocks of length N belong to a
simple complementary block encoding scheme, then we can optimally process
the received block signal w'th the resulting PeB for a given N and Eb/NO
being given by: PeB [l-erf(/7N-E/N7)]. These curves are given in
Figre _' and were computed on a 300 Series Wang calculator using Refer-
ence 5.

A Conparison of Decision Techniques

Suppose binary FSK modulation is employed with modulation index
h = - or 1, frequency corresponds to logic and the initial phase of
each of the N possible bit signals %t either frequency is different
and this value is unknown. Clearly one can employ only the NC2FSK
signaling case of the Bit by Bit Decision Technique or the NC2FSK-
Sum Block Decision Technique in making a block decision. If we compare
these alternatives, then from Figures 3 and 4 we see that for any given
N, the PeB curve for the NC2FSK-Sum Block Decision Technique show a
processing gain advantage of approximately 2 dB per bit with respect to
the P B curves for the NC2FSK signaling case of the Bit by Bit Decision
Technique. We note that this comparison holds for all types of block
encoding schemes.

Now suppose that m =1 and the initial phase of each of the N
possible bit signals at either frequency is the same but this value is
unknown. This allows us to employ the NCB2FSK-Add Block Decision Tech-
nique in making a block decision. If we recall the relation between the
PeB curves for the different types of block encoding schemes for this

9



de,'sion techmique and then examine Figures 5 and 6, then we see that the
FeB curves of Figures 5 and 6 bound the variation for the different tYpez
of block encoding schemes for t'.e NCB2FSK-Add Block Decision Tc-1hnique
except we must remember that for the equi-distributed random orthoonal
block encoding schemes we have an effective redundancy of R = N/2, thus
these P e curves at a redundancy of N are bounded by the P curves of
Figurese and 6 for a redundancy of N/2. eB

If we compare, from a processing gain advantage per bit standpoint,
the NOB2FSK-Add Block Decision Technique with the NC2FSK-Sum Block De-
cision Technique using Figures 4, 5, and 6, then we see that this ad-
vantage will be a function of N, the block encoding scheme employed and
the value of PeB chosen as a reference. For any block encoding scheme
and any value of PeD' we see that the NCB2FSK-Add Block Decision lech-
nique has a processing gain advantage over the NC2FSK-Sum Block Decision
Technique for any N z 4 and this advantage clearly increases as N in-
creases. For example, if we employ equi-distributed complementary en-
c.ding and set PeB = 10"3, then for N = 4 the advantage is about 1 dB
per bit whereas for N = 2048 the advantage is about 12 dB per bit. Us-
ing these comparisons of the NCB2FSK-Add technique with the NC2FSK-Sum
technique we can, using the results previously obtained, easily extend
these results to comparisons of the NC2FSK Bit by Bit technique with the
NCB2FSK-Add technique.

Next let us suppose that we can employ coherent signaling per bit
and there is phase coherency over the block with respect to each of the
bit signals in the binary signaling set. If the block encoding scheme
can be any of the various types mentioned, we must employ the Bit by
Bit Decision Technique. Due to the fact that we can employ coherent
signaling per bit, we can utilize either the C2PSK case or the C2FSK
case of the Bit by Bit Decision Technique. If we compare these alterna-
tives, then from Figures 1 and 2 we see that for any N and any type of
block encoding scheme, the PeB curves for the C2PSK case show a prou;ss-
ing gain advantage of approximately 3 dB per bit with respect to the PeB
curves for the C2FSK case.

Now if we restrict the block encoding schemes to the simple comple-
mentary block encoding scheme, then we can employ the CB2FSK and CB2PSK
Block Decision Techniques. If we compare these alternatives, then from
Figures 7 and 8 we see that for any N the PeB curves for the CB2PSK
technique show a processing gain advantage of 3 dB per bit with respect
to the PeB curves for the CB2FSK technique. If we compare the CB2PSK
technique-and the C2PSK Bit by Bit technique or the CB2FSK technique
and the C2FSK Bit by Bit technique, then we see from Figures 1 and 8 and
2 and 7 that the Bit by Bit technique shows approximately a 2 dB )o7s
in processing gain per bit versus the corresponding technique for any
N and when simple complementary block encoding is employed.

10



THE INTELLIGENT RECEIVER

Let Njk denote the number of bits i for which b., = j and bl = k
where j = 0, l and k = 0, 1 and i = 1, ... , N. Suppose we employ a block
encoding scheme which has the property that, for any pair of B. and B1
blocks belonging to this scheme, Nl + 0 and N,, + 0. Clearly an equi-
distributed random orthogonal block encoding scheme has this property
since N., = N11 = N/4, but a simple complementary, complementary, or
equi-distributed complementary block encoding scheme does not have this
property. Now suppose that, in addition to implementing a particular
block decision technique, for each of the N,, + N1 1 bits where the blocks
agree, the receiver makes a hard decision on which of the bit signals was
transmitted. Thus, the receiver makes a hard bit decision d, on the trans-
mitted bit bt for these N,, + N, bits i. Due to the fact that the B
and B blocks are available at the receiver, the receiver knows precisely
the value of bJ1 for these N., + N11 bits i. Hence, the receiver can com-
pute r, = E d1 , where the summation is over i s.t. b,, = bl1 = 0 with
i = 1, ... , N; and r, = E (d $ 1) where the summation is over i s.t.
bo= I = 1 with i = 1, ... , N, which represent the number of obvious
bit errors with respect to the N., and Ni bits, respectively. Assuming
a block encoding scheme is employed where N00 f 0 and N11 J 0, a receiver
which, in addition to implementing a particular block decision technique,
operates in a manner described above to compute the niunbers r., r, and N00,
N11 will be called an intelligent receiver. An implementation of the in-
telligent portion of the receiver for NC2FSK signaling is given in Diagram
4.

Now let us examine the utilizations of the intelligent receiver.
Basically we can distinguish two types of utilizations of the intelligent
receiver. These involve either direct or indirect use of the measured
values r., r, and No., Nl.

An example of a direct use of the measured values would be using
these values to measure the actual probability of a bit error. Peb

where Peb is simply the relative frequency of all obvious bit errors, i.e.,r, + r, rmRfrne7
for a particular data bit transmission Peb =Noo + N11 From Reference 7,

pages 191-209, we see that for N,, + N1 1 sufficiently large it follows
from the Laws of Large Numbers that Peb converges to Pab assuming the con-
ditions used to determine Peb are valid. If Noo + N1 1 is not sufficiently
large so that Peb converges to Pab we can form Pb with respect to a num-
ber of data bit transmissions; i.e., we can add the r. and r, values for
these transmissions together and add the N0 and N11 for these transmis-
sions together and then determine the relative frequency P.b with respect
to these sums.

An example of an indirect use of the measured values would be using

these values in testing a hypothesis concerning the nature of the noise in

11



the comunication system. Suppose we let H. be t - hypothesis that the

noise is white gaussian noise. In the case when H. is true and given a

binary signaling technique (C2PSK, C2FSK, or NC2FSK) we can determine

PP.b In order to test the hypothesis }4 we choose an error probabiliy c
such that we want ouv" test to decide correctly that H, is true with
probability 1 - ot. We use the probability o to determine a threshold R
such that if ro, + r11 , R, then by choosing H, to be true we can be cor-

rect w4th probability 1 - o. Thus, when we reject the hypothesis H, for
r., + r.1 > R, we are incorrect only with probability ct. Clearly R is a
function of Plb, I, and N.0 + I 11 and R is determined by the equation:

R /N.0 + NI K N00 + N1 1 - KE iJ Peb (1 - Pb) a

K=O, K

AREAS FOR FURTHER INVESTIGATION

In the area of redundant encoding techniques, concatenated or nested
codes will be investigated since they show promise of high noise re-
sistance. In the area of modulation and signaling techniques, multi-
level or M-ary techniques such as MIPSK, MFSK and combined modulation
techniques will be investigated. A previous report (see Reference 9)
will provide the background basic to this investigation. In the area
of detection techniques, non-parametric detectors will be investigated

due to their promise of a lower probability of error when the noise is
not additive white gaussian noise.

It is also planned that physical implementation of these techniques
will be pursued in the form of a real time digital receiver with ample
consideration being given to software as well as hardware oriented digital
receiver design.

We would like to thank J. W. Linnehan (NRL Code 5414) for his helpful
attitude and constructive criticism in the preparation of this report, and
Dorothy M. Creamer for her patient and expert typing help.
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APPENDIX 1

For the low Eb/No ratio case of the NC2FSK-Sum Block Decision Tech-
nique we investigate the distribution of z(B, ) assuming that the B, block
was transmitted and that the B, block was not transmitted. In what fol-
lows, we will use the symbols given in Diagram 2 and let s be the signal
power, o? be the average noise power and be the phase distortion of
the signal for the ith bit.

First let us suppose that the B block was not transmitted. It is

well krown (see Reference 1, page 169) that, for all i = 1, ..., N,
/- is a Rayleigh distributed random variable with density function

P(/± ;X) given by:

' exp[- / 2 2 ], X>0 i

!tO ,X<O

From Reference 8, page 79 it follows that the density function of Z
is:

:/ exp[.y/2 J, Y > 0

P(z3 1 ;Y) =

0 , Y<O

Thus from Reference 8, page 173 we see that for all i = 1, ... , N, Zi
is an exponential random variable with parameter 1/s. Now

N
e(B ) = Z is the sum of N independently and identically distributed

i=l

exponential random variables with parameter 1/2. From Reference 8,
pages 194-5 we have that the moment generating function of each Z41 is
given by:

,.2.

M(Z I;t) a for t <
Tt

From Reference 8, page 203 we see that the moment generating function
of e(B,) is given by: N

(t) for t <



Now M(6(B,); t) is the moment generating function of the random vari-
able f(B,) where g(B, )/? has a Chi-Squared Distribution with 2N degrees of
freedom. Thusfo(B ) is determined to within the constant C = 1/a2 by a
Chi-Squared Distribution with 2N degrees of freedom.

Next let us suppose that the B, block was transmitted. We consider
first the distribution of Z31 . Clearly ZI = c, i) + k(j, s, i)

where X(j, c, i) and X(j, s, i) are the quadrature components associated
with B, for the ith bit. From Reference 1, page 168 we see that, since
B was transmitted, X(j, c, i) has a normal distribution with mean =
s cos c and variance o2 and X(j, s, i) has a normal distribution with

mean = s sin p and variance = 2. From Reference 8, page 169 and Refer-
ence 4, pages 4 -52 we see that e (j, c, i)/2 and X (j, s, i)/a2 have a
non-central Chi-Squared Distribution with one degree of freedom and non-
central parameters s cos2 'Pj/62 and s sin2 CPt /a

2 , respectively; hence
from the additive property Z,1/2 = 0 c, i)/a2 + X(j, s, i)/o2, has
a non-central Chi-Squared Distribution with two degrees of freedom and
non-central parameter s/a2 = 2Eb/N§. Using the additive property and
since the Z{1 are independently and identically distributed, we see that

(Bj )/(= Z ZI/a2 has a non-central Chi-Squared distribution with 2N
i=l

degrees of freedom and non-central parameter 2N Eb/No. Thus £(B ) is
determined to within the constant C = 1/2 by a non-central Chi-quared
distribution with 2N degrees of freedom and non-central parameter 2N Eb/NO.
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APPENDIX 2

For the low Eb/NO ratio case of the NCB2FSK-Add Block Decision Tech-
nique, with equi-distributed complementary block encoding, we investigate
the distribution of e(B,) assuming that the B, block was transmitted and
that the B block was not transmitted. In what follows we will use the
symbols given in Diagram 3 and let s be the signal power, e2 be the average
noise power and cp, and 91 be the initial, unknown signal phases at f, and
f,, respectively.

First let us suppose that the B, block was not transmitted. Fron,
Reference 1, page 168 we see that the quadrature components appearing in
Y(Bj, s, 4), Y(B , c, f4), Y(B4, s, f1 ) and Y(B3, c, f,) have normal
distributions wit mean = 0 and variance = a2. From Reference 8, page 200
it follows that Y(BJ , s, f*), Y(Bj , c, fo), Y(Bj , s, f1 ), and Y(B, , c, f,)
have normal distributions with mean = 0 and variance NaZ/2. Thus from
Reference 8, pages 169, 180 it follows that Y (B , s, fO)(Nd/2),
?(Bj, c, f,)/(N?/2), Ye(B,, s, f1 )/(N12) and Y(Bj, c, f,)/(N

2 /2)
have a Chi-Squared Distribution with one degree of freedom. Hence

and Ek(B3, f )/(N1/2) = , s, f1)/(N
2/2) + (B4, c, f)/( /2)

have, from Reference 8, page t0l, a Chi-Squared Distribution with two
degrees of freedom. Using this additivity property again we see that

E(B )/(Ng2/2) = EP(Bj, f,)/(2 /2) + e (Bj 3, f )/(NaP/2) has a Chi-Squared
Distribution with four degrees of freedom. Thus 6(B;) is determined to
within the constant C = 2/N? by a Chi-Squared Distribution with four de-
gr es of freedom.

Next let us suppose that the B block was transmitted. From Reference
1, page 168, we see that the quadrature components appearing in Y(Bj , s, f.),
Y(Bj , c, fo), Y(BJ, s, fl) and Y(B , c, f,) have a normal distribution with
means rs sin cf., r cos (,, A sin t and /s cos.czp, respectively and
variance =a'. From Reference 8, page 200 it follows that Y(B,, s, f*),
Y(BJ, c, f), Y(BJ, s, f) and Y(B, c, fl) have a normal distribution with
m( ms - Ns sin s-2, I cos cf,/2, NI/' sin th/2 and NWl cos 01/2, respec-
tively and variance *2/2. Thus from Reference , page 169 and Reference
4, pages 45-52 it follows that (BI a, s,f/(Na'/2), e(BI, c,
9 (B , S, f1)/(Na/2) and cf(B, c, )/(Na /2) have a non-central Chi-
Squared Distribution with one degree of freedom and non-central paraneters
Na sin? cp/?, Na co % p/, Ns si and Na Co / , respec-
tively. Using the additive property wesee that E (B , fe)/(?/2)
9 f.)/(W$/2) + Y(OB, c, f.)/(N712) and E'tB,, f, )l(Nel2) "

B : s, (M?/2) + (B, C, f1)/(*0/2) have a non-central Chi-Squared
Distribution with two degrees of freedom and non-central parameter
Ns/ a N E/N.. Using the aiditivity property once apain we see that

( )l(N/2) - EP (B , f.)l(NO12) + 9'F1 , f,)l(V12) has a non-central
Chi-Squared Distribution with four degrees of freedom and non-central param-

eter 2N %/N,. Thus I(B3 ) is determined to within the constant C a 2/W'
by a non-central Chi-Squared Distribution with four degrees of freedom and
non-central parameter 2N %/N*
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APPENDIX 3

For the low Eb/No ratio case of the NCB2FSK-Add, Subtract Block De-
cision Technique with equi-distributed random orthogonal block encnding
we investigate the distribution of S(B ) assuming that the B, block was
transmitted and that the 5 block was not transmitted. In what follows
we will use the symbols given in Diagram 3 with Y(B, s, fk) and
Y(Bj , c, fk) replaced by Z(Bj , s, f%) and Z(B, , c, fk) for j 0, 1 and
k = 0, 1 and let s be the signal power, e2be the average noisc power and
cp0 and ch be the initial, unknown signal phases at f, and fl, respectively.

First let us suppose that the B, block was not transmitted. Due to
the encoding employed and from Reference 1, page 168 we see that, for each
of the sums Z(B , s, f0 ), Z(B 5, c, f.), Z(Bj , -, f1 ) and Z(B , c, f1 ), N/4
of the N/2 positive and N/4 of the N/2 negative quadrature components ap-
pearing in the sum have a normal distribution with means = /s sin cp,,
[' cos cp , vs sin 91 and / cos yp respectively and variance = a2 and the
other N/t positive and N/4 negative quadrature components appearing in
the sum have a normal distribution with mean = 0 and variance = 2 . Hence
the sum of the N/2 quadrature components with respect to either the nega-
tive or the positive portion of each sum has from Reference 8, page 200 a
normal distribution with means = Ws sin y0 /j, 41-s cos y0 /4, N/I sin th /4
and N/ cos c ,/4 respectively and variance Ncra/2. Hence taking into ac-
count the signs associated with each portion we see from Aeference 9,
pages 199-200 that Z(B , s, f,), Z(Bj , c, f0 ), Z(Bj , s, f,) and Z(B , c, f,)
each have a normal di&,'ribution with mean = 0 and variance = NI. Thus
from Reference 8, pages 169, 180 we see that Z(BJ, s, fo)/N2,

(Bj, c, f,)/N, Z(Bj , s, f1 )//b 9 and ZQ (B , c, f1)/N
2 each have a

Chi-Squared Distribution with one degree of freedom. From Reference 'I,

page 201 it follows that EP (B3, f,)/No? and 0 (Bj , f, )/N? each have a
Chi-Squared Distribution with two degrees of freedom. Using this addi-
tivity property once again it follows that g(B, )/Nc? = E0 (Bj , fe )/N12 +

em (Bj kf )/Na has a Chi-Squared Distribution with four degrees of frecdom.
Thus B_ ) is determined to within a constant C = 1/N? by a Chi-Squared
Distribution with four degrees of freedom.

Next let us suppose that the B, block was transmitted. In thiL -R-e
each of the N/2 positive quadrature component ' erms appearing in the sums
Z(B, ss f,), Z(Bj, c, f*), Z(BJ, Z, f1 ) and Z(B,, c, t) has a normal d-
tritution with means - /1 sin rpo, 1 cos y. , /s sin %Pi and /r cos 4 res'-
pectively and variance - v2 and each of the N12 negative quadrature conp)nenl
terms appearing In these sums has a normal distribution with mean - 0 and
variance - as . Thus from Reference % page 200 it follows that the sum gr
N/2 positive quadrature component terms in these sums have a normal distri-
bution with means a W1 sin %12- N/ cos ,p*/2, rV ., sIn c/P and L. , 1I/2
respectively and variance a Ni /2 and the sum of the N/2 neoative rluairalLure
component terms in these sums have a normal distritltion with mea. = 0 and
variance - VY3/2. Hence taking into account the sign.- assoeiated with each
type of sum we see from Reference 9, pages 199 and 200 that Z(Bjj s, f),
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Z(Bj, c, f 0 ), Z(B, s, f,) and Z(B, c, f,) have a normal dirluribution
with means = / sin cp0/2, N/-s cos cp,/2, N/ sin c+%/2 and N/s cos cp1/2
respectively and variance = I2. Thus from Reference 3, page 169 and
Reference 4, pages 4,-52 it follows that Z(B , s, )/Nu2,
Z(Bj, c, fo)/N, Z(BJ, s, fl)/Nb and Z(B ," c, f1 )/N have a non-
central Chi-Squared Distribution with one degree of freedom and non-
central parameters Ns sin2 cp/)+, Ns cos2 t@p/4, Ns sin' ch /h and
Ns cos2  /4 respectively. Using the additivity property we see that
e(B,; z)b 2  e(B , s, f.)It + e (B,, c, fo)/ 2 and e (B,, )/Ncr2 =

Z2 (Ba ), f/Na 2 + Z (Bj, c, f)/ N have a non-central Chi-Squared
Distrilution with two degrees of Creedom and non-central parameter
Ns/4 = N Eb/2N,. Using the additivity property once again we see that
C(Bj )/h2 = Ea (Ba , f0 )/N

2 + EY (B , f/ has a non-central (hi-Squared
Distribution with four degrees ,f freedom and non-central parameter N Eb/N,.
Thus C(B) is determined to within the constant C= 1/Na2 by a non-central
Chi-Squared Distribution with four degrees of freedom and non-central param-
eter N Eb/No.
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