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ABSTRACT
Various types of fixed length binary block encodings of bLinary
data are presented. Binary signeling is used to transmit the binary
encoded data through an additive white gaussian noise channel. Cer-

tain block decision techniques are investigated and compared. For

certain block encoding schemes, the notion of an intelligent receiver
is developed.

This study is considered basic in analyzing the use of redundant
er~oding in digital communications systems.
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- DIGITAL RECEIVER DECISION TECHNIQUES
FOR CERTAIN FIXED LENGTH BINARY BLOCK CODES
TRANSMITTED THROUGH THE GAUSSIAN CHANNEL

INTRODUCTTION

A s’uudy wes undertaken to provide some o% the background basi~ to
the understanding and intelligent pursuit of problems involving the use
of redundant encoding schemes in digital communication systems.

Binary data emitted from a source is encoded into fixed length (N)
biocks of bits according to various types of block encoding schemes. By
using each of the N bits in the block to be transmitted to binary modu-
iate a carrier in phase or frequency, N bit signals are produced and
these are transmitted as the signal for that btloc” . Depending on whether
the binary signaling is coherent (C2PSK, C2FSK) or noncoherent (NC2FSK),
i.e., depending on the bit coherency, and the availability of coherency
over the block, the receiver processes the received bit signals accord-
ing to various block decision techniques. Diagrams of receiver imple-
mentations tor these block decision techniques are given. The probability
of a block error (PeB) is derived for the various block decision tech-
niques. Using various values of N and E',,/N° - the average signal energy
per bit divided by the average noise power per unit bandwidth, the Pgp
curves are plotted for each decision technique as a function of N and
Eb/No. The block decision techniques are compared in terms of processing
gain per bit for given values of N. For certain types of encodings the
notion of an intelligent receiver is developed and some of its uses are
discussed. Areas for further investigation are outlined.

ENCODING AND TRANSMISSION
Block Encoding Schemes

We assume that the source emits sequences of binary date elements
where these may, for example, represent teletype characters or quantized
analog signel samples.

Fach date element emitted by the source is encoded into a block of
N bits (N even, positive). Due to the binary nature of the data, for
each data element the encoder must form a block By which is to be trans-
mitted if the data element is a zerc and a block B, which is to be trans-
mitted if the data element is a one. We let the sequences [bO,}
I=1, .., N and {b,} 1 =1, ..., N represent the By and B, blocks,
respectively where b,, ¢ {0, li foralli=1, ..., Nand j = O, 1.

Next we characterize the important properties of the Kyand B
blocks. In this connection we let p(By, B, ) denote the un-normalized
correlation between the B, and B, blocks, i.e., p(By, B, ) equals the
number (A) of bits 1, such that by, = by, minus the number (D) of
bits 1 ,such that by, $ b,. Clearly A +D =N,

We say that the By and B, blocks belong to a complementary block
encoding scheme if byq= bls ® 1 (where ® denotes addition modulo two)
or equivalently if p(By, B) = ~N. For this encoding scheme there are




N
}}E L (2) = 2N - 1 distinguishable ways to form B, and B,. When N = 8,

B, = 01000101 and B, = 10111010 is such a distinguishable complementary
encoding.

If the B, and B, blocks belong to a complementary block encoding
scheme and either by, = O and by, =1 or b, =1 and by, =0 for all
i=1, ..., N, then we say that the B, and B, blocks belong to a simple
complementary block encoding scheme. For this encoding scheme there
is only one distinguishable way to form By and B, . When N = 8, then
B, = 00000000 and B, = 11111111 is such a simple complementary encod-
ing.

Let N, (B, ) and N, (B;) denote the number of zeros and ones, respec-
tively in the block B, .

If the B, and B, blocks belong to a complementary block encoding
scheme and we have N, (B,) = N, (B,) = N, (B, ) = N, (B, ) = N/2, then we say
that the B, and B; blocks belong to an equi-distributed complementary

block encoding scheme. For this scheme there are (Nl>12>= NY/[(np)t R

distinguishable ways to form B, and B,. When N = 8, B, = 01101010 and
B, = 10010101 is such a distinguishable equi-distributed complementary
encoding.'

Let N,, denote the number of bits i for which b,, = j and b, =k
where j =0, Land k =0, 1 and i =1, ..., N.

Suppose that N is such that N/4 is an integer. We say that the B,
and B, blocks belong to an equi-distributed random orthogonal block
encoding scheme if:

(1) Ng(Bg) = N (By) = No(By) = Ny (B;) = N/2 and
(i1) p(Bys By) = O.

Clearly for this scheme A = D = N/2 and Npq = Noy = Ny, = Ny, = N/b,

Also, for this scheme there are (NI}Q ’ @ﬁb' @ﬁ) = NU/[(N/u)L ]

distinguishable ways to form B, and B,. When N = 8, B, = 01110100 and
B, = 01100011 is such an equi-distributed random orthogonal encoding.

If the B, and B, blocks belong to an equi-distributed random
orthogonal block encoding scheme and we form blocks B, and B, from B,
and B,, respectively by using only the D = Ny, + N, = N/2 bits where
B, and B, disagree, then B, and B, will belong to an equi-distributed
complementary block encoding scheme of length N = N/2.
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Given a particular block encoding scheme we allow that the B, and B
blocks chosen from this scheme can be the same for all binary data elements,
vary for each data bit according to a deterministic rule, or vary for each
data bit according to some discrete prcbability distribution.

Modulation and the Channel

Now suppose the source emits a data bit which in turn determines

through a particular block encoding scheme the block B, = {bJ,} =

1, ..., N to be transmitted. The bits by of B, binary modulate a signal
S(t) in frequency or phase producing bit signals X, (t) where for all i,
&‘(t) belongs to a binary PSK or FSK signal set and each Xj, (t) has aver-

age energy E, .

R o, i

Hence, the block B, determines a block signal X(t) = [X,,(t)}
i=1, ..., N which is transmitted bit signal by bit signal through a
cuannel, which we assume adds white gav. sian noise of one-sided spectral
density N, to each bit signal. If T, is the bit time and W is the effec- _
tive receiver bandwidth, then we will assume throughout it follows that .

ThW = 1.
RECEPTION AND DECISION TECHNIQUES

Now we consider certain block decision techniques for various block
encoding schemes and binary signal sets. We assume that the B, and B,
blocks are available at the receiver.

The Bit by Bit Block Decision Technique 3

In this decision technique we employ for each bit signal X, (t) a

binary signal detection meth * the form of which depends on the modulation '
used and the available bit phase coherency at the receiver. After the de-
tection procedure we make a bit decision on which signal of the binary sig-
nal set was transmitted. This decision corresponds to a binary decision

on b,, . After completing this for all N bit signals, we have formed a
block D = {d,} i=1, ..., N which is the receiver's estimate of the trans-
mitted block B, = {b,,} 1 =1, ..., N. We make a block decision by computing
p{D, B,) and p(D, 315 and then deciding that B, was transmitted if
p(D, By) > p(D, B ) and that B, was trensmitted if p(D, B;) > p(D, By). If
p(D, B,) = p(D, B/ ), then we flip an unbiased coin to reach a decision.

Diagram 1 gives an implementation of the bit by bit block decision
technique receiver when NCZ2FSK signaling is employed with logic correspond-
ing to frequency. X

Now ... yrobability of a block error, Pep, for a given N and E,/N,
using the bit by bit decision technique is:
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P,y is the probability of a bit error, i.e., P(d; ¥ by,) = P,, and thus
clearly, P,, depends on the type of signaling employed. It is well known
that for whlte gaussian noise of one-sided spectral density N,, P, equals
if1- erf@ﬁ§:7ﬁ:7] for C2PSK signaling, 3{1l-erf(/E, /2N, )] for C2FSK signaling
and 1 exp[-E, /2N,] for NC2FSK signaling where

erf(X) = 72.-n J é exp(-¥* Jdy.

For ?QFSK and NC2FSK signaling we assume that the modulation index is
m=s5orm=1.

The P,y curves for C2PSK, C2FSK, and NC2FSK signaling are given in
Figures 1, g and 3, respectively. These curves we computed on NRL's CDC
3800 computer using the fact that for a given signaling type, Eb/N; and N
Odd, eB (N) = PeB (N + l)

Next we consider for which block encoding schemes these P curves
held. Suppose that the B, and B; blocks are such that -N < p B° B ) <N.
Clearly a bit error (d, # y) will 1nfluence P, only when by, ; bxz’
since if (bez = b11/ * dy » then voth p (D, By ) ang (D, Bl) have a minus one
contribution for that bit. Hence, the Pop curves u51np the formula given
above hold only for complementary, simple complementary, or equi-distributed
cormplementary block encoding ~chemes. If the B,and B, blocks (of length N)
belong to an equi-distributed random orthogonal block encoding scheme, then
we see {rom the considerations above that the Pg,p curves tor this scheme are

-

~iven by the curves of Firures 1, ?, and 3 where the redundancy is N = N/C.
The NC2FSK-Sum Block Decision Technique

For this decision technique we assume that binary FSK ~dulation ir
employed with modulation index m = ' or m = 1 such that [requency core
responds to loirl: and duc to a lack of bit phase knowledpe, we must
for each bit sipnal X’,(L) detect the envelopes H,‘ and by, at the binar
sirnaling frequencles. Then using B, and By blocts we form for 3, and =
€(B,) and £(B,), respectively where €8, ) is a sur of bt envelones 4,
such tha' the enveloper 2, are those which would contaln ‘he :imal had
the B, bloch been transmitted. ‘This summing of appropriate bit envelope:
is a method of post-detection integration. We make a block decicion by
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deciding B, was transmitted if €(B,) > €(B,) and that B was transmitted if
€(B, >€B,). Ir EB,) = E(B,), then we flip an unbiased coin to reach a
decision. From references 1 and 2, we see that this technique as described
above is optimum for hirh Eb/Nb ratios and the optimum form of this tech-
nique for low Eb/No ratios is obtained by replacing the bit envelopes Eo,
and b, by Fo ;2 and Byl

Diagram 2 gives en implementation of the NC2FSK-Sum Block Decision
Technique receiver for low Eb/No.

Given N and E, /N, (low E,/N, ratio) and assuming a complementary,
simpie complementary or equi-distributed complementary block encoding
scheme, we have, from Appendix 1 assuming the B, block was transmitted,
that €(By) is determined to within a constant C by a non-central Chi-
Squared distribution with 2N degrees of freedom and non-cen:ral parameter
N Ey /N, and (B, ) is determined to within the same constant C by a
Chi-Squared distribution with 2N degrees of freedom. Using these dis-
tributions and the approximations found in reference 3s the Pgp curves,
given in Figure %, were computed on NRL's CDC 3300 computer using func-
tion subprograms for erf(X) and the inverse cumulative distribution
function of the Chi-Sqhared distribution with I21 degrees of freedom.

Now suppose the B, and By, blocks (of lensth N) belong to an equi-
distributed random orthogonal block encoding scheme. Since in this
case Zoy = Zyy for the bits i where the blocks agree, the bits
where the blocks agree do not affect the block decision and hence the
Pog curves for this scheme are given by the curves of Figure 4 where the
redundancy is N = N/2.

The NCB2FSK-Add Block Decision Technique

For this decision technique we assume tlat binar, FSK modulation
is employed with modulation index m = 1, frequency corresponds to loric,
and there is phase coherency over the block such that tor cither fre-
quency the initial phase of all N possible bit signals at that frequency
is the same but this value 1s unknown. Let t, and f; denote the binary
signaling frequencies.

The declsion technique forms for each bit, the quadrature componenis
at the binary signalini; frequencier ; i.e., for the ith bit the receiver
forms X(i,5,f,), X(i, ¢, fo),X(1, 5, £;) and x(1, c, f;). Due to the
phase coherency over the block with respect to f, and fy and since fre-
quency corresponds to logics i.e., b,y = O corresponds to f, and by =1
corresponds to fy (j = 0, 1), we can employ predetection integration and
form for block B, (J = 0, 1):

Y(By, s, £,) = £ X(1, s, £,), Y(B,, ¢, £,)= L X(1, c, fo ), where the sum-
ration is over i s.t. b,‘ =0 witk i=1, ...y N; and

Y(B,, 8, f) =T X(i, 5, fy), ¥(B,, c, f;) = £ X(1, ¢, 1, ), vhere the sum-
mation is over { s.t. by, = lwithi{=121, ..., N

P




Now since the initial phase of any bit signal at either frequency
is unknown, we form for block B, (j =0, 1, ‘he block type envelope: at
each frequency, i.e., we form E(B,, fo) = /&g(BJ, S, %) t Y (B, c, f,)

and E(5,, f) )= /\7'(”3,, sy 4,7 T B,, S )

Then we form for B, (j = 0, 1), €(B;) = E(B,, £,) + u(B,, ) and
we make a block decision by deciding that B, was tranemitted i €(B,) > €(B
end that B, was transmitted if €(B;) > €(B,). If E(B,) = €(B,) then we
flip an unbiased coin to reach a decision. From References 1 and 2 we
see that this technique as described above is optimum for hich P,b/N° ratiose.
For low E, /N, ratios, the optimum form of this technique is obtalned by
replacing the block type envelopes E(B,, f,) and E(B,, ;) by F (B, f,)
and E¥ (B, £,) (J =0, 1).

Technique receiver for low E,/l, ratios.

Diggram 3 gives an implementation of the NCB2FSK-Add Bloci Decicion

Next we consider the Pgg curves resulting tor the various tlock
encoding schemes assuming low E /uo ratios. Suppoce that the B, and B
blocke (of lencth N) belong %o a cimple complementary uloct cnﬂadinq
set eme,  Let us suppose that ‘o' all 1 =1, ..., N, by
In thic case Y(B,, s,f;) = Y(By, ¢, ) = Y s, ..) :
and hence 8(B,) = P‘(Eb, o ) and C(Bls » fy ). ue oe ‘hat for
simple complementary block encoding schewe\ the decision ror hirh or low
E /N, ratios results in *he rame t'.p curves. From Retference + we cee
that for a ~iven li and h,/No, the provavility ot a vloch error ‘o yiven
by

bop = exp(=lKy /0T ]

™,

There curves are civen in Fiure b oand were computeld dnoa Wanes -00 Sevies

calculator.

Suppoce now that the by and fyvle e (o1 len<th X) velons Lo an
cqui-distribvuted orplesentary bHloes cusading sche:v‘ Fror Appendis 7,
accuninge the B. olocs wer transmi'ted, we have that @(B,) s dctersminct
Lo within a constant C Ly a non-central Chl-Squared di.srel wu"ﬂnnitn Sodesrreny
of' freedor anJ non--ontral pera-cter U B/, and §(B,) - detervined ¢
within the carme coastant O by 8 b..'uiu&TCi dicuritution wifhin Sodeeren
of freedon. U:Enr there Dtriswt long and the approxications ©oand
in Rc"ercnwe Toohe g curves, given In Flaure &y were orputed on
IRLY: QD 2 -arputcr u. ne tunetion sunproera. . v orf{d; and the
inverse sumulative die utinn MNan-stian L8 wae ChieSquared distpivat! oo
with K&l decorees »of ?reejxﬁ.

Sup:ase next “hat the iy and By blohg sl enern L tal om0 om
complumertery t1a encsline gohere. Cw""ar.“x LEC P CUPYer arow e
simple ~u.plerentary encending ' Lhe igy curver acsurind ciul-
diztrivutel carpicrentary ensodinge and noting he nature 28 ~seplamen'ar
en~oding in terme >¢ there liriting cacer we see that for a iven H,

rd




the Pop curve for complementary encoding lies between the PeR curve for
simple complementary encoding at N and the Pgp curve for equi-distributed
complementary encoding at N. Exactly where the PeB curve for complementary
encoding lies depends on the distribution of ones and zeros in either the
B, or B, block. The more nearly uniform this distribution is the closer
the Pgp curve for complementary encoding approaches to the Pep curve for
equi-distributed complementary encoding and the icore nearly this distri-
bution resembles the degenerate distribution the closer the Pgp curve

for complementary encoding approaches to the Peg curve for simple com~
plementary encoding.

Suppose finally that the B, and B, blocks (of length N) belong to an
equi-distributed, random orthogonal block encoding scheme. In this case,
we see from the properties of this type of encoding scheme that Y(Bo, sy £o)
and Y(B,, ¢, f,) will have N/4 terms in common with Y(B,, s, f,) and
Y(B,, ¢, f,), respectively and Y(B,, s, f) and Y(B,, c, f;) will have /4
terms in common with Y(B,, s, f,) and Y(B,, c, f; ), respectively. Hence,
E(B,, f,) and F¥ (B, f,) will each consist of a block type squared en-
velope term where the quadrature componerts appearing therein are trien
with respect to the complementary bit portions ~f the blocks plus a term
which is the same for both ¥°(B,, f,) and F¥ (B, f,) plus a term consistins
of a product of two sums of quadrature components where cne sum is the
same for both E° (By, f,) and E° (B, f,). The same relation exists between
P {B,, fy) and E¥(B,, f,). If we regard the block decision as concistins
only of a comparison of the sums of the hluck type squared envelopes,
then, since these are formed only with respect to the complementary bit
portions of the blocks, the resulting Pop curves would be the ame as
those for egqui-distributed complementary block encodin, where the re-
dundancy is 8 = N/2. But because oi' *he extra terms, which are ‘ust
norral random variables appearing in ¥ (B,, f,) and H (B, f,) and
¥ (B,, f) and ¥ (B, f;), we see that the Pap curves for equi-dirtrituted
random orthosonal block encodiny schemes (of length N) arc slishtly ¢o
the ler't of the Pgp curves (of length N/2) tor equi-distributed comple-
mentary block encoding schemes.

The NCBOFSK-aAdd, Subtiract Block DPecision Technique

For this decicion techunique we assume that binary FSX modulatisn .o
employed with modulation index m = 1, frequency -2orrecaponds to logsic, and
there 1o phaze coherenuy aver the blocr ruch that for elther requency
the inltial phase of all H possible bit sienals abt 'hat Crequency iz ‘he
same but thir value ir unknown. I~t £, and f} dencte the tinary simmalin:
“requencies.

The decision technique forms for each bit, *he gquadra‘ure osmponente

. :

at the binary signalinis Crequencies: i.e., e the V7' Bit the ro-eiver
rorms X(i, 5, 1,), X(i, ¢, &), X(i, 2, 1), and &{L, ¢, & ).
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Due to the phase coherency over the block and since frequency cor-
resI()onds to I;ogic, we can employ predetection irtegration and form for
J=0,1):

N by
Z(BJ, S, fo) =g (-1) X(i, s, £ )
i=1
N by
Z(BJ, C, fo) =z (-1) x(i, e, fo)
i=1
N (by, +1]
Z(B;, S, f],) =z (‘l) X(i, Sy fl)
i=1
N (b, +1]
Z(BJ s Cy fl) =z (-1) x(i, e, f1)
i=1

Now since the initial phase of any bit signal at either frequeucy

is unknown, we form for block B, (j = O l) e block txpe envelopes at
each frequency, we form E B B,, s, £,) + ¢ (By, ¢, f5)
and E(B,, fy) -‘j# B R s, ) B R c, £y Then we form for

B, (3 =0, l), = E( B, , f + E(B;. ) and we make a block decision
by decidin that was transmltted if' E£(B,) >E(B,) and that B, was trans-
mitted Jf‘é(BL) > 1. &8, =& ), then we flip an unbiased coin

to reach a dec1smn From Ref‘erences 1 and 2, we see that this technique

as described above is optimum for high E, /N, ratios. For low E, /N, ratios,
the optimum form of this technigue is obtained by replacing the block type
envelopes E(B,, f,) and E(B,, f,) by E(B,, f,) and E(8,, f;) (j = 0, 1).

Diagram 3 gives an implementation of the NCB2FSK-Add, Substract Block
Decision Technique receiver for low B, /N, with ¥(B,, s, £, ) and Y(B,, c, f, )
replaced by Z(B,, s, f,) and Z(B;, ¢, § ) for j =0, L and k = 0, 1. Given
N and B, /N, (low E, /N, ratio) and assummg an equi-distributed random
orthogoral block encoding scheme, we have from Appendix 3, assuming the
B, block was transmitted, that & (B,) is determined to within s constant
C by a n.n-central Chi-Squared Distribution with 4 degrees of freedom and
non-central parameter N E, /'N and that 8(131) ls determined to within the

same constant C by a Chi-Squared Distribution with 4 degrees of freedor.
Comparing these distributions for §(B,) and &(B,) with those for the equi-
distributed complerentary case of the NCB2FSK-Add Block Decision Technique
given sbove we find that for this decision technique the Pgp curves for

B, and B, blocks {of length N) belonging to an equi-distributed random
orthogoaal block encoding scheme are given by the Pep curves fcr the « '~
distributz:d complerentary block encoding case of the NCB2FSK-Ad  Block
Lecision Technique at a redundancy N = N/2.
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The CB2FSK Biock Decision Technique

For this decision technique we assume that binary FSK modulation
is employed with modulation index m = 1, frequency corresponds to logic,
and there is phase coherency over the block such that for either fre-
quency the initial phase of all possible bit signals at that frequency
is the same and this value is known.

If we assume that the B, and B, blocks (of length N) belong to a
simple complementary block encodlnp scheme, then from Reference & we
see that we can optimally matched filter probess the received block
signal with the requltlnc P, for a given N and Eb/N° being given by:
Pep = il1l-erf (/T Eg??ﬁ %Eese curves are given in Figure 7 and were
ccmputed on a 20C Series Wang calculator using Reference 5.

The CB2PSK Block Decis on Techrique

For this decision technique we assume that binary PSK modulation
is employed and there is phase coherency over the block such that for
either bit signal the initial phase is the same and this value is known
for N repetitions of the bit signal.

If we assume that the By and B, blocks of length N belong to a
simple complementary block encoding scheme, then we can optimally process
the received block 51gnal with the resulting P eB for a given N and EB/N;
belng given by: T.p = Hleerf (/N B /Ny ) 1. Thése curves are given in
Figure 5 and were conpu+ed on a 300 Series Wang calculator using Refer-
ence 5,

A Comparison of Decision Techniques

Suppose binary FSK modulation 1s employed with modulation index
m= é or 1, frequency ccrresponds to logic and the initial phase of
each of the N possible bit signals at either rrequency is different
and this value is unknown. Clearly one can employ only the NC2FSK
signaling case of the Bit by Blt Decision Technique or the NC2FSK-

Sum Block Decision Technique in making a block decision. If we compare
these alternatives, then from Figures 3 and 4 we see that for any given
N, the P,p curve for the NC2FSK-Sum Block Declsion Technique show &
processing gain advantage of approximately 2 dB per bit with respect to
the P_n curves for the NC2FSK signaling case of the Bit by Bit Decision
Technique. We ncte that this comparison holds for all types of block
encoding schemes.

Now suppose that m = 1 and the initial phase of each of the N
possible bit signals at either frequency is the same but this value is
unknown. This allows us to employ the NCB2FSK~-Add Block Decision Tech-
nique in making a block decision. If we recall the relation between the
Pep curves for the different types of block encoding schemes for this
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dec’sion technique and then examine Figures 5 and ¢, then we cee that the
PeB curves of Figures 5 and © bound the variation for the different typec
of block encoding schemes for ti.e NCB2FSK-Add Block Decision Te~hnique
except we must remember that for the egqui-distributed random orthoronal
block encoding schemes we have an effective redundancy of ¥ = N/2, thus
these Pe‘ curves at a redundancy of N are bounded by the P,g curves of
Figures § and 6 for a redundancy of § = N/2.

If we compare, from a processing gain advantage per bit standpoint,
the NCBZFSK~Add Block Decision Technique with the NC2FSK-Sum Block De-
cision Technique using Figures 4, 5, and &, then we see that this ad-
vantage will be a function of N, the block encoding :scheme employed and
the value of Pe chosen as a reference. For any block encoding scheme
and any value o PeB’ we see that the NCB2FSK-Add Block Decision iech-
nique has a processing gain advantage over the NC2FSK-Sum Block Decision
Technique for any N 2 U4 and this advantage clearly increases as N in-
creases. For example, if we employ equi-distributed complementary en-
coding and set Peg = 10, then for N = 4 the advantage is about 1 4B
per bit whereas for N = 2048 the advantage is about 12 dB8 per bit. Us-
ing these comparisons of the NCBZFSK-Add technique with the NC2FSK-Sum
technique we can, using the results previously obtained, easily extend
these results to comparisons of the NC2FSK Bii by Bit technique with the
NCB2FSK-Add technique.

Next let us suppose that we can employ coherent signaling per bit
and there is phase coherency over the block with respect to each of the
bit signals in the binary signaling set. If the block encoding scheme
can be any of the various types mentioned, we must employ the Bit by
Bit Decision Technique. Due to the fact that we can employ coherent
signaling per bit, we can utilize either the C2PSK case or the C2FSK
case of the Bit by Bit Decision Technique. If we compare these alterna-
tives, then from Figures 1 and 2 we see that for any N and any type of
block encoding scheme, the Pgp curves for the C2PSK case show & proccss-
ing gain adventage of approximately 3 dB per bit with respect to the Pgp
curves for the C2FSK case.

Now 1f we restrict the block encoding schemes to the simple comple-
mentary block encoding scheme, then we can employ the CB2FSK and CB2PSK
Block Decision Techniques. If we compare these alternatives, then from
Figures 7 and 8 we see that for any N the Pep curves for the CB2PSK
technique show a processing gain advantage of 3 dB per bit with respect
to the Py curves for the CB2FSK technique. If we compare the CB2PSK
technique and the C2PSK Bit by Bit technique or the CB2FSK technique
and the C2FSK Bit by Bit technique, then we see from Figures 1 and 8 and
2 and 7 that the Bit by Bit technique shows spproximately a 2 4dB loss
in processing gain per bit versus the correcponding technique for any
N and when simple complementary block encoding is employed.
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THE INTELLIGFNT RECEIVER

Let N,, denote the number of bits i for which by, = j and by, =k
where j =0, 1and k=0,1andi=1, ..., N. Suppose we employ a block
encoding scheme which has the property that, for any pair of B, and B
blocks belonging to this scheme, N, ¥ O and N,, # O. Clearly an equi-
distributed random orthogonal block encoding scheme has this property
since No, = Ny, = N/h, but a simple complementary, complementary, or
equi-distributed complementary block encoding scheme does not have this
property. Now suppose that, in addition to implementing a particular
block decision technique, for each of the N,, + N, bits where the blocks
agree, the receiver makes a hard decision on which of the bit signals was
transmitted. Thus, the receiver makes & hard bit decision d; on the trans-
mitted bit b, for these N, + N, bits i. Due to the fact that the B,
and B, blocks are available at the receiver, the receiver knows precisely
the value of b,, for these N,, + Ny, bits i. Hence, the receiver can com-
pute r, = T 4, , where the summation is over i s.t. by, = by, = O with
i=1, ..., N;andry =Z (4 ® 1) where the summation is over i s.t.
bg, =b, =1lwithi =1, ..., N, which represent the number of obvious
bit errors with respect to the N,, and N, bits, respectively. Assuming
a block encoding scheme is employed where N,, ¥ O and N, § O, a receiver
which, in addition to implementing a particular block decision technique,
operates in a manner described above to compute the numbers ry,, r, and Ny, ,
N,, will be called an intelligent receiver. An implementation of the in-
telligent portion of the receiver for NC2FSK signaling is given in Diagram

Now let us examine the utilizations of the intelligent receiver.
Basically we can distinguish two types of utilizations of the intelligent
receiver. These involve either direct or indirect use of the measured
values ro, r; and Nyo» Ny, .

An example of a direct use oI the measured values would be using
these values to measure the actual probability of a bit error. P,
where B,, is simply the relative frequency of all obvious bit errors, i.e.,
for a particular data bit transmission B, =NEE—EE§L— . From Reference 7,

(X 1

pages 191-209, we see that for Ny, + Ny, sufficientiy large it follows
from the Laws of Large Numbers that P,, converges to P,, assuming the con-
ditions used to determine P,, are valid. If Ny, + N, is not sufficiently
large so that P,, converges to ¥,, we can form P,, with respect to & num-
ber of data bit transmissions; i.e., we can add the r, and r, values for
these transmissions together and add the N,, and N, for these transmis-
sions together and then determine the relative frequency P;b with respect
to these sums.

An example of an indirect use of the measured values would be using
these values in testing a hypothesis concerning the nature of the noise in

11
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the communication system. Suppose we let H, be t 2 hypothesis that the
noise is white gaussian noise. In the case when H, is true and given a
binary signaling technique (C2PSK, C2FSK, or NC2FSK) we can determine
P,y+ In order to test the hypothesis H, we choose an error probabiliy o
such that we want our test to decide correctly that H, is true with
probability 1 - o. We use the probability « to determine a threshcld R
such that if r,, + ry; < R, then by choosingH,to be true we can be cor-
rect with probability 1 - . Thus, when we reject the hypothesis H, for
Teo *+ Iy; > R, we are incorrect only with probability a. Clearly R is a .
function of P,,, o, and Ny + Ij; and R 1s determined by the equation: ' i

R /e +N,) K Noo + Ny, - K
z : P.b (l = P.b) =1 -«
K=0. K

AREAS FOR FURTHER INVESTIGATION

In the area of redundant encoding techniques, concatenated or nested
codes will be investigated since they show promise of iigh noise re-
sistance. In the area of modulation and signaling techniques, multi-
level or M-ary techniques such as MPSK, MFSK and combined modulation
techniques will be investigated. A previous report (see Reference 9)
will provide the background basic to this investigation. In the area
of detection techniques, non-parametric detectors will be investigated
due to their promise of a lower probability of error when the noise is
not additive white gaussian noise.

It is also planned that physical implementation of these techniques
will be pursued in the form of a real time digital receiver with ample

consideration being given to software as well as hardware oriented digital
recelver design.

We would like to thank J. W. Linnehan (NRL Code 54lL) for his helpful
attitude and constructive criticism in the preparation of this report, and
Dorothy M. Creamer for her patient and expert typing help.
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APPENDIX 1

For the low Fy /N, ratio case of the NC2FSK-Sum Block Decision Tech-
nique we investigate the distribution of E(B,) assuming that the B, block
was transmitted and that the B, block was not transmitted. In what fol-
lows, we will use the symbols given in Diagram 2 and let s be the signal
power, o° be Lhe average noise power and ¢, be the phase distortion of
the signal for the ilP bit.

First let us suppcse that the B, block was not transmitted. It is
well krown (see Reference 1, page 16%3) that, for all i = 1, ..., N,
is a Rayleigh distributed random variable with density function

/2
P(}%'1 ;X) given by:

fgz- exp[-¥ /2*], x> 0

P(/Z}} 5X) =5
‘\? , XS0
From Reference 8, page 79 it follows that the density function of Z“

is:

P
i 5}3— exp[-Y/2%®], Y> 0

P(Z,,3Y) = {

)

\_O »y Y0

Thus from Reference 8, page 173 we see that for all i =1, ..., N, Z,
is an exponential random varisble with parameter 1/2°. Now

N
E(BJ) =Z Zy, is the sum of N independently and identically distributed

i=1
exponential random variables with parameter 1/2::a . From Reference 8,
pages 194-5 we have that the moment generating function of each Z“ is
given by:

1

Myt = n

fort<a—;‘,-

From Reference 8, page 203 we see that the moment generating function
of £(B,) is given by:

M(E(B,); t) = for t < g3r

k.
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Now M(€(B, );_t) is the moment generating function of the random vari-
able §(B, ) where E(Bj )/c® has a Chi-Squared Distribution with 2N degrees of
freedom.” Thus € (B, )’ is determined to within the constant C = 1/0® by a
Chi~Squared Distritution with 2N degrees of freedom.

Next let us suppose that the B, block was transmitted. We consider
first the distribution of Z,,. Clearly 2,, = ¥(Jj, c, 1) + @ (J, s, 1)
where X(j, ¢, i) and X(j, s, i) are the quadrature components associated
with B, for the i h bit. From Reference 1, page 168 we see that, since
B, was transmitted, X(j, ¢, i) has a normel distribution with mean =

s cos ¢, and variance and X(j, s, i) has a normal distribution with
mean =,/s sin ¢, and variance = o°. From Reference 8, page 169 and Refer-
ence 4, pages hé-SZ we see that ¥ (Jj, ¢, i)/0® and ¥ (j, s, 1)/0® have a

non-central Chi-Squared Distribution with one degree of freedom and non-
central parameters s cos® ¢, /0® and s sin® ¢, /o®, respectively; hence
from the additive property Z,,/c® = ¥ (j, ¢, 1)/0® + X (J, s, 1)/c®, has
a non-central Chi-Squared Distribution with two degrees of freedom and
non-central parameter s/o® = 2E,/N,. Using the additive property and
since the Zh, are independently and identically distributed, we see that

E(B‘1 )/cy2 =Z Z“/oz has a non-central Chi-Squared distribution with 2N
i=1
degrees of freedom and non-central parameter 2N E,/N,. Thus §(B,) is
determined to within the constant C = 1,/6° by a non-central Chi-i‘\que.red
istribution with 2N degrees of freedom and non-central parameter 2N E, /Ng




APPENDIX 2

For the low E, /N, ratio case of the NCB2FSY-Add Block Decision Tech-
nique, with equi-distributed complementary block encoding, we investigate
the distribution of E(B,) assuming that the B, block was transmitted and
that the B, block was not transmitted. In what follows we will use the
symbols given in Diagram 3 and let s be the signal power, o° be the average
noise power and ¢, and ¢, be the initial, unknown signal phases at f, and
f; » respectively.

First let us suppose that the B; block was not transmitted. Fromn
Reference 1, page 168 we see that the quadrature components appearing in
Y(By, s, fo), Y(B;, ¢, fo), ¥(B;, s, f;) and Y(B;, ¢, f;) have normal
distributions with mean = O and variance = ¢®. From Reference 8, page 200
it follows that Y(By, s, f,), Y(By, ¢, fo), ¥(B, s, f,), and ¥(By, ¢, f;)
have normal distributions with mean = O and variance No® /2. Thus from
Reference 8, pages 169, 180 it follows that Y*(B,, s, f,)/(N?/2),
¥ (Bj s Cy fo)/(mZ/z), ¥ (33 » Sy §y )/(l\ba/z) and YE(B; y C 0y )/(l\ba/g)
have a Chi-Squared Distribution with one degree of freedom. Hence
B (B, f,)/(N?/2) = ¥ (B,, s, £,)/(0c®/2) + ¥ (B, c, £,)/(N?/2)
and EE(BJ 3 fl)/(]\ba/2) = Ya(B » S, §) )/(I\ba/z) + Ya(B,,.» Cy f;)/(l‘ba/Q)
have, from Reference 8, page %Ol, a Chi-Squared Distribution with two
degrees of freedom. Using this additivity property again we see that
€3,)/(%°/2) = B (B,, £,)/(%?/2) + B (B, £,)/(Nc®/2) has a Chi-Squared
Distribution with four degrees of freedom. Thus E(B,) is determined to
within the constant C = 2/No® by a Chi-Squared Distribution with four de-
gr- es of freedom.

Next let us suppose that the B, block was transmitted, From Reference
1, page 168, we see that the quadrature comporents appearing in Y(B,, s, f,),
Y(By, ¢, f,), Y(B;, s, f;) and ¥(B,, ¢, ;) have a normal distribution with
means = /3 sin @, /5 cos @,, /& sin ¢, and /s cos ¢, , respectively and
variance = g®. From Reference 8, page 200 it follows that Y(B,, s, ),
Y(B,, ¢, £,), Y(B, s, 1;1) and Y(B,, ¢, f;) have a normal distribution with
m s = N/% sin @,/2, N’s cos ¢@,/2, N5 sin ¢, /2 and N3 cos &, /2, respec-
tively and variance No® /2. Thus from Reference 3, page 169 and Reference
L, pages 48-52 it follows that ¥*(B,, s, f.)/(rb’/eg, Y (B, ¢, £,)/(M?/2),
¥ (8, s, f,)/(N?/2) and ¥*(B,, ¢, £;)/(N*/2) have & non-central Chi-
Squared Distribution with one degree of freedom and non-central parameters
Ns sin’ @,/2®, Ns cos® @, /20*, Ns sir® ¢, /2 and Ns cos® @, /2", respec-
tively. Using the additive property we see that B (B,, f,)/(No®/2) =
Bl r.;?(m'/z) PG e /08 wa 5 /06 2) o
¥ (B, s, f)/(N?/2) + ¥*(B,, ¢, f;)/(No®/2) have a non-central Chi-Squared
Distribution with two degrees of freedom and non-central parameter
Ns/2® = N Ex/u. Using the ulditivig property once arain we see that
6(8,)/(%*/2) = E*(B,, 1,)/(N"/2) + (B, f,)/(No®/2) has & non-central
Chi-Squared Distribution with four degrees of freedom and non-central parame
eter 2N E,/N,. Thus £(B,) is determined to within the constant C = 2/No®
by a non-central Chi-Squared Distribution with four degrees of freedom and
non-central parameter 2N E, /N,
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APPENDIX 3

For the low E, /N, ratio case of the NCB2FSK-Add, Subtract Block De-
cision Technique with equi-distributed random orthogonal block enc~ding
we investigate the distribution ofE(B ) assuming that the B, block was
transmitted and that the B, block was not transmitted. In what follows
we will use the symbols given in Diagram 3 with Y(BJ » S, £, ) and
Y(By, ¢, fi ) replaced by Z(B,, s, f, ) and Z(B,, ¢, f,) for j = 0, 1 and
k = 0, 1 and let s be the signal power, o°be the average noisc power and
@ and ¢, be the initial, unknown signal phases at f, and f; , respectively.

First let us suppose that the B, block was not transmitted. Due to
the encoding employed and from Reference 1, page 168 we see that, for each
of the sums Z(By, s, f,), Z(B,, ¢, £;), Z(B,, ¢, f) and 2(By, ¢, £,), N/b
of the N/2 positive and N/4 of the N/2 negative quadrature components ap-
pearing in the sum have a normal distribution with means = /s sin ©o »

/s cos gy, /B sin g, and /5 cos ¢, respectively and variance = ¢® and the
other N/f& positive and N/LL negative quadrature components appearing in
the sum have a normal distribution with mean = O and variance = ¢®. Hence
the sum of the N/2 quadrature components with respect to either the nega-
tive or the positive portion of each sum has from Reference 8, page 200 a
normal distribution with means = W3 sin @, /4, N3 cos @, /4, W5 sin ¢ /b
and /s cos ¢, /I respectively and variance No® /2. Hence taking into ac-
count the signs acsociated with each portion we see from .eference 8,
pages 199-200 that (B, s, f,), Z(B;, ¢, f,), Z(B,;, 5, ;) and z(B,, c, fy)
each have a normal dis:ribution with mean = O and variance = No® . Thus
from Reference 8, pages 169, 180 we see that 2 (B,, s, f,)/No?,

Z° (B, , c, £,)/%°, Zg(BJ s 8y £,)/Ne® and 22 (B,, c, f,)/N° each have a
Chi~Squared Distribution with one degree of freedom. From Reference 3,
page 201 it follows that B (B,, f,)/No® and E° (B,, f )/No® each have a
Chi-Squared Distribution with two degrees of freedom. Using this addi-
tivity property once again it follows that e(B.1 )R = E (8, f,)/N® +
E’(B, fy )/No® has a Chi-Squared Distribution with four degrees of freedon.
Thus' &(B, ) is determined to within a constant C = 1/N¢® by a Chi-Squared
Distribution with four degrees of freedom.

Next let us suppose that the By block wes transmitted. In this ra-e
each of the N/2 positive quadrature component uerms appearing in the sums
2(B,, s, fy), 2(By, c, £y), 2(By, 5, fy) and Z(B,, c, t;) has a normal dis-
tribution with means = /% sin @, /T cOS gy, /S sin ¢ and /s cos ¢, re:-
pectively and variance = o® and eazh of the N/C negative quadrature componen’
terms appearing In these sums has a normal distribution with mean = 0 and
variance = ¢®. Thus from Reference R, page 200 it follows that the sum of
N/2 positive quadrature component terms in these sums have a normal distri-
bution with means = N/% sin @, /2. WE cos 9, /2, W3 sin @ /7 and W/7F ~ o /2
respectively and variance = No® /2 and the sum of the I/? nerative quairature
component terms in these sums have a normal distritmtion with mear. = 0 and
variance « No® /2. Hence taking into account the sign: asscclated with cach
type of sum we see from Reference 9, pages 199 and 200 that Z(B, y Sy T4l
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Z(By, ¢, fy), 2(B;, s, ;) and Z(BJ » ¢, fy ) have a normal dirtribution

with means = N/5 sin @,/2, WS cos ¢,/2, W3 sin ¢ /2 and W/F cos ¢ /2
respectively and variance = No®. Thus from Reference 3, page 169 and
Reference L, pages L8-52 it follows that Z(By, s, f, )/No®

z(By, ¢, £,)/N?, Z(By, s, f;)/N? and Z(B,, c, f;)/N® have a non-

central Chi-Squared Distribution with one degree of freedom and non-

central parameters Ns sin® ¢, /4, Ns cos® ¢, /b, Ns sir® ¢, /4 and

Ns cos® /4 respectively. Using the additivity property we see that

B (B, ?5/%2 = 72 (B, , s, £,)/M® + 2 (B, c, f,)/No® and F° (B,, f;)/Ne® =
Vo (BJ y 55 £,)/Me® + Zé(BJ , ¢, f;)/lo® have a non-central Chi-Squared
Distribution with two desrees of (reedom and non-central parameter

Ns/b = N By /2N,. Usine the additivity property once again we see that
€B,)/N? = ¥ (8,, £,)/M® + ¥ (B, f;)/N° has a non-central Chi-Squared
Distribution with four degrees of freedom and non-central parameter N E,/N,.
Thus (B, ) is determined to within the constant C= 1/%® by a non-central
Chi-Squared Distribution with four degrees of freedom and non-central param-
eter N E, /N, .
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