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ABSTRACT

An information retrieval system was developed using technical
word occurrences as a basis for classification.

A set of words,designated a vocabulary,was selected from the
middle range of a frequency listing of words occurring in an
experimental sample of 94 documents. The selection produced 115
non-function words with technical definition that did not allow
ambiguous usage and they were assigned one of eighty concept
numbers. The frequencies of these concepts served as data for
factor analysis and 39 factors were extracted to represent the
orthogonal axes of a geometric subject-content space. The lcca-
tions of concepts in this space were used to locate the geometric
position of documents according to their frequencies in the
cocuments.

The total of 194 documents was used in the measuring of
system effectiveness. The Mahalanobis p? function provided a
statistical measure of the separation between relevant and
not-relevant groups in the space. Linear discriminant functions
were solved to maximize between group differences and Fisher's
variance ratio was used to test the significance of group
separation. Lmpirical and theoretical probabilities of misclas-
sification were compared and system error on the averege was .2%
for relevant and 4.1% for not-relevant documents. Theoretical

errors were 96.9% and 3.1% respectively. Th2 small cysiem errurs
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validated the accuracy of the 39 dimensional subject-content
space.

Requests formulated for a previous experiment using the
same data base were processed. Precision and Recall measures
were calculated and on the average 66% Precision and 80% Recall
were attained with one of three dissemination thresholds.

Overall analysis of the results supports the theory that
statistical data about word occurrences is sufficient to

accurately represent documents relative to their subject content.
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1. PURPOSE
The theory tested is whether a classification scheme developed
from information concerning the occurrences of technical words can

accurately represent documents relative to their subject content.

2. APPROACH

The number of occurrences of pre-selected technical words
in a sample of the data base was factor analyzed. The result
was a multi-dimensional classification space where the location
of documents was an indication of subject content. Access to the
space for retrieval purposes was gained by locating requests in
the same manner as documents. The proximity of documents to

the request was the basis for determining relevance.
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3. EXPERIMENTAL DESIGN

3.1 DATA BASE COLLECTION

The data base was organized to reflect the interests of
personnel employed in the Information Processing Branch of
RADC who served as test subjects for this experiment. Articles
representing 23 subject fields were selected from information
processing journals. From these articles, parts were extracted
according to specific content as follows:

1. An abstract or section which best represents the
article's content

2. A section about the methods involved

3. A section about results

4. A section not representative of the main theme or
article content
These sections were used to represent the journal articles
and are referred to as documents in the data base. Although
all sections were not present in some articles, the 134 documents
collected contained as a minimum an abstract (or a suitable

substitute section) and as a maximum all of the above sections.

3.2 VOCABULARY SELECTION

Vocabulary selection plays a crucial role in the development
of this type of retrieval system where the final content repre-
sentation of documents and search requests is dependent on the

vocabulary terms occurring in each.




For this experiment, a random sample of 94 documents was
selected from the data base to develop a classification scheme.
The following procedures were used to select terms from the
experimental sample. First a frequency program listed all single
words and their total occurrences from most to least frequent.
Then to obtain maximum discriminant power between subject fields,
terms were selected from the middle range of frequencies. High
frequencies are associated with words used in most of the fields
whereas low frequencies are indicative of words highly specific
to a minute portion of a total field. The middle range boundaries
were arbitrarily selected since they are functions of individual
data bases and the total number of different words appearing in
them. Frequencies of 115 and 19 were chosen. Words within these
boundaries were selected for the vocabulary if they had technical

definition which was not so broad that usage could be ambiguous.

Complying with all boundaries and restrictions, the frequency
listing yielded 80 single terms. Further analysis of words that
occurred less than 20 times revealed certain forms (plurals, etc.)
of the words chosen for the vocabulary which should be included
also. Tor example, the selected word "handwritten" in a document
about handwritten character recognition may also be found in such
forms as 'written" and "handwriting" due to style or the tense of
the sentence in which it would appear. Consequently, those forms
of vocabulary words considered desirable were included if the sum
of their frequency and the original word's frequency did not

exceed the upper middle range boundary of 115. This increased

3




B

the total number of vocabulary words to 115. The 80 single terms
were assigned concept numbers from 1 to 80 and the attached forms

were given the same concept number as the original.

3.3 FREQUENCY DATA

A program called WORD MATCH then processes the 194 documents
and counts the occurrences of each vocabulary word in each document,
These word frequencies form a 194 x 80 document-term matrix and
those frequencies associated with the experimental sample are

then processed by program FACTOR ANALYSIS.

3.4 FACTOR ANALYSIS

At this point the content of each document is represented by
the number of occurrences of each concept in the document. The
minimum residual method of factor analysis extracted 39 factors
which were rotated to a varimax solution of simple structure

(Harmon; Lawley and Maxwell). Consequently, each word is represented

by a 39 element vector where each value is the relationship the

word has to that factor.

3.5 DOCUMENT LOCATIONS

The 39 factor locadings for any vocabulary word are best
described as the geometric representations of the position of
that word in a 39 dimensioral orthogonal space. The 39 geometric
representations necessary to describe the position of a document

in this space can be derived from the loadings of words which

occur in that document. One method of calculating document
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locations (Ossorio) averages respective factors across words
and weights this by taking into account the consistency of
these factor loadings. Only that part which calculates the
average of the word factar loadings was used so that fre,uency

data was the only influence on system effectiveness.

e a1
iD, N iw
] k=1 k

where
. . .th
FiD = the 1£h factor loading for the j— document.
j
. th .
Fiwk = the i— factor loading of the xth
. . .th
vocabulary word occurring in the j— document.
N = the number of vocabulary words occurring in the

.th
37 document.




4, SYSTLn EFFECTIVENESS MEASURE

Thewr: ar= various methods of measuring the effectiveness of a

retrieval system (“w:t:). Some require the formulation of requests

l to effect retriev-1l, and require knowledge of the total number of

documents relevant to ea.h request in order to compute effectiveness.

4,1 REFUTST Problem

SIRS as suchi dons not allow for a straight-forward method of
request formulaticn. JTn some systems such as SMART (Salton), the
request in sinply a fuw sentences which state the user's needs.
Others require tre user or an information specialist to transform
the request into a set of xeywords which best represent the user's

needs. The uc<r or spec.=list may also be allowed to weight these

keywords according “o relative importance At first glance,

this type o% request formulation would seem suitable to SIRS where
the weights are frequency estimates. However, at this point in time
such weights would be strictly speculative. The method of retrieval

through keywords is tested and results are presented in Section 9.

4.2 RELEVANT DOCUMENT SELECTION

A method of evaluating the effectiveness of SIRS without
benefit of retrieval was developed through multivariate statistical
analysis techniques. In a previous experiment for which this data
base had been compiled, 9 engineers were asked to formulate requests
(sentence type) pertinent toc their areas of interest resulting in
19 inquiries. The engineers were asked to manually search the data
base and select those cdocuments wnich satisfy each of their requests.

]
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Assuming the remaining documents to be not-relevant, the effective-
ness of the system should be a function of the distance between the

two sets of documents in the space.

4.3 MAHALANOBIS D2

The geometric representation of a document consists of 39 factor
lcadings which form a vector from the origin to the point which
locates the document in the space. The user has decided which
documents are relevant to his request so that it can be represented
by a corresponding number of relevant document vectors. The remain-
ing documents in the data base represent a set of not-relevant
document vectors. A mean document vector can be calculated for
each set simply by averaging corresponding factors, A mean differ-
ence vector results when corresponding factor loadings of the mean
relevant document vector and the mean not-relevant document vector

are subtracted. The following notation was used:

R
X = set of relevant document vectors.

i
R
’(.= set of not-relevant document vectors.
i
—R
= mean relevant document vector.
—R
’( = mean not-relevant document vector.




size of the relevant set of documents

=8
“

o

size of the not-relevant set of documents.

Then

is the mean difference vector.

There is a variance associated with each s~t of documents given
by

N

7]
I
f—

R Rl _ _ 7|
- XX
by 1 R

R li=1

Py
=

(prime notation indicates matrix transpose).

Ny = = S
s -: fX;R)(—Nﬁ)_()?R
R [i=1

SR and % are variance-covariance matrices for each set of

documents where the diagonal elements are pure variances and

the off diagonal elements are covariances.

The two matrices are

vt
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combined tc form a pooled variance-covariance matrix using the

following formula.

(Np-1)8, + (N - 1)8,
NN -2

Mahalanobis D2 is a multivariate statistical method for calculating

the square of the distance between two samples (Li).

n-d's‘d

4.4 STATISTICAL SIGNIFICANCE
The Mahalanobis D? value can be tested to determine if the
distance between the means of the two groups is statistically

significant. Fisher's variance ratio F can be used to test i

significance (Li).

(N-2)p N=N, + N

2 . .
where T is Hotelling's generalization of Student's t2 and is

N
T2=: R Ng D2
N, + Ny
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All the notation except for p has been defined previously.
P = the number of variables considered (39 factors).

The degrees of freedom associated with F are

V=N -p - 1=1294 -39 <15z 154

Vl is the degrees of freedom for the numerator of F and 112

is the degrees of freedom for the denominator.

Of 19 requests, D2 was found to be significant in 14 cases
at the .05 level with 12 of these significant at the .01l level.
These results are interpreted to mean that in 14 requests, the
mean of the relevant set of documents is significantly different
from the mean of the not-relevant set of documents based on their
respective factor loadings with error of 5% or less. As a minimum,
the system is based on information which is useful in most cases
in distinguishing between two groups of documents. llowever, more
meaningful measures are needed to extend the concept of signifi-

cance to retrieval effectiveness.

10
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5. LINEAR DISCRIMINANT FUNCTION.
In the previous section the variance ratioc F is calculated
as a direct function of D2 by substitution of the expression for

the genaralized T2.

N-p-l-NRNi.D2
(N-2)p N

F=

The first ratio is constant across requests because neither N nor p
change. The second ratio limits the value of F and requires large
distances between groups when large disparities in size exist. It
is possible for a small group of relevant documents to be imbedded
in a large group of not-relevant documents and still have a statis-
tically significant distance between their means. Thus, the groups
overlap or intermingle and it becomes difficult to distinguish
members of the smaller group from some members of the larger group.
A transformation must be performed on the data such that maximum
difference is achieved between the two groups.

Discriminant function procedures are such that the measures
on the variables are combined to produce maximum differences

between groups.

L=alx+a2Y

11




is a linear discriminant function fcr a two dimensional (or variable)
case. The coefficients are calculated in such a manner that maximum
difference is exhibited through the discriminant scores (L values).

In the present situation the linear discriminant function would be

of the form

L1 = a\IX1 + 32X2+. . +a39 X3<3
where the X's are the 3¢ factor loadings of the first document. The
linear discriminant function describes a line with 194 points on
it representing the discriminant scores calculated for the data base.
The following formulas can be used to calculate tne mean discriminant
score for each group in order to circumvent the calculation of all

discrininant scores.
—1 = R -1 ’ <R
L=(S'dyx L=(8 dyX*

The discriminant function increases discriminating power between

groups without changing the distance between their means since

12




5.1 PROBABILITIES OF MISCLASSIFICATION.
Under the assumption of normality and equal variances, the
two groups may be geometrically represented along the linear

discriminant function as shown in figure 1.

<« D

A N\

—»
L. ¢ increasing
R A R positive

A« b g

Fig. 1

Relevant and Not-Relevant Groups Projected on the
Linear Discriminant Function

The line AA is the midpoint between the +wo group means. If any a
priori probability is not introduced, line AA would represent

the decision boundary for classification into one of the two groups.
The probability of misclassification would be equal for both and is

represented by the shaded portion in Figure 1.

The conventional procedure used to reduce the probability of
misclassification in linear discrimirant analysis when clascifying
into one of two groups is to introduce a loss or cost function, or
both. (The cost of misclassification is usually difficult to assess

and will not be considered). The relationship used in reduction is

13
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dependent upon the mean discriminant value associated with each
group. For example, in this system LR > LR (see fig. 1), then the

loss function is the log of the ratio of the a priori probabilities

of the groups

In(§ / Py

where
R=Ng /N R=Ng/N

The natural logarithm is used because each group has a probability
density function which is exponential to the base e. The location

of line AA (fig. 1) on the discriminant function is defined as

(LR+ Ly )/2

and misclassification is reduced by subtracting the loss function

[(Lp + Lg)/2] - 1n(R, / R

This expression relocates the decision boundary such that

misclassification is decreased for the more probable group.

1y




In any document retrieval system, the number of documents
relevant to a request is always much smaller than the number

not-relevant. This establishes two situations:

a. The not-relevant a priori probability is greater than
that for relevant which results in decreased misclassification for

the not-~relevant group.

b. The loss of relev:at documents in retrieval increases

which reduces the effectiveness of the systenm.

Therefore, the loss function must be revised to decrease misclas-

sification of relevant documents.

In order to maintain loss as a function of the system, the
Teciprocal of the a priori ratio is used which moves line AA
(fig. 1) to the left and reduces misclassification of relevant

documents.

[(Ly + Lg)/2]) - 1n(R/ P,)

(It is obvious that adding the original loss function produces the
same results). This expression defines the location of the

decision boundary in terms of its discriminant value.

15
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It is necessary to find this discriminant score in terms of

its standardized distance from the relevant and not-relevant
group means in order to determine the prcbabilities of
misclassification. This can be done by using the familiar 2

score formula which is generally written as

X - M

(4

~N
I

Then

R R G YA B
ZR— D

and

Al 2] - aner s e ) -
Z5= -

The probability of misclassifying a relevant document as

not-relevant is given by

R~ p[ZRz Z]

16




¢ad for misclassifying a not-relevant document as relevant

R=pz > 7]

both of which can be found by using a normal table of

probabilities.

17




e RN o) b ot MRS s o ] Bt 4ttt

e s S

e B et L L e s

6. RANDOM CLASSIFICATION.

If the documents were to be classified strictly by a
random procedure based on a priori probabilities of relevant
and not-relevant documents, then the probabilities of correct
or incorrect classification would be contingent upon the
number of documents in each class. For example, if 10%
of the documents are relevant, then the probability of
misclassifying a not-relevant document as relevant is .10
and ,90 for misclassifying relevant as not-relevant. Each
request is described by the number of relevant and not-relevant

documents which allows determination of random classification

probabilities.

18




7. RESULTS.

Retrieval effectiveness has been measured by the degree
of error introduced by the system as compared to the degree
of error which would be introduced by random classification.

The system processed two types of request representation.

7.1 REQUEST REPRESENTATION I.

All the documents judged relevant by the request formulators
were used to represent the relevance document vector and the
remaining documents were used to represent the not-relevant
document vector for each request of the lu4 which were found to
have significant p2 values (Section 4.3). Results are summarized

in Table 1 where

P(CRIR) = The probability of misclassifying a relevant

document as not-relevant.

P(CR|R) = The probability of misclassifying a not-relevant

document as relevant.

19




Table 1

PROBABILITIES OF MISCLASSIFICATION FOR 14 REQUESTS USING ALL
RELEVANT DOCUMENTS AS THE RELEVANT DOCUMENT VECTOR

System Results Random Results

P : Requests P(CRIR) _P(CR|R) P(CRIR) P(CR|R)
1. (1) .004 L1512 .954 .0Y6

, 2. (5) .002 .087 .964 .036

: 3. (6) 004 .063 L9172 .088
b, (7) .001 .0u6 .985 .015

5. (8) .001 .007 .933 .067

6. (9) .002 .055 .974 .026

! 7. (10) .001 .033 .970 .030
8. (11) .001 .029 .979 021

9. (12) .001 .001 .995 .005

10. (13) .001 .013 .990 .010

11. (16) .001 .023 .964 .036

12, (17) .002 072 .979 .021

13. (19) .001 .001 .985 .015

. (20) .001 .001 .979 021

H AVG. .002 041 .969 .031

Note: Numbers in parenthesis are original request
identifications.

20
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It is obvious the system has performed much better than random
classification would allow. On the average, the system misclas-
sifies .2% of the relevant documents as not-relevant and
m°sclassifies 4.1% of the non-relevant documents as relevant.

Respective average misclassifications due to random procedures

are 96.9% and 3.1%.

7.2 REQUEST REPRESENTATION II

Three relevant documents were randomly selected from each
of tne 19 original requests to represent the relevant document
vectors. FEight requests proved significant and these turn out
to be a subset of the 14 significant requests used in the previous
request representation analysis. Again the system performs much
better than chance would allow. On the average, (Table 2) the
system misclassifies .07% of the relevant documents as not-relevant
and 1.76% of the not-relevant as relevant., Average random errors

are 98.5% and 1.5% respectively.

21




Table 2

PROBABILITIES OF MISCLASSIFICATION FOR 8 REQUESTS USING 3
RANDOMLY SELECTED RELEVANT DOCUMENTS TO REPRESENT THE
RELEVANT DOCUMENT VECTOR

System Results Random Results
Requests P(CR|R) P(CR|R) P(CR|R) P(CR|R)
1. (%) .0001 .001 .985 .N15
2. (7) .001 .0u6 .985 .015
3. (10D .001 .027 .985 .015
4, Q) .001 .033 .985 .015
5. (13) .001 .015 .985 .015
6. (17) .001 .018 .985% .015
7. (19) .0001 .001 .985 .015
8. (2) .0001 .001 .985 .015
AVG. .0007 .0176 .985 .015

22
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8. DOCUMENT RANKS.

In Section 5, it was shown that discriminant scores (L values)
could be calculated for every document in the data base within
each request by solving the linear discriminant funection
associated with each document, These scores ares projections of each
document's geometrical repressantation on to the discriminant line.

Figure 2 shows the range of such scores for a request.

Ly Ly

= 72 7)) 72
-7.707 -.637 13.086 28.602

Fig. 2
Range of Discriminant Scores
for a Request
The document with the highest probability of being relevant is
represented by the 28,602 discriminant score whereas -7.707
represents the document with the highest probability of being not-
relevant. The documents can be sorted in descending order of their
discriminant scores and their positions from the top of the list
yields their ranks. For all practical purposes, only the known
relevant document's ranks need be determined and these are reported

in Tables 3 and u.

23
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Table 3

RELEVANT DOCUMENT RANKS PER REQUEST WHEN ALL RELEVANT
DOCUMENTS FORM THE RELEVANCE VECTOR

4‘_,_, S U —

Requests Relevant Dochment Ranks

1. (1) 1,3,4,5,8,9,10,11,21

2. (S) 1,2,4,5,6,10,1u4

3. (8) 1,2,3,4,5,6,7,8,10,11,12,14,16,22,23,24,31
b, N 1,4,23

5. (8) 1,2,3,4,5,6,7,8,9,10,11,13,15

6. (9) 1,2,3,5,13

7. (1e) 1,4,5,6,7,9

' 8. (11) 1,2,3,5
t 9. (12) 1
! 10, (13) 2,3
11.  (16) 1,2,3,4,6,9,14
12. QM 1,3,8,12
13. (19) 1,2,4
14, (20) 1,2,3,4

24
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Table 4

RELEVANT DOCUMENT RANKS PER REQUEST WHEN 3 RANDOMLY SELECTED
DOCUMENTS FORM THE RELEVANCE VECTOR

Requests Relevant Document Ranks
1. (52 1,2,4,20,52,68,1u9

2. (1) 1,4,23

3. (10) 1,4,5,6,7,18

¥, (11) 1,2,3,8

5. (13)* 2,4

6. (17) 1,3,10,28

7. (19) 1,2,4

8. (20) 1,2,3,4

*A marginal relevant document was used as the third
random document.

8.1 RESULTS OF RANKINGS.

The appearance of many low ranks in Tables 3 and 4 indicates
the discriminant function technique does place most of the relevant
documents at the upper end of the scale. In Tables 5 and 6 the
above data is condensed intc intervals of ranks for convenience

of analysis.

25




Table S

RELEVANT DOCUMENT RANKINGS PER RETRIEVAL INTERVAL WHEN ALL
RELEVANT DOCUMENTS FORM THE RELEVANCE VECTOR

Number of Relevant Documents

Retrieved Per Interval

Total
Requests 1-10 11-20 21-30 31-40 Above 40 Relevant
1. (1) 7 1 1 9
2. (S) 6 1 7
3. (6) 9 Y 3 1 17
4, (7) 2 1 3
5. (8) 10 3 13
6. (9) ) 1 5
7. (10) 6 6
8. (11) 4 y
9. (12) 1 1
10 (13) 2 2
11. (186> 6 1 7
12. (@17) 3 1 Yy
13. (19) 3 3
4. (20) 4 u
Total 67 12 5 1 0 85
% 78.8 14.1 5.9 1.2 0

28
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Table 6

RELEVANT DOCUMENT RANKINGS PER RETRIEVAL INTERVAL WHEN 3
RANDOMLY SELECTED DOCUMENTS FORM THE RELEVANCE VECTOR

Number of Relevant Documents

Retrieved Per Interval

Requests 1-10 11-20 21-30 31-40 Above 40 Rzgzgint
1. (5) 3 1 3 7
2. A7) 2 1 3
3. (100 S 1 6
4, (1) 4 y
5. (13) 2 2
6. (17) 3 1l Y
7. (19) 3 3
8. (20) y y
Total 26 2 2 0 3 33

% 78.8 6.

-]
o
)
(=]
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—

8.2 RESULTS OF INTERVAL RETRIEVAL.

High percentages of relevant documents (78.8%) falling into
the first interval (ranked among the top 10) demonstrates the
discriminant power of the system. Table 5 reveals that 92.9%
of the relevant documents are ranked among the top 20 using
request representation I. From Table 6 it can be seen that 8u4,9%

are ranked among the top 20.
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9. REQUEST FORMULATION.

Although tne problem of determining what type of request would
be suitable to this system has not been investigated, one form was
applied in the course of this experiment.

The original 19 requests were formulated in natural language
asking for literature to satisfy a particular need. These requests
were transformed into keyword lists of terms selected from the
vocabulary on the following basis:

(a) the terms actually appear in the request
(b) subject content suggests particular terms
The geometric representations of the words compiled for each

request were mathematically combined to form a request vector. The

vector describes a user position in the 39 dimensional space
generated by the factor analysis (Section 3.4) and the proximity
of this position and document positions reflects similarity of

subject content. Euclidean distances between user and documents

forms the basis for retrieval and the cutput is a sorted list of

these distances in increasing order with appropriate document

identification attached., Table 7 is similar to Tables 5 and 6

in that the document ranks are reported in t=rms of retrieval

intervals,
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Table 7

RELEVANT DOCUMENT RANKINGS PER RETRIEVAL INTERVAL USING KEY-
WORDS AS REQUEST REPRESENTATIONS AND EUCLIDEAN DISTANCE AS

RETRIEVAL CRITERION

Number of Relevant Documents

Retrieved Per Interval

Total
Requests 1-10 11-20 21-30 31-40 Above 40 Relevant
1. (1) 4 1 2 2 9
2. (2) 2 2 Y
3. (3) 2 1 1 u
4, (W) 3 3 6
5. (%) 1 1 5 7
6. (6) 6 S 2 3 16
7. 1) 3 3
8. (8) Y 1 2 1 5 13
9. (9) 1 4 S
10. (10) 4 1 1 6
11, (11) 3 1 4
12. (12) 1 1
13. (13) 1 1
14, (1w) 1 y 5
15. (1s6) 4 1 1 1 7
16. (17) 2 1 4
17, (18) 3 1 5
18, (19) 1 1 1 3
19. (20) y y
Total 39 13 10 ] L1 108
% 36.1 12 9.3 4.6 38
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9.1 RESULTS OF KEYWORD RETRIEVAL

Only 36.1% of the relevant documents were ranked among the top
10 whereas 38% were ranked above 43. If only the l4 significant
requests are considered (as in Table 5) then 33.3% of the relevant
documents receive ranks above 40, These results are not surprising
since the requests were not formulated with the multiplicity of
keyword occurrences in mind. Opposed to this is the system which
has located the documents in the space by giving weight to those

words which occur more frequently.
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10. DISSEMINATION THRESHOLD SELECTION

In a retrieval system where the output is a ranking of
documents according to some relevance criterion, a problem arises
in the determination of the number of documents to disseminate to
the requestor (user). Sorting and ranking the entire data base
can result in wasted computer time; disseminating too many
documents to the user can make his selection procedure tedious;

and both are impractical if the system were in an on-line mode.

10.1 INTUITIVE THRESHOLD

The use of an intuitive threshold (a constant number of
documents based primarily on not giving the user too many
documents) which is completely divorced from the relevance
criterion could result in low Precision and Recall. Precision
is defined as the ratio of relevant documents retrieved to the
total documents retrieved (Swets). Recall is the ratio of
relevant documents retrieved to the total number of relevant
documents in the system (Swets). These measures suggest that
the threshold selected have some relationship to the relevance

criterion.

10.2 STATISTICAL DECISION BOUNDARY
The most obvious dissemination threshold to use would be

the statistical decision boundary described in Section §5.1.
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However, it requires estimates of the a priori probabilities of
relevant and not-relevant groups of documents which would not be
available in practical situations. Consequently, two other

dissemination thresholds are calculated and results are compared

to the decision boundary (D. B.) results.

DB

Fig. 3

Statistical Decision Boundary

According to Fig. 3, the use of the statistical decision
boundary should result in a small loss of relevant documents

(shaded area to the left of the D. B. line) and an introduction

of some not-relevant documents (shaded area to the right of the

D. B. line). On the average, .2% of the relevant documents would

not be included and 4.1% of the not-relevant documents would be
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included in (Table 1) the group of documents disseminated to

the user. The not-relevant zet is always much larger than the
relevant set which could result in the dissemination of too many
not-relevant documents to the user.

It would be desirable to select a cut-off such that the
number of not-relevant documents disseminated would be reduced,
the loss of relevan’ .. cuments would not be appreciable, and
the threshold criterion has some relationship to the relevance
criterion. Two such dissemination thresholds (D. T.s) which are
distances measured from the mean of the relevant group as a

function of the between group variance were calculated as follows:

L~ 2 417

#1 D.T.

#2 D.T.

L- 2.5 T

Tables 8 and 9 show comparisons between retrieval results using
D. T.s and the D. B. for request representations I and II

respectively.
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10.3 RESULTS OF DISSEMINATICN THRESHOLD RETRIEVAL

A look at the first request reveals that 27 documents would
be disseminated to the user under the decision boundary criterion.
Nine of these would be relevant to the request, but 18 would not.
Using the #1 threshold, 15 documents are disseminated of which 8
are relevant and 7 are not with one relevant document excluded,.
Likewigse for the #2 threshold, cf 23 documents disseminated 9
are relevant and l4 are not with no loss 5f relevant documents.
For this request, the second threshold fulfills the requirements
of minimum loss of relevant documents and reduction in the number
of not-relevant documents submitted to the user. A few requests
do fare better under the decision boundary or the #2 threshold,
but on the wiole the #1 threshold fulfillis the requirements

more often.

Table 9 is read in the same manner as Table 8. Overall,
the #1 threshold lases 6 relevant documents more than the
decision boundary, but rediices the noise level from 43 to 12.
In comparison to the #2 threshold, 2 more relevant are lost
and Y4 less not-relevant documents are disseminated to the user,
In light of the fact that the largest number of documents to be
disseminated is only 15 {request 1l), it would seem that the

decision boundary is a more desirable ttreshold.

3
(7]




A i &

MR

10.4 PRECISION AND RECALL

The data in Tables 8 and 9 is converted to Precision and
Recall measures (Table 10) to clarify overall analysis of the
dissemination thresholds and also to facilitate comparison with

other retrieval systems that are evaluated in the same manner.
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PRECISION AND RECALL MEASURES FCR EACH REQUEST REPRESENTATION

Requests P
1. (D .33
2. ($) 26
3. (8) .58
. (1) .18
5. (8) .87
6. (9) .28
7. (10) .46
8 (11) .31
9. (12) 1.0
0. (13) .29
11. (18) .46
12. 1M .27
13, (1%) .50
v, €200 1.0
AVG, .48
PRECISI.
RECALL

Decision Decision
Boundary #1 D.T. #2 D.T. Boundary #1 D.T. #2 D.T.

Request Representation I Request Representation II

Table 10 .

P R P R P R

R £ _R P R P R
0

1.0 .53 .89 .39 1.
1

R P R P

1.0 .60 .86 .50 1.0 .75 L X] 1.0 ,14% 1.0 .29
.94 .65 .76 .62 .94
.67 .40 .67 .33 .67 .18 .67 LU0 .67 .33 .67
1.0 1.0 .77 .92 .85
1.0 L4 .80 .36 1.0
1.0 .63 .83 .60 1.0 .50 .83 .67 .67 ,63 .83
1.0 .44 1.0 .40 1.0 .27 1.0 .43 .75 43 .75
1.0 1.0 1.0 1.0 1.0
1.0 .40 1.0 .40 1.0 .22 1.9 .29 1.0 .29 1.0
.86 .83 .71 71,711

1.0 .33 .50 .33 .75 .30 .75 .67 .50 .50 .SO

1.0 1.0 .87 .67 .67 .S0 1.0 1.0 .67 .67 .67
1.9 1.0 .78 .75 .75 1.0 1.0 1.0 1.0 1.0 1.0
.96 .66 .80 .57 .88 ,u7 .84 .68 .68 .61 .71

number of relevant retrieved

total retrieved

number of relevant retrieved

total relevant
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10.5 RESULTS OF DISSEMINATION IN TERMS OF PRECISION AND RECALL

Overail, the #1 threshold is most desirable for both request
representations since it most closely adheres to the conditions of
reducing the number of not-relevant documents disseminated to the
user without losing too many relevant documents in the process.

For request Representation I, on the average 66% of the
retrieved documents are relevant and 80% of the relevant documents
are retrieved. The other two thresholds retrieve most of the
relevant documents, but of the documents retrieved, about half are
not-relevant.

For request Representation II, on the average 68% of the
retrieved documents are relevant and 68% of the relevant documents
are retrieved. The other two thresholds would retrieve more
relevant documents, but would also include more not-relevant

documents.
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11. SIGNIFICANCE FAILURE INVESTIGATION
In the course of this experiment, an attempt was made to find

out why 5 requests failed the statistical significance test. The

investigation was centered about the premise that some characteristics

of the relevant document sets of these requests differed from the
characteristics of the relevant document sets of the requests which

were statistically significant.

11.1 SIZE CF RELEVANT SET

Two of the non-significant requests had U relevant documents
and three had five relevant documents. Three significant requests
had 4 relevant documents and one had 5 relevant documents, thus
dispelling any suspicion of inadequate requests on the basis of

relevant set size.

11.2 PROXIMITY OF DOCUMENTS

Since the 39 factors are derived from the occurrences of
technical words, documents with similar subject content should be
located near each other in the 39 dimensional space. Euclidean
distances between each pair of documents in the relevant set can
be calculated using respective factor loadings. Average distances
can be compared between non-significant and significant requests
having the same number of relevant documents. The analysis reveals
that there is not any consistent difference between average

distances.
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11.3 CORRELATIONS

In general correlations are indexes of the degree of agreement
between measures on two variables. Factor loadings can be considered
as 39 measures and a correlation between two documents can be
calculated. These were calculated between each pair of documents
in each relevant set of the non-significant and significant requests.
These correlations were averaged to allow ease of comparison and
again no consistent differences occurred.

The investigation was stopped at this point because it became
obvious that a more detailed study would be needsd to uncover any

disparity between significant and non-significant requests.
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12. SUMMARY OF RESULTS AND CONCLUSIONS

The Mahalancbis D? - multivariate distance function - is
ugseful ir situations where the variables are measured on different
scales or where the scales are unknown. Factor analysis has
established a subject content space where the axes represent
information processing areas. The units of measurement are unknown
for such information with makes D2 appropriate for determining posi-
tional relationships between groups of documents. The fact that
these relationships can be statistically tested lends to the
usefulness of such a measure for evaluating retrieval effectiveness,
As for the linear discriminant function, it provides numerical
values for document positions which in turn allows ranking them
for purposes of determining the most probable relevant documents
to the mnst probable not-relevant documents. The linear function
maximizes separation between relevant and not-relevant groups
which tends to improve the accuracy of a retrieval system that
uses information of this nature. The feature that makes Mahalanobis
D2 and the linear discriminant function so important is that together
they allow the measurement of system error without going through the
mechanics of retrieval.

Two types of request representations were used to obtain
results for evaluating retrieval effectiveness in terms of the
degree of error introduced by the system as opposed to random

classification.
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Uging request Representation I, the system operates with an
average error of .2% when classifying relevant documents and u.1%
when classifying not-relevant documents. Random classification on
the average produces errors of 96.9% and 3.1% respectively. Using
request Representation II, average error rates are .07% and 1.76%
respectively and for random classification they are 98.5% and 1.5%
respectively., These results imply the 39 factors derived from the
statistical associations between technical words adequately describe
the classification space so that effective retrieval can be
accomplished.

The discriminant power of the system was tested by ranking
discriminant scores associated with each document from largest to
smallest and calculating percentages of relevant documents occurring
in retrieval intervals. This was done for each request under the
two types of request representations. For request Representation I,
78.8% of the relevant documents are ranked among the top 10 and
32.2% among the top 20. Under request Representation II, the
results are 78.8% and 8u.9% respectively,

One method of formulating requests for retrieval was tried
and resulted in only u48.1% of the relevant documents having ranks
among the top 20, proving keyword type of requests per se are not
suitable to this system. The type of request that is suitable is

not evident at this time and warrants further study.
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A dissemination threshold was sought which would reduce the
number of not-relevant documents included in retrieval without dropping
an appreciable number of relevant documents. It was found that the
#1 D. T. complies with this restriction, The data was transformed by
Precision and Recall measures to facilitate comparisons with other
retireval systems. For request Representation I, #1 D. T. results
in 66% of the retrieved documents being relevant and 80% of the
relevant documents being retrieved. For request Representation II,
both are 68%. The system has achieved higher Precision and Recall
than most retrieval systems have that are in use today.

Three types of tests were performed on the 5 requests which

failed the statistical significance test to determine if they

possessed characteristice different from the 14 significant reguests,
The findings were negative cnd suggest that a more detailed study

is necessary to either validate tnese results or expose any

e e e e e

underlying differences.

Overall, results have shown that an effective automatic

retrieval system using statistical word associations can be built

which would perform the retrieval task at a higher level than most

systems do today. Multivariate statistics has application to
i systems of this type, both in improving discrimination between
relevant and not-relevant documents and as a measure of retrieval

effectiveness.
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