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Summary

This report summarizes the recent work in the application of the Lie-series method to the solution of ordinary and partial differential equations.

After a short introduction the power series method which is a special case of the Lie series method of chapter III is described in chapter II. Further we discuss the interesting concept of recursion formulas and the calculation of the "transfer matrix" (connection matrix), the derivatives of the solution with respect to the initial values.

Chapter III deals with the numerical evaluation of the Lie series perturbation formula. This chapter contains the results of the report /29/, which has been written together with H. Knapp at the MRC, Madison, Wisconsin. Suitable quadrature formulas and recursions, statements on the order and error estimation are given. Numerical examples finish the chapter and compare the method also with that of Fehlberg.

In chapter IV we prove Gröbner's integral equation which leads to short proofs of the formulas of chapter III and to various generalizations of the method. A survey of these is presented at the end of this summary.

Chapter V generalizes the concept of Runge-Kutta to methods with multiple nodes, which is possible with the use of the Lie differential operator D. A general theory is developed and the method of Fehlberg is shown to be a special case.

Chapter VI deals with the step-size control and chapter VII shows the application of generalized Lie series to the calculation of switch-on transients occurring in the telegraphic equation.
SURVEY ON THE METHODS OF THE REPORT

Iterations of (IV.12.3), (IV.1.4)

\[ \hat{Y} = \text{Power series} \]

Wanner /51/ Iterations of (IV.1.4)

\[ r = 0 \]

\[ s = -1 \]

Iteration with fixed \( Y \)

Iteration (Poincaré) with fixed \( \dot{Y} \)

\[ \dot{Y} = \text{Power series} \]

Gröbner-Knopp Iteration

\[ D_1 = \frac{3}{3x} \]

Kastlunger (Ch.V)

\[ s = 0 \]

one iteration

autonomous

Picard Lie series

Pfeilberg

Runge-Kutta

\[ m = 1 \]

Euler

\[ n = 1 \]

Iterations of (IV.3.1)

\[ \hat{f}(x) \]

\[ \hat{f} \text{ linear in } y \]

Picard

Variation of Constants

Stroud-Stancu

Butcher

Implicit (Ch.V)

\[ f(x) \]

\[ m = 1 \]

Gaussian Quadrature
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Chapter I: INTRODUCTION

1. Statement of the problem

Find the solutions $y_1(x), \ldots, y_n(x)$ of an ordinary system of first-order differential equations

\begin{equation}
y'_i = f_i(x, y_1, \ldots, y_n)
\end{equation}

(1.1) ........................

\begin{equation}
y'_n = f_n(x, y_1, \ldots, y_n)
\end{equation}

which at $x_0$ assume specified initial values

\begin{equation}
y_i(x_0) = y_{i0} \quad (i=1, \ldots, n)
\end{equation}

(1.2)

Here, $f_i(x, y_1, \ldots, y_n)$ are given functions of the variables $x, y_1, \ldots, y_n$.

Defining the vectors

\begin{equation}
y = \begin{pmatrix} y_1 \\ \vdots \\ y_n \end{pmatrix} \quad f = \begin{pmatrix} f_1 \\ \vdots \\ f_n \end{pmatrix}
\end{equation}

we write (1.1) as

\begin{equation}
y' = f(x, y)
\end{equation}

(1.3)

"We shall keep to this way of writing in what follows. Speaking, for example, of "the solution $y(x)" we mean that this is the solution vector

\begin{equation}
y(x) = \begin{pmatrix} y_1(x) \\ \vdots \\ y_n(x) \end{pmatrix}
\end{equation}

i.e., "the solutions $y_1(x), \ldots, y_n(x)$", etc.

When stated as above, our problem is already quite general because any explicit higher-order differential equation or system can be re-written as a first-order system. This requires merely that all derivatives except the highest be replaced by new auxiliary functions (cf. Erwe /11/, p. 27).

I.2. Step-by-Step Continuation of Solutions

All methods discussed in the following give reliable approximations
\[ f(x) \text{ only in the near neighborhood of the initial value } x_0. \text{ Large values of } |x-x_0| \text{ may soon lead to poor results. What one can do is choose a certain "step" } h_1 \text{ and trace the approximation only to the point } x_1=x_0+h_1. \text{ This approximation } f(x_0+h) \text{ will then serve as the initial value of a new step from } x_1 \text{ to } x_2=x_1+h_2, \text{ and so forth.}

Apart from the specified initial value, such "one-step-methods" do not use any other information on the previous shape of the solution. Therefore, we need no longer bother to number the steps but may call any initial point \( x_0, y_0 \). The problem left for the following chapters is now to construct an approximation \( f(x) \) at the point \( x=x_0+h \) from given initial values \( x_0, y_0 \) and a given step size \( h \) with a sensible volume of calculation in such a way that this approximation is as close as possible to the unknown solution.

### I.3. Error

The size \( h \) of the steps depends above all on the desired accuracy. Smaller steps give better accuracy (not considering rounding errors) but require more work. To make a sensible choice of the step size we must therefore have a rough idea of the "local" error committed during a step of integration. We shall discuss this when dealing with the different methods individually. However, the total error committed after several steps is still undetermined. This error may soon become much greater than would be expected because of the insignificant local errors. The decisive factor is whether the solutions next to \( y(x) \) approach \( y(x) \) or depart from it as \( x \) increases, i.e., whether the solution is stable or unstable. More information about this can be got from the so-called transfer matrix. In Section II.6 we will see how to calculate it.

In the case of \( n=1 \), i.e., one differential equation, only half of all cases give unstable solutions. In systems of differential equations (hence, also in differential equations of higher order), however, there is nearly always at least one unstable component. Therefore, accuracy must be high should the solution be continued over a domain of considerable extent. Here are two examples that involve some trouble:
\[ y'' + 10y' + 11y, \quad y(0) = 1, \quad y'(0) = -1 \]
\[ y(3) = ? \]

(for greater detail see Collatz /7/, p. 49),

\[ y'' + (1 - x^2)y = 0, \quad y(0) = 1, \quad y'(0) = 0, \quad y(100) = ? \]

In the last example, accuracy would have to be 5000 places if something should be obtained for \( x = 100 \).
Chapter II

Power Series

by G. Wanner

Abstract:

Solving ordinary differential equations by power series expansions has again become rather popular lately, on the one hand because the coefficients of the solutions can be calculated by computer through recursion formulas, and on the other hand because estimation of error is relatively simple.
II.1. Solution by Power Series Expansion

Power series of the solutions \( y(x) \) will henceforth be written in the way adopted by W. Groebner. This will turn out to be very useful, especially in later chapters.

Let \( F(x,y) \) be an analytic function of the variables \( x, y_1, \ldots, y_n \). Inserting solutions \( y_1(x), \ldots, y_n(x) \) in the place of \( y_1, \ldots, y_n \) we find a function that depends on \( x \) only. By the chain rule, its derivative with respect to this variable is

\[
(1.1) \quad \frac{d}{dx} F(x,y(x)) = \left[ F_x + F_{y_1} \frac{dy_1}{dx} + \cdots + F_{y_n} \frac{dy_n}{dx} \right]_{x,y(x)}
\]

Here, the bracket symbol \( \left[ \right]_{x,y(x)} \) means that the variables \( x \) and \( y \) must be replaced by the functions \( x \) and \( y(x) \) after the partial differentiations have been performed. From now on we shall keep to this way of writing, i.e., every time some kind of expression stands after such brackets it must be inserted for the variables \( x \) and \( y \).

Since the functions \( y(x) \), which we have inserted in Eq. (1.1), are supposed to be the solutions of (1.1.1) or (1.1.2) we have

\[
\frac{dy_1}{dx} = f_1(x,y(x)) = \left[ f_1(x,y) \right]_{x,y(x)}
\]

and

\[
\frac{d}{dx} F(x,y(x)) = \left[ \frac{\partial F}{\partial x} + f_1(x,y) \frac{\partial F}{\partial y_1} + \cdots + f_n(x,y) \frac{\partial F}{\partial y_n} \right]_{x,y(x)} = \left[ \frac{\partial F}{\partial x}, \frac{\partial F}{\partial y} \right]_{x,y(x)}
\]

where we have defined the linear differential operator

\[
(1.2) \quad \mathcal{D} = \frac{\partial}{\partial x} + f_1(x,y) \frac{\partial}{\partial y_1} + \cdots + f_n(x,y) \frac{\partial}{\partial y_n}
\]

for brevity.

By iteration of (1.3) we find for the higher derivatives

\[
(1.2') \quad \frac{d^u}{dx^u} F(x,y(x)) = \left[ \mathcal{D}^u \right]_{x,y(x)}
\]

where \( \mathcal{D}^u F \) means that the differential operator has to be applied \( u \) times to \( F \).

Thus, the power series of the functions \( F(x,y(x)) \) at the point \( x_c \)
can be written as

\[
(1.4) \quad P(x,y(x)) = \sum_{\mu=0}^{\infty} \frac{(x-x_0)^\mu}{\mu!} \frac{d^\mu}{dx^\mu} \left[ P(x,y(x)) \right]_{x=x_0} = \sum_{\mu=0}^{\infty} \frac{(x-x_0)^\mu}{\mu!} \left[ d^\mu_y \right]_{x_0,y_0}
\]

owing to \( y(x_0)=y_0 \) (I.1.2).

Setting \( P(x,y)=y_1 \) we obtain the series for the solutions proper

\[
(1.5) \quad y_i(x) = \sum_{\mu=0}^{\infty} \frac{(x-x_0)^\mu}{\mu!} \left[ d^\mu_y \right]_{x_0,y_0} \quad (i=1,\ldots,n).
\]

Similar expressions occur also in the theory of transformation groups. Therefore, such series, especially the ones derived in the following chapters, are also named Lie-series.

II.2. Recursive Calculation of the Coefficients

We shall now discuss the recursive calculation of the power series coefficients as lately adopted by Gibbons /18/, R. J. Moore /36/ and many other authors. It has become very important through the use of electronic computers.

We assume that the functions \( f_i(x,y) \) have been composed of the variables \( x \) and \( y_1,\ldots,y_n \) by finite sequences of elementary operations. We note all intermediate results. Each of these intermediate results follows from one or two of the preceding values (one-place and/or binary operations) or from \( x, y_1,\ldots,y_n \) or from a constant \( c \). Suppose \( p(x,y_1,\ldots,y_n), q(x,y_1,\ldots,y_n) \) and \( r(x,y_1,\ldots,y_n) \) are three (or two) operands that are interrelated through an arithmetic operation

\[
(2.1) \quad r(x,y_1,\ldots,y_n) = p(x,y_1,\ldots,y_n) \ast q(x,y_1,\ldots,y_n)
\]

or some sort of elementary functions \( g \)

\[
(2.2) \quad r(x,y_1,\ldots,y_n) = g(p(x,y_1,\ldots,y_n))
\]

Then we introduce the following notation
II.2.

(2.3) $P_\mu = \frac{D^\mu P}{\mu!}$, $Q_\mu = \frac{D^\mu Q}{\mu!}$, $R_\mu = \frac{D^\mu R}{\mu!}$.

Hence, these quantities are functions of the variables $x_1, y_1, \ldots, y_n$.

For the functions $x_1, y_1, \ldots, y_n, f_1, \ldots, f_n, c$ which are special cases of such operands, we shall also use the corresponding symbols $X_\mu, Y_1, \ldots, Y_n, P_1, \ldots, P_n, C_\mu$.

In what follows we tabulate formulas which permit us to calculate $R_\mu$ for (2.1) or (2.2) from the coefficients

$$
\begin{align*}
P_\mu, & \quad P_{\mu-1}, \quad P_{\mu-2}, \ldots, \quad P_0 \\
Q_\mu, & \quad Q_{\mu-1}, \quad Q_{\mu-2}, \ldots, \quad Q_0 \quad \text{(only for (2.1))} \\
R_\mu-1, & \quad R_{\mu-2}, \ldots, \quad R_0 .
\end{align*}
$$

For the case $P_0 = 0$ and $c$ a positive integer, G. Margreiter has derived special formulas, cf. [53].
II.2.

\[
\begin{align*}
\sin \text{ and } \cos: & \quad q = \sin p \quad \Rightarrow \quad Q_\mu = \frac{1}{\mu} \sum_{\rho=0}^{\mu-1} (\mu-\rho) R_\rho P_{\mu-\rho} , \quad Q_0 = \sin P_0 \\
\cos \text{ and } \cos: & \quad r = \cos p \quad \Rightarrow \quad R_\mu = \frac{1}{\mu} \sum_{\rho=0}^{\mu-1} (\mu-\rho) Q_\rho P_{\mu-\rho} , \quad R_0 = \cos P_0
\end{align*}
\]

Proofs can be found in Moore /36/ and Wanner /59/.

When all operations that give the functions \( f_i(x, y_1, \ldots, y_n) \) from \( x \) and \( y_1, \ldots, y_n \) are replaced by the corresponding recursion formulas, those will give the values \( F_{i\mu} \) from \( X_\mu \) and \( Y_1, \ldots, Y_{n\mu} \) if all derivatives of lower order are still present. Because of

\[
(2.4) \quad D^{\mu+1} y_i = D^{\mu+1} f_i
\]
	hese quantities are equal to \( F_{i\mu} = (\mu+1) Y_{i,\mu+1} \). Hence,

\[
(2.5) \quad Y_{i,\mu+1} = \frac{1}{\mu+1} F_{i\mu} , \quad (\mu=0, 1, 2, \ldots)
\]

The procedure can now be repeated with the quantities \( Y_{i,\mu+1} \). It will lead to a recursive computation of the \( Y_{i\mu} \). Recursion begins with the values \( Y_{10} = y_1 \) (initial values) using the formulas

\[
(2.6) \quad X_0 = x, \quad X_1 = 1, \quad X_2 = X_3 = \ldots = 0
\]

and, for a constant \( c \),

\[
(2.7) \quad C_0 = c, \quad C_1 = C_2 = \ldots = 0
\]

Then, it proceeds according to the pattern

\[
\begin{align*}
X_0, Y_{10}, \ldots, Y_{n0} & \rightarrow \quad \ldots \quad P_0, Q_0 \rightarrow R_0 \ldots \rightarrow F_{10}, \ldots, Y_{n0} \\
Y_{11}, \ldots, Y_{n1} & \rightarrow \quad \ldots \quad P_1, Q_1 \rightarrow R_1 \ldots \rightarrow F_{11}, \ldots, P_{n1} \\
Y_{12}, \ldots, Y_{n2} & \rightarrow \quad \ldots \quad P_2, Q_2 \rightarrow R_2 \ldots \rightarrow F_{12}, \ldots, P_{n2} \\
Y_{13}, \ldots, Y_{n3} & \rightarrow \quad \ldots \quad \ldots \rightarrow \ldots
\end{align*}
\]

Some of the authors that have worked with one of these (or similar) recursion formulas are Steffensen /46/, Miller-Hurst /55/, E.Rabe /38/, V.Schautz /16/, E.Fehlberg /14/, I.jennig /7/, Deprit-Zahar /9/, Leavitt /32/, Richtmyer /41/.
II.3. Estimation of Error

Estimating the error of a series that has been cut off (e.g., after the m-th term) is thus indispensable for a sensible choice and control of the stop size. One possibility is to bound the error by means of majorant series (e.g., W. Grobner /21/, /22/).

However, with Duffing's differential equation as an example, G. Maess /34/ has shown that using Lagrange's remainder of Taylor's series gives an error limit which is by 3-4 powers of ten more accurate than in the case of the majorant technique.

If all occurring derivatives exist and are continuous, then we have, according to Lagrange,

\[ y_1(x) = \sum_{\mu=0}^{m} \frac{(x-x_0)^\mu}{\mu!} \left[ \frac{d^{\mu+1}}{dx^{\mu+1}} y_1(x) \right]_{x=x_0} y_0 + R_{im} \]

with

\[ R_{im} = \frac{(x-x_0)^{m+1}}{(m+1)!} \left[ \frac{d^{m+1}}{dx^{m+1}} y_1(x) \right]_{x=\xi}, \quad x_0 \leq \xi \leq x \]

where, owing to \((1.2')\)

\[ R_{im} = \frac{(x-x_0)^{m+1}}{(m+1)!} \left[ \frac{d^{m+1}}{dx^{m+1}} y_1(\xi) \right]_{\xi=x_0}, \quad x_0 \leq \xi \leq x \]

For a precise estimation of the error one has to know a domain \(B\) which is known to contain the solution \(y(\xi)\). The functions \(d^{\mu+1}y_1\) can then be estimated in this domain (Fig. 1)

\[ y \]

\[ y_0 \]

\[ y(\xi) \]

\[ x_0 \]

\[ \xi \]

\[ x \]

Maess /34/ demonstrates this by Duffing's differential equation.

R.E. Moore /36/ solves this problem generally and automatically by means of interval arithmetics.
II.4. Transfer Matrices

Let \( y_1(x) \) be solutions of the differential equation (I.1.1) for the initial values \( y_{k0} \). The matrix

\[
H(x) = \begin{pmatrix}
H_{ik}(x)
\end{pmatrix} = \begin{pmatrix}
\frac{\partial y_1(x)}{\partial y_{k0}}
\end{pmatrix}
\]

which consists of the derivatives of the solution \( y_1(x) \) with respect to the \( k \)-th initial value \( y_{k0} \), is then called the transfer matrix pertaining to \( y(x) \).

In other words: The transfer matrix describes, in first approximation, the variation of the solutions \( y_1 \) at the point \( x \) if the initial values \( y_{k0} \) are changed. When we change the initial values \( y_{10}, \ldots, y_{n0} \) by \( \epsilon_{10}, \ldots, \epsilon_{n0} \), the solutions \( y_1 \) at the point \( x \) will in first approximation change for

\[
\epsilon_1(x) = \frac{\partial y_1(x)}{\partial y_{10}} \epsilon_{10} + \cdots + \frac{\partial y_1(x)}{\partial y_{n0}} \epsilon_{n0}.
\]

Thus,

\[
\begin{pmatrix}
\epsilon_1(x) \\
\vdots \\
\epsilon_n(x)
\end{pmatrix} = \begin{pmatrix}
\frac{\partial y_1(x)}{\partial y_{10}} & \cdots & \frac{\partial y_1(x)}{\partial y_{n0}} \\
\vdots & \ddots & \vdots \\
\frac{\partial y_n(x)}{\partial y_{10}} & \cdots & \frac{\partial y_n(x)}{\partial y_{n0}}
\end{pmatrix} \begin{pmatrix}
\epsilon_{10} \\
\vdots \\
\epsilon_{n0}
\end{pmatrix}
\]

or, in vectorial form,
II.5.

For example, errors committed somewhere in the numerical integration can be mapped forward or backward to any fixed point by means of the transfer matrices. Hence, these also describe how an error committed at a certain place influences the final result. We shall consult the transfer matrices also for an "optimum" step size control which takes stability and the total final error into account (Chapter VI).

The transfer matrices are also useful in boundary value problems in which some of the initial values are missing and have been replaced by conditions at other parametric points. Here, the missing initial values must first be guessed and then be improved by means of the transfer matrices, after the relevant solutions have been found (Wanner /51/).

II.5. Calculation of the Transfer Matrices

To calculate the transfer matrix preliminarily for a small domain, we differentiate the solution series (1.5) term by term with respect to the initial value $y_{k_0}$:

$$
H_{ik}(x) = \frac{\partial y_i}{\partial y_{k_0}} = \sum_{\mu=0}^{\infty} \frac{(x-x_0)^\mu}{\mu!} \left[ \frac{\partial}{\partial y_k} \ p^\mu y_i \right]_{x_0,y_0}.
$$

In the next section, we shall find recursion formulas for the calculation of the expressions $\frac{\partial}{\partial y_k} p^\mu y_i$. 
A remainder formula for the error after the $m$-th term, which is analogous to (3.1), is

$$S_{ikm}(x) = \frac{(x-x_0)^{m-1}}{(m+1)!} \left\{ \sum_{j=1}^{n} \left[ \frac{\partial y_j}{\partial y_k} \right]_{x_j} y_j(\xi) \right\} \frac{\partial y_i(\xi)}{\partial y_k}$$

for $x_0 \leq \xi \leq x$.

In the case of a step-by-step integration of the differential equation with the intervals $x_0 < x_1 < \ldots < x_N$, Eq. (5.1) gives only the local transfer matrices

$$C(x_j, x_{j-1}) = \left( \frac{\partial y_j(x_j)}{\partial y_k(x_{j-1})} \right)$$

Owing to the chain rule (for functions of several variables), these matrices can be multiplied with each other to give the total transfer matrix

$$H(x_N) = C(x_N, x_{N-1}) \ldots C(x_2, x_1) C(x_1, x_0)$$

Notice that

(5.4) $H(x_0) = C(x, x) = E$ (Identity matrix)

and

(5.5) $C(x, x') = C(x', x)^{-1}$

For linear systems of differential equations, the columns of the transfer matrix coincide with the fundamental solutions of the corresponding homogeneous system (with the initial values $0, \ldots, 1, \ldots, 0$), and the relation (4.2) not only holds in first approximation but is valid exactly.

Another possible way of calculating the transfer matrix is to integrate the system

$$\frac{dH_{ik}(x)}{dx} = \sum_{j=1}^{n} \left[ \frac{\partial f_i}{\partial y_j} \right] x, y(x)$$

for every $k=1, \ldots, n$ with the initial values

$$H_{ik}(x_0) = \delta_{ik}$$

together with Eq. (I.1.1). This formula is usually given.
Here, we replace the operator \( \frac{\partial}{\partial y_k} \) of (5.1) generally by \( \overline{D} \) because we shall need the following formulas for other purposes too.

Suppose \( \overline{D} \) is another linear differential operator. In addition to (2.3) we adopt the symbols

\[
\begin{align*}
\overline{P}_\mu &= \overline{D}^\mu \overline{P} \\
\overline{Q}_\mu &= \overline{D}^\mu \overline{Q} \\
\overline{F}_\mu &= \overline{D}^\mu \overline{F}
\end{align*}
\]

for certain operands \( p, q, r \). Again, these quantities are functions of \( x, y_1, \ldots, y_n \), and the corresponding symbols \( \overline{F}_\mu, \overline{V}_1, \ldots, \overline{V}_n, \overline{F}_1, \ldots, \overline{F}_n \)
\( \overline{F}_\mu \) are again valid for the functions \( x, y_1, \ldots, y_n, f_1, \ldots, f_n \).

Also for these quantities we obtain recursion formulas by simply applying the operator \( \overline{D} \) to the formulas of page

<table>
<thead>
<tr>
<th>Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum: ( r=p+q )</td>
</tr>
<tr>
<td>Difference: ( r=p-q )</td>
</tr>
<tr>
<td>Product: ( r=p \cdot q )</td>
</tr>
<tr>
<td>Quotient: ( r=p/q )</td>
</tr>
<tr>
<td>( \exp: r=\exp p )</td>
</tr>
<tr>
<td>( \log: r=\log p )</td>
</tr>
<tr>
<td>Root: ( r= p )</td>
</tr>
<tr>
<td>Constant power: ( r=p^c )</td>
</tr>
</tbody>
</table>
First of all, all expressions $R_μ$ must exist should $R_μ$ be calculated. Applying $D$ to (2.5) we obtain
\[ V_{i,μ+1} = \frac{1}{μ+1} V_{iμ} \]
which enables us to employ recursion. As we can see, the above formulas are independent of the particular choice of the operator $D$. Setting, e.g., $D = \frac{∂}{∂y_k}$ we find the expressions
\[ V_{iμ} = \frac{1}{μ!} \frac{∂}{∂y_k} D^μy_i \]
which are needed in (5.1). In this case, recursion starts with the initial values
\[ V_{i0} = \frac{∂}{∂y_k} y_i = \begin{cases} 1 & i=k \\ 0 & i=k \end{cases} \]
For the independent variable $x$ we have $X_o = X_1 = ... = 0$
and for a constant $c$ $C_0 = C_1 = ... = 0$.

Subroutines, which calculate these formulas are given in Knapp-Wanner /30/ or Wanner /51/.

II.7. Recursion Formulas for Other Operations

The class of operations that are allowed for the formation of the functions $f_μ(x,y)$ will be considerably expanded in this section. We shall see that every function satisfying a differential equation that can already be processed is allowed here.

First, we show by way of a few examples how recursion formulas can be
got for many functions by introducing auxiliary expressions:

**$r = \arctan p$**

Here, \(Dr = \frac{Dp}{1+p^2}\).

We set \(1+p^2=q\), whence \(qDr=Dp\).

We find

\[
Q_\mu = \sum_{\rho=0}^{\mu-1} p^\rho P^{\mu-\rho}, \quad Q_0 = 1 + p^2
\]

\[R_u = \left\{P_u - \frac{1}{u} \sum_{\rho=1}^{u-1} (u-\rho)Q_\rho R_{u-\rho}\right\}/Q_0, \quad R_0 = \arctan P_0.
\]

**$r = \tan p$**

When sin \(p\) and cos \(p\) occur simultaneously, the best way is to write \(r = \frac{\sin p}{\cos p}\) and to use the formulas of page 16.

When sin \(p\) or cos \(p\) does not occur, it is preferable to use the formulas

\[
Q_\mu - 1 = \sum_{\rho=0}^{\mu-1} R_\rho R_{\mu-\rho-1}, \quad Q_0 = 1 + R_0^2
\]

\[R_\mu = \frac{1}{\mu} \sum_{\rho=0}^{\mu-1} (\mu-\rho)Q_\rho P^{\mu-\rho}, \quad R_0 = \tan P_0
\]

which have been obtained by reversing the formulas (7.1).

**$r = \arcsin p$**

We set \(q = \sqrt{1-p^2}\), whence \(qDr = Dp\). Owing to \(q^2 = 1-p^2\) we obtain

\[
Q_\mu = \frac{-1}{2Q_0} \left[\sum_{\rho=0}^{\mu-1} P_\rho P^{\mu-\rho} + \sum_{\rho=1}^{\mu-1} Q_\rho Q^{\mu-\rho} \right], \quad Q_0 = \sqrt{1-p^2}
\]

\[R_u = \left\{P_u - \frac{1}{\mu} \sum_{\rho=1}^{\mu-1} (u-\rho)Q_\rho R_{u-\rho}\right\}/Q_0, \quad R_0 = \arcsin P_0
\]

For **$r = \arccos p$** , all formulas remain the same, except for \(R_0 = \arccos P_0\).

For the corresponding hyperbolic functions, only a few signs have to be changed in the formulas on page 16. Of course, also for all these formulas there are also the corresponding recursions with the additional operator \(\tilde{D}\).
Consider the general case that \( u_1(x), \ldots, u_m(x) \) are solutions of the differential equations

\[
u_1(x) = g_1(x, u(x)).
\]

The only assumption we make is that the functions \( g_i \) are made up only of the operations dealt with so far. Then we can give recursion formulas also for those functions. This step can be repeated over and over and leads to a successive extension of the recursion formulas to more and more functions of analysis.

Let

\[
\mathbf{r}_1 = u_1(p) \quad (i=1, \ldots, m)
\]

Since the functions \( g_i \) are made up of operations whose recursions are known, we can calculate the expressions

\[
G_{i, \mu-1} = \frac{p^{\mu-1} g_i(p, u(p))}{(\mu-1)!}
\]

for the operand \( p(x, y) \) from the coefficients up to \( p_{\mu-1}, R_{i, \mu-1} \).

Because of \( D \mathbf{r}_1 = u_1^1(p) Dp = g_1(p, u(p)) Dp \) we have

\[
R_{1u} = \frac{1}{u} \sum_{\rho=0}^{\mu-1} (u-\rho)G_{i, \rho} u_{-\rho}, \quad R_{10} = u_1(p_0),
\]

the sought recursion formula.

Finally, we consider the important equation

\[
a_2(x)u'' + a_2(x)u' + c_1(x)u = 0
\]

which with the usual substitutions \( w = u_1, \; u' = u_2 \) becomes

\[
u_1' = u_2
\]

\[
u_2' = \frac{a_1u_1 + a_2u_2}{a_3}
\]

Let \( p(x, y) \) be an arbitrary operand and let

\[
\mathbf{r}_1 = u_1(p) * u(p), \quad \mathbf{r}_2 = u_2(p) * u'(p)
\]

We put \( a_k(p) = a_k^*(x, y) \) and assume that the coefficients
\[ A_{kp}^* = \frac{D^p a_k(p)}{p!} \]

can be calculated by means of the existing recursion formulas from the values \( P_0, \ldots, P_{\rho} \).

Moreover, we use the notation
\[ a_1(p)u_1(p) + a_2(p)u_2(p) = a_1^* r_1 + a_2^* r_2 = q, \quad \frac{q}{a_3^*} = s ; \]

then we find the recursion formulas
\[ Q_{\mu-1} = \sum_{\rho=0}^{\mu-1} \left[ A_1^* R_{1,\mu-\rho-1} + A_2^* R_{2,\mu-\rho-1} \right] \]
\[ S_{\mu-1} = \sum_{\rho=0}^{\mu-1} S_{\rho,\mu-\rho-1} A_3^* \]
\[ R_{1,\mu} = \frac{1}{\mu} \sum_{\rho=0}^{\mu-1} (\mu-\rho) R_{2,\rho} P_{\mu-c} \]
\[ R_{2,\mu} = \frac{1}{\mu} \sum_{\rho=0}^{\mu-1} (\mu-\rho) S_{\rho,\mu-c} P_{\mu-c} \]
\[ R_{1,0} = u(P_0) \quad R_{2,0} = u'(P_0) \]

These recursions are valid for all functions that satisfy a differential equation of the form (7.5), that is, for example, all kinds of Bessel functions, Mathieu functions, Weber functions, Chebyshev-, Legendre-, Hermite-, Laguerre-, or Jacobi polynomials, etc.

For Bessel functions of the first kind, e.g., we have
\[ n_1^* = p^2, \quad n_2^* = p, \quad n_3^* = p^2 - n^2 \]

and
\[ A_{3,\mu}^* = \sum_{\rho=0}^{\mu} P_{\rho,\mu-c} P_{\mu-c} ; \quad A_{2,\mu}^* = P_{\mu} ; \quad A_{1,\mu}^* = A_{3,\mu}^* - n^2 \delta_{\nu 0} \]

Finally, we should like to mention that for orthogonal polynomials, in particular for higher \( n \) (low \( n \) are uninteresting), the above formulas require much less work than using the "generating functions" as suggested by Leavitt /32/.
Chapter III

LIE-Series

by G. Wanner

This chapter discusses the numerical evaluation of W. Groebner's Lie series perturbation formula, on which an efficient numerical method with satisfactory error estimation is based.
III.1. Groebner's Perturbation Formula

Groebner's perturbation formula states how one has to correct an arbitrary given approximate solution \( \hat{y}(x) \) \( (\hat{y}_1(x), \ldots, \hat{y}_n(x)) \) in order to find the solution \( y(x) \). This formula is a generalization of Taylor's series (II.1.5) which can be obtained from it when the operators are chosen in a special way.

A system of differential equations must be known for the approximate solution \( \hat{y}(x) \):

\[(1.1) \quad \hat{y}' = \hat{f}(x, \hat{y})\]

and the approximate solution must assume the same initial values

\[(1.2) \quad \hat{y}(x_0) = y_0 \]

We introduce the operator

\[(1.3) \quad D_2 = D - D_1 = (f_1(x,y) \hat{f}_1(x,y)) \frac{\partial}{\partial y_1} + \ldots + (f_n(x,y) - \hat{f}_n(x,y)) \frac{\partial}{\partial y_n}\]

which accounts for the difference between the two differential equations.

\[(1.4) \quad D = D_1 + D_2\]

As we shall see in the next chapter, here we have the formula

\[(1.5) \quad y(x) = \hat{y}(x) + \sum_{\alpha=0}^{\infty} \left( \frac{x-\xi}{\alpha!} \right)^x [D_2^\alpha D^\gamma y]_\xi \hat{y}(\xi) \, d\xi\]

(7. Groebner) for the sought solution \( y(x) \).

III.2. Knapp's Remainder Formula

According to Knapp /26/, the remainder of the series (1.5) after, say, \( s \) terms is

\[(2.1) \quad y(x) = \bar{y}(x) + R_s(x)\]

with
We shall prove this formula in the next chapter. Knapp / 26 / has derived these formulas assuming that $f_i, f'_i \in C^3$.

Another formula for the error can be obtained by increasing $s$ in (2.1) by 1 and adding the last term $a=s+1$ of (2.1):

$$R_s(x) = \int_{x_0}^{x} \frac{(x-t)^{a+1}}{(s+1)!} \left\{ D^{a+1} y_{\xi_1}, y(\xi_1) - D^{a+1} y_{\xi_2}, y(\xi_2) \right\} dt.$$ 

Finally, a mean value theorem of integral calculus gives

$$R_s(x) = \frac{(x-x^*)^{s+1}}{(s+1)!} \left\{ D^{a+1} y_{\xi_1}, y(\xi_1) - D^{a+1} y_{\xi_2}, y(\xi_2) \right\},$$

and

$$R_s(x) = \frac{(x-x^*)^{s+2}}{(s+2)!} \left\{ D^{a+1} y_{\xi_1}, y(\xi_1) - D^{a+1} y_{\xi_2}, y(\xi_2) \right\},$$

III.3. Special Case: Power Series

The power series expansion of the solution $y(x)$ is a special case of the Lie series (2.1), if the original differential equation is autonomous, i.e., if the function $f(x, y)$ do not depend on $x$ and we have $D = \frac{\partial}{\partial x} + f(y)\frac{\partial}{\partial y}$.

To show this we put $D_1 = \frac{\partial}{\partial x}, D_2 = f(y)\frac{\partial}{\partial y}, \hat{y}(x) = y(x)$, thus

$$[D_2 D^a y]_{\xi}, y(\xi) = [D^a+1 y]_{x_0}, y_0$$

since here also $D^a y$ do not depend on $\xi$. 

---

IIIIII.3. Special Case: Power Series
Now the integrations are readily carried out giving with \( a+1 = 3 \) and the remainder \((2.4)\)
\[
y(x) = \sum_{\beta = 0}^{\beta_1} \frac{(x-x_0)^\beta}{\beta!} \bigg[ p^\beta_{\xi_0}, y_0 \bigg] + \frac{(x-x_0)^{n+2}}{(n+2)!} \bigg[ p^{n+2}_{\xi_2}, y(\xi_2) \bigg] \quad x_0 \leq \xi_2 \leq x
\]
the formula (II.3.1) which has been used before.

### III.4. Choice of Approximate Solutions

The approximate solutions \( \hat{y}_1(x), \ldots, \hat{y}_n(x) \) can be chosen freely. They only have to satisfy the initial conditions (1.2), and a system of differential equations must be known for them. The better the choice of the approximate solutions, the more efficient is the method.

It is expedient to use the first terms of the power series expansion (II.1.5) for an approximation to start with:

\[(4.1) \quad \hat{y}_1(x) = \sum_{u=0}^{m} \frac{(x-x_0)^u}{u!} \bigg[ p^u_{\xi_0}, y_0 \bigg] = \sum_{u=0}^{m} (x-x_0)^u \bigg[ Y_{\xi_0} \bigg]_{x_0, y_0}\]

(of. (II.2.3)); of course, \( m \) may also depend on \( i \). A corresponding system of differential equations can be found by simply differentiating Eq. (4.1) (the quantities \( \bigg[ Y_{\xi_0} \bigg]_{x_0, y_0} \) are constants)

\[(4.1') \quad \hat{y}_1'(x,y) = \hat{y}_1(x) = \sum_{\mu=1}^{n} (x-x_0)^{\mu-1} \bigg[ u Y_{\xi_0} \bigg]_{x_0, y_0} = \sum_{\mu=0}^{m-1} (x-x_0)^\mu \bigg[ F_{\xi_0} \bigg]_{x_0, y_0}\]

(of. (II.2.5)), where the functions \( \hat{y}_1 \) depend on \( x \) only. The formulas (4.1) and (4.1') are used in the general program GROEBNER, reproduced in Knapp-Wanner 130/ or Wanner 151/.

One may also retain parts of the original system, e.g., in equations of the kind
\[
y_1' = y_2
y_2' = y_3
\ldots
y_n' = f(x, y_1, \ldots, y_n)
\]
and replace only the last equation by a polynomial in \(x\). In this case, however, the degrees \(m\) in Eq. (4.1) must decrease by unity each as \(i\) increases. This reduces the operator \(D_2\) to a simpler form since then it consists merely of a single term.

When the functions \(D^{m+1}y_i\) are bounded in a region \(B\) of \((x,y)\)-space, then we have from (II.3.1)

\[
|y_1(x) - \hat{y}_1(x)| \leq C \frac{|x-x_0|^{m+1}}{(m+1)!}
\]

or

\[
y_1(x) - \hat{y}_1(x) = O((x-x_0)^{m+1}).
\]

In this case we say that \(\hat{y}_1(x)\) is of the order \(m\) (or of the error order \(m+1\)).

Of course there are examples for which a choice other than (4.1) is more convenient, e.g., the equation

\[
y' = \sqrt{x} + \sqrt{y}, \quad y(0) = 0.
\]

Here, the first Taylor term vanishes, the second is infinite. However, choosing the approximate solution

\[
\hat{y} = \frac{1}{2} x^{3/2}, \quad \hat{y}' = \frac{1}{2} x^{1/2}
\]

we obtain from (2.1') with \(s=0\)

\[
\hat{y} = \frac{1}{2} x^{3/2} + \frac{1}{2} \sqrt{\frac{4}{7}} x^{7/4}.
\]

Compared with other methods, this is a very good approximation /42/.

For small \(x\) values its accuracy is sufficient and the singular point \(x=0\) can be avoided. More terms of Eq. (2.1') are not allowed, because only \(f \in C^0\) whereas \(f \notin C^1\).

### III.5. Order of the Method

**Definition:**

A method is of the order \(p\), if the solutions \(\hat{y}(x)\) obtained through it are of the order \(p\), i.e., if for every solution \(y(x)\), whose Taylor series exists far enough,
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\[ y_1(x) - \hat{y}_1(x) = 0((x-x_0)^{p+1}) \]

The Taylor series of the two solutions will then agree up to at least the \( p \)-th term.

We shall prove now that the method defined by Eq. (2.1') is of the order \( m+s+1 \), if the starting solution \( \hat{y}(x) \) is of the order \( m \):

**Theorem:** If the functions \( D^m f \) satisfy the Lipschitz condition

\[ \left| \left[ D^m f \right]_{x,y} - \left[ D^m f \right]_{x',y'} \right| \leq K \left( \sum_{k=1}^{n} \left| y_k - y_k^* \right| \right) \]

in a region \( B \), and if the starting solution is of the order \( m \)

\[ \left| y_1(x) - \hat{y}_1(x) \right| \leq M \frac{|x-x_0|^{m+1}}{(m+1)!} \]

then the relation

\[ \left| y_1(x) - \hat{y}_1(x) - y_1(x) - \hat{y}_1(x) \right| \leq M \frac{|x-x_0|^{m+2}}{(m+1)!} \]

holds true for the solution \( y(x) \) that follows from (2.1').

**Proof:** \( D^{m+1} y = D^{m+1} f \), hence substituting \( (5.1) \) and \( (5.2) \) in (2.1'), we get

\[ \left| y_1(x) - \hat{y}_1(x) \right| = \left| R_{13}(x) \right| = \left| \sum_{k=1}^{n} \left| y_k(x) - y_k(\hat{x}) \right| \right| \]

\[ \leq \sum_{k=1}^{n} \left| y_k(x) - y_k(\hat{x}) \right| \]

By the statement follows by means of the well-known integral formula

\[ \left( x-x_0 \right)^{m+1} = \int_{x_0}^{x} \left( x-s \right)^{m} \left( s-x_0 \right)^{m-1} \frac{ds}{s!} \]

This theorem is a special case of the general theorem stated in the
next chapter.

Thus, the order of the method increases by 1 with each additional integral. It may also increase by more than 1, as for example in the following case:

\[ y' = x^{100} + y^{100}, \quad y(0) = 0, \]

\[ D = \frac{\partial}{\partial x} + (x^{100} + y^{100}) \frac{\partial}{\partial y}, \quad D_1 = \frac{\partial}{\partial x} + x^{100} \frac{\partial}{\partial y}, \quad D_2 = y^{100} \frac{\partial}{\partial y} \]

\[ \mathcal{F}(x) = \frac{x^{101}}{101} \]

where Eq. (2.1') with \( s=1 \) gives

\[ y(x) = \mathcal{F}(x) + \oint \frac{\mathcal{F}(x)}{(101)^{100}} \ dx + \oint (x-s) \mathcal{F}(x) \frac{20099}{(101)^{199}} \ dx + \cdots \]

\[ = \frac{x^{101}}{101} + \frac{x^{101}}{10101(101)^{100}} + \frac{x^{20101}}{20101.201(101)^{199}} + \cdots \]

this contains already more than 30 000 Taylor terms.

III.6. Numerical Evaluation, Quadrature Formulas

To evaluate Eq. (2.1') numerically we must calculate the occurring integrals in a proper way. The following lemma is quite useful for this purpose.

**Lemma:** If the starting solution \( \hat{y}(x) \) is of the order \( m \)

\[ y_i(x) = \hat{y}_i(x) = O((x-x_0)^{m+1}) \]

and if the \( f_i(x,y) \) satisfy a Lipschitz condition, then

\[ f_k(x,\hat{y}(x)) - f_k(x,\hat{y}(x)) = O((x-x_0)^m) \]

**Proof:** According to the first assumption we have *)

\[ y_i(x) - \hat{y}_i(x) = O((x-x_0)^m) \]

*) because \( y_i(x) - y_i(x) \in C^{m+1} \)
and owing to the Lipschitz condition we have
\[ f_1(x, \mathcal{F}(x)) - f_1(x, y(x)) = O((x - x_0)^m + 1) \]

Hence,
\[ f_1(x, \mathcal{F}(x)) - f_1(x, \mathcal{F}(x)) = \]
\[ = f_1(x, \mathcal{F}(x)) - f_1(x, y(x)) + f_1(x, y(x)) - f_1(x, \mathcal{F}(x)) = \]
\[ = O((x - x_0)^m + 1) + y(x) - \mathcal{F}(x) = \]
\[ = O((x - x_0)^m) \]

Now we have to calculate the following integrals
\[ (6.2) \quad \int_{x_0}^{x} \frac{(x-t)^m}{\alpha!} \left[ \int_{b}^{c} y_1 \right] \mathcal{F}(x) \, dt = \int_{x_0}^{x} \mathcal{F}(x) \, dx \]

We choose the step size \( h \) and set, as usual according to Gauss,
\[ (6.3) \quad \sum_{j=1}^{k} \mathcal{F}(x_j) \, dx_j = h \sum_{j=1}^{k} c_j \mathcal{F}(x_j + a_jh) \]

where the \( n_j \) (\( 0 \leq a_j \leq 1 \)) determine the given basic points at which the values of \( \mathcal{G}(x) \), which are then summed up with the weights, must be calculated. The rest of this section will now be dedicated to determining the coefficients \( a_j \) and \( c_j \) as expeditiously as possible.

First, we find from the lemma that the function \( \mathcal{G}(x) \) contains the factor \((x - x_0)^m\), for we have (cf. (1.3))
\[ \left[ \int_{b}^{c} y_1 \right] \mathcal{F}(x) = \sum_{j=1}^{k} \left[ f_j (x_j, x_j + a_jh) \right] \left[ \int_{x_0}^{x_j} y_1 \right] \mathcal{F}(x) \]

hence, owing to (6.1), \((x - x_0)^m\) is a factor occurring in the braces.

Thus,
\[ \mathcal{G}(x) = (x - x_0)^m \mathcal{F}(x) \]

and (6.3) attains the form
\[ (6.4) \quad \int_{x_0}^{x} (x - x_0)^m \mathcal{F}(x) \, dx = h^{m+1} \sum_{j=1}^{k} c_j a_j^m \mathcal{F}(x_j + a_jh) \]

The transformation \( x - x_0 \) is given.
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(6.5) \[ \int_0^1 t G^*(t) \, dt = \sum_{j=1}^{k} C_j G^*(a_j) \]

with

(6.6) \[ G^*(t) = G(x_0 + ht) \]

and

(6.7) \[ C_j = c_j^m a_j \]

Equation (6.5) shows how the coefficients \( C_j \) and \( a_j \) must be determined so that an order as high as possible will be attained. The \( a_j \) must be the zeros of the \( k \)-th one of the polynomials which in the interval \((0,1)\) are orthogonal with the weight function \( t^m \), the \( C_j \) are the corresponding weights (e.g., Natanson /38/, p. 436). These coefficients are tabulated with 8D, e.g., in Krylov-Lugin-Janovich /31/. Stroud-Secevnt /49/ give a FORTRAN program for this (however, for the interval \((-1, +1)\)). The coefficients \( c_j \) can then be found by means of (6.7).

They can be calculated explicitly for \( k=1,2 \):

- **k=1:** \( a_1 = \frac{m+1}{m+2} \), \( c_1 = \frac{1}{(m+1)a_1^m} \)
- **k=2:** \( a_{1,2} = \frac{m+2 + \sqrt{2(m+2)/(m+3)}}{m+4} \)
  \[ c_1 = \frac{1}{m+2} - a_2 \frac{1}{m+1} \]/ \( (a_1^m(a_1-a_2)) \)
  \[ c_2 = \frac{1}{m+2} - a_1 \frac{1}{m+1} \]/ \( (a_2^m(a_2-a_1)) \)

### III.7. Some Values of the Table of Coefficients

Here are the coefficients \( a_j, c_j \) of the quadrature formula (6,3) for a few values of \( m \) and for \( k=1(1)4 \) with an accuracy of about 25 places.
<table>
<thead>
<tr>
<th>i=0</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=1</td>
<td>5.00000000000000000000000001</td>
<td>1.000000000000000000000000000</td>
</tr>
<tr>
<td>K=2</td>
<td>7.3867513453412322254575 001</td>
<td>5.000000000000000000000000001</td>
</tr>
<tr>
<td></td>
<td>2.11324865540518717745426001</td>
<td>5.000000000000000000000000000</td>
</tr>
<tr>
<td>K=3</td>
<td>0.87293344620741680517927 001</td>
<td>2.7777777777777777777777777778 001</td>
</tr>
<tr>
<td></td>
<td>5.000000000000000000000000000</td>
<td>4.4444444444444444444444444444 001</td>
</tr>
<tr>
<td></td>
<td>1.127016653782583119273 001</td>
<td>2.77777777777777777777777777778 001</td>
</tr>
<tr>
<td>K=4</td>
<td>9.305681557970262875611973 001</td>
<td>1.73927422568725928685532 001</td>
</tr>
<tr>
<td></td>
<td>6.69990521792481324013316001</td>
<td>3.2607257743127307131468 001</td>
</tr>
<tr>
<td></td>
<td>3.3009478207571675996576 001</td>
<td>3.2607257743127307131463 001</td>
</tr>
<tr>
<td></td>
<td>6.943184202973713886267 002</td>
<td>1.73927422568725928686532 001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>i=5</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=1</td>
<td>6.57142857142857142857142857143 001</td>
<td>3.66232382332031783264746 001</td>
</tr>
<tr>
<td>K=2</td>
<td>9.2476396172540530361201 001</td>
<td>1.897451472271654037755387 001</td>
</tr>
<tr>
<td></td>
<td>6.30731595382974498719435 001</td>
<td>3.538795274777712757770938 001</td>
</tr>
<tr>
<td>K=3</td>
<td>9.51219376641402754544913 001</td>
<td>1.2106509387791567755450 001</td>
</tr>
<tr>
<td></td>
<td>7.615239636094652472510 001</td>
<td>2.5206516526625055554747 001</td>
</tr>
<tr>
<td></td>
<td>4.6793235454618521164465 001</td>
<td>3.25082120967065191102105 001</td>
</tr>
<tr>
<td>K=4</td>
<td>9.6658384645511771900772 001</td>
<td>8.8916502136231755660768987 002</td>
</tr>
<tr>
<td></td>
<td>8.31079003886114080511349 001</td>
<td>1.917442580654475662586340 001</td>
</tr>
<tr>
<td></td>
<td>6.146653839853753892495678 001</td>
<td>2.44220385106269252185628 001</td>
</tr>
<tr>
<td></td>
<td>3.58993729050158967951543 001</td>
<td>2.65012632244861778769339 001</td>
</tr>
<tr>
<td>$K$</td>
<td>$A$</td>
<td>$C$</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------------------------------</td>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>1</td>
<td>$9.54545454545454545454545454545454545$</td>
<td>$1.0739236096641135706291001$</td>
</tr>
<tr>
<td>2</td>
<td>$0.742976363413385766573865738657386$</td>
<td>$6.642777615551244117321002$</td>
</tr>
<tr>
<td></td>
<td>$0.59036237993229479936760001$</td>
<td>$1.78822217817104678954590001$</td>
</tr>
<tr>
<td>3</td>
<td>$9.82460553458213246403611001$</td>
<td>$4.57133193275111817818720002$</td>
</tr>
<tr>
<td></td>
<td>$9.6684533637172394357290001$</td>
<td>$1.66744561284457263569221001$</td>
</tr>
<tr>
<td></td>
<td>$7.54501667567682652820850001$</td>
<td>$1.83422948415798128332795001$</td>
</tr>
<tr>
<td>4</td>
<td>$9.8691235321319566068513001$</td>
<td>$3.35559442570318267139850002$</td>
</tr>
<tr>
<td></td>
<td>$9.3115277286829514213001$</td>
<td>$7.86059567025115262557260002$</td>
</tr>
<tr>
<td></td>
<td>$9.36518772285584396382319001$</td>
<td>$1.2370992335656850018641990001$</td>
</tr>
<tr>
<td></td>
<td>$6.79999325862993906327170001$</td>
<td>$1.8217726558345762946934120001$</td>
</tr>
</tbody>
</table>
III.8. Effective Formulas

To calculate the integrals \((5.2)\) by means of \((6.3)\) we must evaluate \(D^2_2D^a_y_i\) at the point

\[
x_0 + a_j h = \xi_j, \quad y(x_0 + a_j h) = \eta_j
\]

If we want to do this by means of the recursion formulas of Sec. II.6., we have to calculate the expressions \([\overline{Y}_{1\alpha}]_{\xi_j, \eta_j}\) with the formulas of II.2. first, because these are needed for the general recursion formulas. Then, the formulas of Sec. II.6. give the expressions (cf. \((II.6.1)\))

\[
\frac{[\overline{Y}_{1\alpha}]}{[\overline{D}^2_2D^a_y_i]}_{\xi_j, \eta_j} = \frac{[D^2_2D^a_y_j]}{[\alpha]}_{\xi_j, \eta_j}
\]

where (cf. \((1.3)\)) iteration must be started with the values

\[
\frac{[\overline{Y}_{1\alpha}]}{[\overline{D}^2_2y_i]}_{\xi_j, \eta_j} = \frac{[D^2_2y_j]}{[\alpha]}_{\xi_j, \eta_j} = \overline{f}_1(\xi_j, \eta_j) - \overline{f}_1(\xi_j, \eta_j)
\]

and where we have to put

\[
\overline{x}_0 = \overline{x}_1 = \ldots = 0
\]

for the independent variable \(x\) and

\[
\overline{c}_0 = \overline{c}_1 = \ldots = 0
\]

for a constant \(c\).

Now, the formulas \((6.2, 6.3)\) assume the form

\[
\frac{x_0 + a_j h}{x_0} \frac{(x_0 + h - \xi_j)^a}{[D^2_2D^a_y_i]}_{\xi_j, \eta_j} \frac{d\xi}{d} =
\]

\[
= h \sum_{j=1}^{k} c_j (x_0 + h - x_0 - a_j h)^a \frac{[\overline{Y}_{1\alpha}]}{[\overline{D}^2_2y_i]}_{\xi_j, \eta_j} =
\]

\[
= h^{a+1} \sum_{j=1}^{k} c_j (1 - a_j)^a [\overline{Y}_{1\alpha}]_{\xi_j, \eta_j} =
\]

\[
= h^{a+1} \sum_{j=1}^{k} \gamma_j \frac{[\overline{Y}_{1\alpha}]}{[\overline{D}^2_2y_i]}_{\xi_j, \eta_j}
\]
where the quantities

\[(8.3) \quad \gamma_{ij} = c_j (1 - a_j)^\alpha\]

can be prepared at the very beginning.

III.9. Choosing the Orders \(n\), \(s\), and \(k\)

For choosing \(k\), i.e., the number of the base points used in the quadrature formula (8.2), it is important to consider that the errors of the quadrature formulas and the methodical error caused by breaking off the series (2.1') should be of the same order of magnitude. Otherwise, it would make no sense going through the trouble of calculating higher terms of (2.1') while an error ten times as large has already been committed in the quadrature of the first (and usually largest) integral. On the other hand it makes also no sense to calculate the integrals with particular accuracy in view of a large breaking-off error. We shall therefore try to choose \(k\) in such a way that the quadrature formula is of at least the same order as the method, but that its order is not much higher either. As is known, Gauss's quadrature formula with \(k\) base points is of the order 2\(k\). By means of the lemma in Sec. III.6 we succeeded to split off the factor \(t^m\) from the integrand (cf. (6.5)). Therefore, the order of the quadrature formula has been raised to \(m + k\). The method, on the other hand, is of the order \(m + s + 1\) (cf. Sec. III.5). Equating both orders we have

\[(9.1) \quad k \approx \frac{s+1}{2}\]

Hence, \(k\) should be about half as great as the number of integrals used.

The choice of \(n\) and \(s\) is a question of the differentiability properties of the differential equation as well as a question of expenditure. With the quoted recursion formulas, labor is approximately proportional to \((m+1)m+2k(s+1)(s+2)\) or, with \((9.1)\), to \((m+1)n^2(s+1)^2(s+2)\); thus, it increases with \(s\) much faster than with \(n\). Minimizing this expression under the subsidiary condition of constant order \(m + s + 1\) one finds \((s+1)(3s+5) = 2m+1\); this applies to the combinations.
The choice of \( n \) and \( s \) is also a question of the desired accuracy. The influence of \( m \) and \( s \) on the results depends on the magnitude of the constants \( M \) and \( K_b \) of the theorem in Sec. III.5. A method of higher order is always better than a method of lower order, if the error limit is small enough. Usually, \( m \) is chosen between 5 and 20, \( s \) between 0 and 5. Then, with the limits of accuracy chosen, one tries to fit the step size along the solution.

### III.10. Estimation of Error

The (methodical) error committed in one step may be estimated by means of the theorem of Sec. III.5 (e.g., by regarding the difference \( \hat{y}(x) - \tilde{y}(x) \) as the error in \( \hat{y}(x) \)) or by directly estimating the remainder formula \((2.1')\). The latter case will be considered here. We may replace \((2.1')\) by

\[
R^{**}(x) = \int_{\xi}^{\xi'} \left( \frac{(x-\xi)^s}{s!} \left[ D^{s+1} y_{i+1} \right]_{\xi}, y_{i+1} - \left[ D^{s+1} y_i \right]_{\xi}, y_i \right) d\xi
\]

for, owing to \((2.1')\)

\[
R^{**}(x) = \int_{\xi}^{\xi'} \left( \frac{(x-\xi)^s}{s!} \left[ D^{s+1} y_{i+1} \right]_{\xi}, y_{i+1} - \left[ D^{s+1} y_i \right]_{\xi}, y_i \right) d\xi
\]

is the error in the solution obtained from \((2.1')\) when \( \hat{y}(x) \) is used as a starting approximation. But owing to \((5.2, 5.3)\), we have for this error

\[
| R^{**}(x) | \leq M |x-x_0|^{m+1} \binom{K_n|x-x_o|^{s+1}}{(m+2(s+1))!}
\]

i.e., its order is much higher than that of \( R^* \), therefore, it may be neglected.

The following lemma, which is about the order of the integrand
III.10.

(10.2) \[ z_1(x) = \frac{1}{8!} \left\{ \left[ y_{1,1}^x y - \right]_{x, y(x)} - \left[ y_{1,1}^x y - \right]_{x, y(x)} \right\} \]

is useful to an expedient evaluation of (10.1).

Lemma: From the Lipschitz condition (5.1) for \( D^{s+1} y_1 \) and from

\[ y_1(x) - \hat{y}_1(x) = 0((x - x_0)^{m+1}) \]

it follows that

\[ z_1(x) = 0((x - x_0)^{m+1}) \quad (i = 1, \ldots, n). \]

Proof: From the theorem in Sec. III.5 follows \( y_1(x) - \hat{y}_1(x) = 0((x - x_0)^{m+s+2}) \).

This relation and \( y_1(x) - \hat{y}_1(x) = (\overline{y}_1(x) - y_1(x)) + (y_1(x) - \hat{y}_1(x)) = 0((x - x_0)^{m+1}) \)

together with the Lipschitz condition give the statement.

Hence, we have

(10.3) \[ z_1(x) = (x - x_0)^{m+1} z_1(x) \]

With this expression we approximate the integral (10.1) by means of a quadrature formula which uses only the point \( x_0 + h \), i.e., the end point of the step of integration, as a base point. The function \( (x - \xi)^{S (\xi - x_0)^{m+1}} \) is split off as a weight function. Therefore, we put

(10.4) \[ \int_{x_0}^{x_0+h} (x_0 + h - \xi)^{S (\xi - x_0)^{m+1}} z_1(\xi) d\xi = c \int_{x_0}^{x_0+h} (x_0 + h - \xi)^{S (\xi - x_0)^{m+1}} z_1(\xi) d\xi = c Z_1(x_0 + h) \]

We determine the weight factor \( c \) in such a way that (10.4) is fulfilled exactly if \( Z_1(\xi) \) is constant. This gives

\[ c = \frac{3! (m+1)!}{(s+m+2)!} h^{m+s+2} \]

Inserting this weight factor in (10.4) we find the approximate error

(10.5) \[ R_{id}(x) = R_{id}^*(x) = \int_{x_0}^{x_0+h} (x_0 + h - \xi)^{S (\xi - x_0)^{m+1}} z_1(\xi) d\xi = \]
III.11. Numerical Examples

With several simple examples having known solutions we studied the efficiency of formula (2.1') with (4.1),(4.1'),(8.2) and of the remainder (10.6) by means of the subroutines represented in Knapp-Wanner /29/ or Wanner /51/. In particular, we examined the question whether increasing $s$ and simultaneously decreasing $m$, so that the total order $m+a+1$ remains constant, has a favorable effect on the result or not. In eleven out of twelve arbitrarily chosen examples, the result was positive, whereas only in one a higher number of Taylor terms turned out to be more expedient. Here are the results of the example

1) \[ y' = 1-e^{-y} \left( \sin x - \cos x \right) , \quad y(0) = 0 \]

with the solution \( y(x) = \log(\sin x + e^x) \). The data given are the size $h$ of the single step that was calculated, the orders $m$ and $s$ of the formulas (4.1),(2.1'), the actual errors of the Taylor series $y(x)$ with $m$ terms, the errors of the Lie-series solution (2.1'), and the estimate of the error given by the program according to (10.6):
Taylor's series, which converges only for \( h = 0.5885 \ldots \) cannot be used for \( h = 0.25 \) (also 0.25). Yet, the Lie-series correction gives good results. Estimation of the error is satisfactory, especially in the case of a reasonable step size and for the (usual) smaller values of \( a \) and greater values of \( m \) (cf. Sec. III.9).

2) **Comparison with Runge-Kutta-Fehlberg**:

Differential equations of restricted three body problem:

\[
\begin{align*}
y_1' &= y_2 \\
y_2' &= y_1 + 2y_4 - \mu' \frac{y_1 + \mu}{((y_1 + \mu)^2 + y_3^2)^{3/2}} - \frac{y_1 - \mu}{((y_1 - \mu)^2 + y_3^2)^{3/2}} \\
y_3' &= y_4 \\
y_4' &= y_3 - 2y_2 - \mu' \frac{y_3}{((y_1 + \mu)^2 + y_3^2)^{3/2}} - \frac{y_3}{((y_1 - \mu)^2 + y_3^2)^{3/2}}.
\end{align*}
\]

With this equation, in Durham /10/ a comparison of different methods was carried out and there the method of Fehlberg
turned out to be the best.

Using their initial values for three different Arenstorf orbits, we reran these examples with our method, taking \( m = 13, \ s = 3 \). For comparison the results are presented in the following table:

**Table**

The errors \( \Delta y_i \) represent the amount by which the initial conditions failed to be duplicated at the end \( T \) of the orbit (\( y_i \)-axis crossing) for the \( y_i \) coordinates respectively. Fehlberg's results are taken from the above mentioned report. Figures of the orbits and the exact initial data can also be found in /51/, p.106-110.

<table>
<thead>
<tr>
<th>Orbit number</th>
<th>Positions ( \Delta y_1, \Delta y_2 )</th>
<th>Velocities ( \Delta y_2, \Delta y_4 )</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>269 0.3 not given</td>
<td>0.07 1</td>
<td>Fehlberg</td>
</tr>
<tr>
<td></td>
<td>233 0.005 0.010</td>
<td>0.004 0.005</td>
<td>Lic-series</td>
</tr>
<tr>
<td>2</td>
<td>395 0.05 not given</td>
<td>0.1(^{1})</td>
<td>Fehlberg</td>
</tr>
<tr>
<td></td>
<td>219 0.009 0.028</td>
<td>4.635 0.381</td>
<td>Lic-series</td>
</tr>
<tr>
<td>3</td>
<td>284 0.1 not given</td>
<td>0.07 2</td>
<td>Fehlberg</td>
</tr>
<tr>
<td></td>
<td>214 0.005 0.011</td>
<td>1.783 0.691</td>
<td>Lic-series</td>
</tr>
</tbody>
</table>

in units of \( 10^{-16} \).

\( ) \) These values are probably not correct, since the connection matrix for orbit 2 after one period is

\[
H(T) = \begin{pmatrix}
3.10 \times 10^3 & 6.03 \times 10^0 & -9.37 \times 10^2 & -1.91 \times 10^1 \\
1.72 \times 10^6 & 3.14 \times 10^3 & -4.88 \times 10^5 & -1.06 \times 10^4 \\
1.05 \times 10^4 & 1.91 \times 10^1 & -2.97 \times 10^3 & -6.50 \times 10^1 \\
4.76 \times 10^5 & 9.25 \times 10^2 & -1.44 \times 10^5 & -2.93 \times 10^3 
\end{pmatrix}
\]

This has been calculated with using 6 terms in each step. Thus, the derivatives of \( y_2(T) \) with respect to the initial values (second row) are dominant. During one period, six digits are lost.
3) **Example for a boundary value problem:**

\[ y_1 = y_2 \]
\[ y_2 = \exp y_1 \]
\[ y_1(0) = y_2(1) = 0, \quad y_2(0) = ? \]

Since \( y_{20} \) is not known, we guess \( y^* \) and calculate the corresponding trajectories \( y^*(x) \), \( y^*_2(x) \). If \( y^*_1(1) \neq 0 \) we correct \( y_{20} \) with Newton's method

\[ y_{20} = y^* \quad \frac{y^*_1(1)}{y^*_1(1)} \]

The convergence was as follows (\( y=10^{-24} \), total time 5 seconds):

\[ y_{20} \]
-0.41
-0.46358
-0.46363259167
-0.463632591724262261731149
-0.4636325917242622617313495.

This, of course, is a simple example only. Other examples for boundary value problems are carried out in /22/ p. 73-94. All computations were carried out in double precision (26D) on the CDC 3600 at the Mathematics Research Center, Madison Wisconsin.

Further examples can be found in the Chapter on step size control (Ch. VI.).
Chapter IV

Gröbner’s Integral Equation and Convergence
Proofs

by G. Wanner and H. Reitberger

In this chapter we give a new proof of the integral equation of W. Gröbner. It is a generalization of the well-known "variation of constants formula" to nonlinear cases. It makes possible an easy approach to the formulas of the preceding chapter and to a number of further methods. It also leads to many iteration methods, for some of which we give convergence proofs.

Our thanks go to Prof. W. Gröbner, K.H. Kastlunger and K. Ehle for their helpful discussions. We further wish to acknowledge the suggestions of Prof. M. Hahn, Graz.
IV.1. The Integral Equation of Groebner

In this equation appear derivatives of the solutions with respect to the initial values \( y_0 \). Therefore in this chapter the following changed notation is preferable:

We denote \( y(x,x,y) \) resp. \( \hat{y}(x,x,y) \)

the solutions of the differential equations \((I.1)\) resp. \((III.1)\), i.e.:

\[
\frac{d\hat{y}(x,x,y)}{dx} = f(x,y(x,x,y))
\]

with the initial values \( x, y \), thus with

\[
y(x,x,y) = y \quad \hat{y}(x,x,y) = y
\]

This means that the dependence of the solutions on the initial values \( x, y \) are now kept in mind. Specialization of these to the prescribed initial values \( x_0, y_0 \) leads to the functions of the preceding chapter:

\[
y(x,x_0,y_0) = y(x), \quad \hat{y}(x,x_0,y_0) = \hat{y}(x)
\]

The connection between the wanted solution \( Y(x,x,y) \) and the approximate solution \( \hat{Y}(x,x,y) \), which is assumed to be known, is given by the following theorem:

**Theorem:** If \( f, \hat{f} \) and \( \frac{df(x,y)}{dy} \) are continuous, then it holds that

\[
y(x,x,y) = \hat{y}(x,x,y) + \int_{x_1}^{x} \frac{\partial}{\partial x_1} y(x,x,y) \, dx_1
\]

where

\[
D_2 = \sum_{i=1}^{n} \left[ f_i(x,y) - \hat{f}_i(x,y) \right] \frac{\partial}{\partial y_i}
\]

**Proof:** From \( \frac{df}{dy} \in C \) it follows that \( Y(x,x,y) \in C^1 \) (cf. / 6/, p. 25)

We now differentiate the identity

\[
y(x,x,y) = y(x,\hat{y}(x,x,y))
\]
with respect to $\xi$ and after that put $\xi = x$:

$$0 = \frac{\partial Y(x,x,y)}{\partial x} + f(x,y) \frac{\partial Y(x,x,y)}{\partial y}$$

This is possible because of $Y \in C^1$. Finally we insert $\xi$ for $x$ and $\hat{Y}(\xi,x,y)$ for $y$:

$$0 = \left[ \frac{\partial Y(x,x,y)}{\partial x} + f(x,y) \frac{\partial Y(x,x,y)}{\partial y} \right] \xi = \hat{Y}(\xi,x,y)$$

A similar differentiation of $Y(x,\xi,\hat{Y}(\xi,x,y))$ with respect to $\xi$ yields (using chain rule again)

$$\frac{\partial}{\partial \xi} Y(x,\xi,\hat{Y}(\xi,x,y)) = \left[ \frac{\partial Y(x,x,y)}{\partial x} + f(x,y) \frac{\partial Y(x,x,y)}{\partial y} \right] \xi = \hat{Y}(\xi,x,y)$$

Finally we subtract this from (1.5) and integrate from $x$ to $X$:

$$\int_x^X \left[ (f(x,y) - \hat{f}(x,y)) \frac{\partial}{\partial y} Y(x,x,y) \right] \xi = \hat{Y}(\xi,x,y) \bigg|_x^X = Y(X,x,\hat{Y}(x,x,y)) - Y(X,x,\hat{Y}(x,x,y)) + Y(x,x,\hat{Y}(x,x,y))$$

Thus, (1.4) is proved. The different arguments $\xi$ and $x$ in $Y(x,\xi,\hat{Y}(\xi,x,y))$ do not mind, since they are equalized by the substitution rule $x \rightarrow \xi$, $y \rightarrow \hat{Y}(\xi,x,y)$.

Done.

This integral equation was found first in 1960 by Groebner for analytic equations. It was rediscovered in similar form (cf. (3.1)) in 1961 by Alekseev/54/. The above given proof is similar to that of Alekseev.
IV.2. A Generalization

The above integral equation can be generalized in the following way:

Theorem: If \( f, \hat{f}, \frac{df}{dy} \) are continuous, \( F(x,y) \) is continuously differentiable, it holds that

\[
F(X,Y(X,x,y)) = F(X,\hat{Y}(X,x,y)) + \\
(2.1) \quad + \int_{X}^{x} \left[ D_2 F(X,Y(X,\xi,y)) \right] \xi, \hat{Y}(\xi,x,y) d\xi.
\]

Clearly (2.1) coincides with (1.4) if \( F(x,y) = y \). For analytic equations this formula has first been recognized by K. Egle (cf. QSR Nr.1).

Proof: First differentiate \( F(x,Y(X,\xi,\hat{Y}(\xi,x,y))) \) with respect to \( \xi \).

\[
\frac{\partial}{\partial\xi} F(X,Y(X,\xi,\hat{Y}(\xi,x,y))) = \\
= \frac{\partial F}{\partial y} (X,Y(X,\xi,\hat{Y}(\xi,x,y))) \left[ \frac{\partial Y}{\partial x} (X,Y(X,\xi,\hat{Y}(\xi,x,y))) + \hat{Y}(X,Y(X,\xi,\hat{Y}(\xi,x,y))) \frac{\partial Y}{\partial y} (X,Y(X,\xi,\hat{Y}(\xi,x,y))) \right] \xi, \hat{Y}(\xi,x,y).
\]

Next we multiply (1.5) by \( \frac{\partial}{\partial y} F(X,Y(X,\xi,\hat{Y}(\xi,x,y))) \) and subtract the two formulas:

\[
- \frac{\partial}{\partial\xi} F(X,Y(X,\xi,\hat{Y}(\xi,x,y))) = \\
= \left[ (f(x,y) - \hat{f}(x,y)) \frac{\partial F}{\partial y} (X,Y(X,\xi,\hat{Y}(\xi,x,y))) \right] \xi, \hat{Y}(\xi,x,y) = \\
= \left[ (f(x,y) - \hat{f}(x,y)) \frac{\partial}{\partial y} F(X,Y(X,\xi,\hat{Y}(\xi,x,y))) \right] \xi, \hat{Y}(\xi,x,y).
\]

Integration from \( x \) to \( X \) now yields the wanted integral equation (2.1), since again

\[
\int_{x}^{X} \left[ - F(X,Y(X,\xi,\hat{Y}(\xi,x,y))) \right] d\xi = - F(X,Y(X,\xi,\hat{Y}(X,x,y))) + \\
+ F(X,Y(X,\xi,\hat{Y}(x,x,y))) = - \hat{Y}(X,Y(X,x,y)) + F(X,Y(X,x,y))
\]

Done.
IV.3 A Volterra Integral Equation

Interchange $X$ and $Y$ in (1.4):

$$\hat{Y} = Y + \int_{I}^{T} \left[ \left( \hat{f} - f \right) \frac{\partial}{\partial Y} \hat{Y} \right] \, d\xi - D_{2} \hat{Y}$$

This yields the following Volterra integral equation for the solution $Y$.

Theorem: If $f$, $\hat{f}$ and $\frac{\partial f}{\partial Y}$ are continuous, it holds that

$$\begin{align*}
Y(x,y) &= \hat{Y}(x,y) + \int_{I}^{T} D_{2} \hat{Y}(\xi,\xi,\xi) \, d\xi 
\end{align*}$$

In addition, if $F(x,y)$ is a continuously differentiable function, we have

$$\begin{align*}
F(x,Y(x,y)) &= F(x,\hat{Y}(x,y)) + \\
&\quad + \int_{I}^{T} \left[ D_{2} F(x,\hat{Y}(\xi,\xi,\xi)) \right] \, d\xi
\end{align*}$$

These formulas differ from (1.4) and (2.1) only by the exchange of $f$ and $\hat{f}$ under the integral sign.

IV.4 The Variation of Constants-Formula as Special Case.

Let $\hat{f}(x,y)$ be linear in $y$:

$$\hat{Y} = \hat{f}(x) \hat{Y}$$

and let $\hat{F}(x) = (\hat{F}_{ik}(x))$ be the fundamental system of solutions with $\hat{F}(x) = I$ (identity matrix). Then $\hat{Y}(x,\xi,\xi) = \hat{F}(x) \hat{F}^{-1}(\xi) \hat{Y}$, and

$$\frac{\partial}{\partial Y} \hat{Y}(x,\xi,\xi) = \hat{F}(x) \hat{F}^{-1}(\xi) \hat{Y}.$$ Thus for the solution of

$$Y' = \hat{f}(x)Y + o(x,Y(x))$$
IV.5. Proof of the Formulas of Section III.

The series of the preceding chapter are now simply obtained by inserting the Taylor series of the solution

\[(5.1) \quad y(\xi, \eta, \nu) = \sum_{n=0}^{\infty} \frac{(\xi-\eta)^n}{n!} \frac{\partial^n}{\partial \eta^n} \left[ \gamma(\xi, \eta, \nu) \right] + \int_{\eta}^{\nu} \int_{\xi}^{\theta} \frac{(\xi-\eta)^n}{n!} \frac{\partial^n}{\partial \eta^n} \left[ \gamma(\xi, \eta, \nu) \right] \frac{\partial^m}{\partial \xi^m} \gamma(\xi, \eta, \nu) \, d\xi \, d\eta
\]

into the right hand side of (1.4):

\[(5.2) \quad y(x, x, y) = \gamma(x, x, y) + \sum_{n=0}^{\infty} \int_{\eta}^{\nu} \frac{(\xi-\eta)^n}{n!} \frac{\partial^n}{\partial \eta^n} \left[ \gamma(\xi, \eta, \nu) \right] \frac{\partial^m}{\partial \xi^m} \gamma(\xi, \eta, \nu) \, d\xi \, d\eta + \mathcal{R}_g(x, x, y)
\]

or by interchanging the order of integration:

\[\mathcal{R}_g(x, x, y) = \int_{\eta}^{\nu} \int_{\xi}^{\theta} \frac{(\xi-\eta)^n}{n!} \frac{\partial^n}{\partial \eta^n} \left[ \gamma(\xi, \eta, \nu) \right] \frac{\partial^m}{\partial \xi^m} \gamma(\xi, \eta, \nu) \, d\xi \, d\eta\]

The inner integral of this cannot be evaluated with the help of the generalized integral equation (3.1).
IV.6.

Theorem: If $f$, $\hat{f}$, $\frac{\partial f}{\partial y}$ are continuous and $D^{s+1}y$ is continuously differentiable, formula (5.2) is valid with the remainder

\[ R_s(x,x,y) = \int x \left( \frac{(x-x)^{s}}{s!} \left[ D^{s+1}y \right] \right) d\eta, \]

Proof: Under the given conditions (5.1) and (1.4) are valid. (2.1) is used with the function

\[ F(x,y) = \frac{(x-x)^{s}}{s!} D^{s+1}y \]

and with $x$ replaced by $\eta$. The stated conditions allow this application.

Done.

(5.2) and (5.3) are nothing else than the formulas of III.3, if transcribed to the original notation.

Remark: Knapp, /26/, has proved (5.3) under the weaker condition $D^{s+1}y \in C$. Following we prove the formula of Groebner in III.1:

IV.6 Convergence for $s \to \infty$

Theorem: If the functions $f_1(x,y)$, i.e., the operator $D$, are analytic in some domain, then for a sufficiently small $h-x$ (5.3) converges to zero, i.e., we have from (5.2)

\[ Y(x,x,y) = \hat{Y}(x,x,y) + \sum_{\alpha=0}^{\infty} \int x \left( \frac{(x-x)^{\alpha}}{\alpha!} \left[ D_x^\alpha y \right] \right) \hat{Y}(\xi,x,y) \ d\xi, \]

the formula of Groebner stated in III.1.

Proof: Since $D$ is analytic, it can be majorized by the operator $\Delta$ which is in one variable only

\[ D^s \Delta = \frac{N}{(1-z) \frac{d}{dz}} \]

(cf. e.g., Groebner /22/, p. 30, and Groebner-Watulawek /22/, p. 225).

Thus
Next we shift the initial values \( y \) to the origin and choose \( h = X - x \) so that

\[
|Y(\xi)| \leq \frac{a}{2}, |\dot{Y}(\xi)| \leq \frac{b}{2} \quad \text{for} \quad x \in X.
\]

Inserting (6.2) into (5.3) we obtain

\[
|R_s| \leq \left( \frac{X - \xi}{s+1} \right)^2 = \frac{1}{p^2} \left( \frac{1}{1 - \frac{1}{p}} \right)^{2s-1} \left( \frac{1}{1 - \frac{1}{p}} \right)^{2s-1} \left( \frac{1}{1 - \frac{1}{p}} \right)^{2s-1}
\]

Hence

\[
|R_s| \leq \frac{2^{2s} N^2 (X - \xi)^{s+1}}{s+1} = \frac{2^{2s} N^2 (X - \xi)^{s+1}}{s+1} = \frac{2^{2s} N^2 (X - \xi)^{s+1}}{s+1}
\]

and thus

\[
\lim_{s \to \infty} R_s = 0
\]

if

\[
\frac{SN(X - x)}{p} < 1 \quad \text{or} \quad h = |X - x| \leq \frac{b}{SN}.
\]

Done.

Remarks:

1) A second proof of (6.2) is possible by inserting the infinite power series into the integral and assuring uniform convergence which allows interchange of summation, integration and differentiation.

2) Still another proof (the historically first one) was given by Gröbner by rearranging the power series for the solution \( Y \) in a special way (cf. e.g. Gröbner /22/, p. 35, Knapp-Wanner /29/, p. 29).
IV.7. A General Process

Formula (5.2) has resulted from inserting a Taylor series solution into the integral of Gröbner's integral equation (1.4). This leads to the idea to insert any approximate solution \( \tilde{Y}(X, \xi, y) \), say, of order \( s \). We thus obtain a new approximate solution \( \tilde{Y}(X, x, y) \) given by the formula

\[
(7.1) \quad \tilde{Y}(X, x, y) = \hat{Y}(X, x, y) + \int_x^X \left[ D_2 \tilde{Y}(X, \xi, y) \right] \hat{Y}(\xi, x, y) \, \text{d}\xi.
\]

**Theorem.** If \( \hat{Y} \) is of order \( m \), \( \tilde{Y} \) is of order \( s \), then, under appropriate differentiability conditions, \( \tilde{Y} \) is of order \( m+s+1 \).

**Proof:** Because of the order-condition, the error of \( \tilde{Y} \) is equal to

\[
\text{error of } \tilde{Y}(X, \xi, y) = \frac{(X-\xi)^{s+1}}{(s+1)!} F(X, \xi, y).
\]

The error of \( \tilde{Y} \) is now obtained by subtraction of (7.1) from (1.4)

\[
\text{error of } \tilde{Y}(X, x, y) = \int_x^X \left[ D_2 (\text{error of } \tilde{Y}(X, \xi, y)) \right] \hat{Y}(\xi, x, y) \, \text{d}\xi.
\]

Again, as in section III.6, \( D_2 \) contains the factor \((\xi-x)^m\) and we thus have

\[
\text{error of } \tilde{Y}(X, x, y) = \int_x^X \frac{(X-\xi)^{s+1}}{(s+1)!} \frac{(\xi-x)^m}{m!} G(\xi, x, y) \left[ \frac{\partial}{\partial y} F(X, \xi, y) \right] \hat{Y}(\xi, x, y) \, \text{d}\xi.
\]

Since \((X-\xi)^{s+1}(\xi-x)^m\) does not change sign in the integration interval, the mean value theorem can be applied and yields

\[
\text{error } \tilde{Y}(X, x, y) = \int_x^X \frac{(X-\xi)^{s+1}}{(s+1)!} \frac{(\xi-x)^m}{m!} G(\xi, x, y) \left[ \frac{\partial}{\partial y} F(X, \xi, y) \right] \hat{Y}(\xi, x, y) \, \text{d}\xi
\]

\[
= \frac{(X-x)^{m+s+1} (\xi-x)^m}{(m+s+2)!} \left[ \frac{\partial}{\partial y} F(X, \xi, y) \right] \hat{Y}(\xi, x, y) \quad (x \leq \xi \leq X)
\]

thus, \( \tilde{Y} \) is of order \( m+s+1 \).

Done.
Remark. The Theorem in section III.5 is related to this.

Hence, to each pair of methods with orders $m$ and $s$ and with solutions $\hat{Y}$ and $\hat{V}$ resp., formula (7.1) leads to a new method with order $m+s+1$ and solution $\hat{V}$. The Lie series of Chapter III is obtained by inserting $m$ and $s$ terms of the power series expansion.

### IV.8. Iterated Integral Equations

Still further integral equations are derived from (1.4) and (2.1) by iteration:

$$Y(X,\xi_0, y) = \hat{Y}(X,\xi_0, y) + \int_X^{\xi_0} [D_2 \hat{Y}(X,\xi_1, y)] \, d\xi_1 + \int_X^{\xi_0} \int_{\xi_1}^{X} [D_2 D_2^2 \hat{Y}(X,\xi_2, y)] \, d\xi_2 d\xi_1 .$$

and

$$F(X,Y(X,\xi_0, y)) = F(X,\hat{Y}(X,\xi_0, y)) + \int_X^{\xi_0} [D_2 F(X,\hat{Y}(X,\xi_1, y))] \, d\xi_1 + \int_X^{\xi_0} \int_{\xi_1}^{X} [D_2 D_2^2 F(X,Y(X,\xi_2, y))] \, d\xi_2 d\xi_1$$

where $\hat{z}_1, \hat{z}_2, \ldots$ denote the following substitution rule

$$\hat{z}_k = x^{s_1} y^{s_2} \hat{Y}(\xi_1, \xi_{k-1}, y).$$

Still more general equations are derived after repeated iterations.

The following theorem is obtained by the repeated application of the preceding theorem (section IV.7):
**Theorem:** If \( \hat{Y} \) is of order \( m \), \( \bar{Y} \) is of order \( s \), then, under appropriate differentiability conditions, \( Y \) which is defined by

\[
(8.4) \quad Y(X, \xi_0, y) = \hat{Y}(X, \xi_0, y) + \sum_{\xi_1} \int [D_2 \hat{Y}(X, \xi_1, y)] d\xi_1 + \\
+ \sum_{\xi_1} \int [D_2 D_2 \hat{Y}(X, \xi_2, y)] d\xi_2 d\xi_1
\]

is of order \( 2m+s+2 \). Done.

**Remarks:**
1) The insertion of a power series for \( Y \) leads to the series with multiple integrals as given in Wanner /51/, p. 73-74.
2) The order of the analogous formula with an \( r \)-fold integral is \( rm+s+r \).

**IV.10. Iteration methods and convergence proofs**

The formulas (7.1), (8.4) etc. can be iterated in many ways. There are possible iterations with respect to \( \hat{Y} \), or with respect to \( \bar{Y} \) or both. A number of methods appear as special cases, such as the iteration methods of Picard or that of Gröbner-Knapp, the method of Poincaré and so on. For a few of these iteration methods convergence proofs and error estimates now are given, for others we have not yet found them.

**IV.10. The Iteration Method of Gröbner-Knapp**

This method appears, when (7.1) is iterated with respect to \( \hat{Y} \) while for \( \bar{Y} \) the first \( s \) terms of the power series solution are inserted. Thus we have the iteration process (cf. (5.2))

\[
(10.1) \quad \bar{Y}(r+1)(X, x, y) = Y(r)(X, x, y) + \sum_{a=0}^{s} \int \frac{X(x-\xi)^a}{a!} [D_2^r D^a y] \xi, Y(r)_{\xi,x,y}
\]
IV.10.

\[ y'(r) = \hat{f}(r)(x, y(r)), \quad \frac{\partial}{\partial x} = \frac{\partial}{\partial x} + f(x, y) \frac{\partial}{\partial y} \]

starting with \( y(0) = \hat{y} \).

The convergence follows from equation (III.5.3) under the condition that \( D^{s+1}y \) satisfies a Lipschitz condition. If the
Lipschitz-condition is assured only in some compact domain \( D \)
(as usual with nonlinear equations), further considerations
are necessary to assure that the iterated functions \( Y(r) \) do
not leave \( D \):

**Theorem:** Assume that the Lipschitz condition (III.5.1) for the
functions \( D^{s+1}y \) is satisfied in the domain

\[ (10.2) \quad B = \{(\xi, \eta) | x \in [0, a], \eta \in [-n, a] \} \]

and that the approximate solution \( \hat{y} \) satisfies

\[ (10.3) \quad |Y_1(\xi, x, \eta) - \hat{y}_1(\xi, x, \eta)| \leq M \frac{|\xi-x|^{m+1}}{(m+1)!} \]

for \( x \in [0, a] \). Further \( h = \sqrt{-x} \) should satisfy

\[ (10.4) \quad \frac{h^{m+1}}{(m+1)!} \leq \frac{b}{2} \]

\[ (10.5) \quad |Y_1(\xi, x, \eta) - \hat{y}_1(\xi, x, \eta)| \leq \frac{h}{2} \quad x \in \xi \times x + h \]

\[ (10.6) \quad \frac{K \cdot h^{m+1}}{(m+2)(m+3) \cdots (m+s+2)} \leq 1 \]

Then the iterated solutions \( Y(r)(\xi, x, \eta) \) of (10.1) do not leave
\( D \) for \( x \in \xi \times x + h \) and the iterations are arbitrary often possible,
and converge to the solution with the error estimation

\[ (10.7) \quad |Y_1(\xi, x, \eta) - Y_r(\xi, x, \eta)| \leq M \frac{|\xi-x|^{m+1}}{(m+1)(s+1)r)} \]

**Proof:** 1) First we show that the functions \( Y(r) \) are again
\((s+1)\)-times differentiable, since only for \( f \in C^s \) the
formulas (5.2), (5.3) are valid. This we simply show by (s+1)-times differentiating $R_s$ in (5.3):

Using the well known formula

$$\frac{d^{s+1}}{dx^{s+1}} \int_x^{(x-x)^s} g(\xi) d\xi = g(x)$$

we obtain

$$\frac{d^{s+1}}{dx^{s+1}} R_s(x, x, y) = \left[D^{s+1}y\right]_{x, y} - \left[D^{s+1}y\right]_{x, y}$$

which is continuous. Now the assertion follows from the fact that $Y(x, x, y) \in C^{s+1}$ (cf. section II.1).

2) Next we confirm that the iterated functions do not leave $B$.

First by (III.5.3), (10.4), (10.6)

$$(10.8) \quad |Y_i - Y_i^{(1)}| \leq \frac{M|\xi - x|^{m+1}}{(m+1)!} \frac{K_n|\xi - x|^{s+1}}{(m+2)\ldots(m+s+2)} \leq \frac{b}{2};$$

again by (III.5.3)

$$(10.9) \quad |Y_i - Y_i^{(2)}| \leq \frac{M|\xi - x|^{m+1}}{(m+1)!} \frac{K_n|\xi - x|^{s+1}}{(m+2)\ldots(m+s+2)} \leq \frac{b}{2}$$

and so on.

Thus by (10.5) and the triangle inequality

$$|y_i - y_i^{(r)}| \leq |y_i - y_i^{(1)}| + |y_i - y_i^{(2)}| \leq \frac{b}{2};$$

(10.7) follows by induction from (10.8), (10.9),.. by (III.5.3).

Done.

Remarks. 1) The number $m$ in (10.3), (10.4) need not be the greatest possible. Perhaps sometimes (10.4) may be less restrictive for smaller $m$; (10.6) however is not.
2) The theorem is essentially due to H. Knapp, the proof is new.

3) We already have a convergence proof for an arbitrary \( \bar{Y} \), not only for finite sections of a power series, and we are at the present working on its simplification.

IV.11. Picard's Method as Special Case

The method of Picard comes out from (10.1) by putting \( s=0 \):

\[
Y^{(r+1)}(X,x,y) = Y^{(r)}(X,x,y) + \int \frac{X_1 D_2(r) Y^{(r)}(X,x,y) d\xi}{X_2} \left[ f(\xi,Y^{(r)}(X,x,y)) d\xi - \int f(\xi,Y^{(r)}(X,x,y)) d\xi \right] - y^{(r)}(X) + y
\]

which is the well-known iteration of Picard.

IV.12. Poincaré's Method of Parameter Expansion

To (7.1) iterated with respect to \( \bar{Y} \) while \( \bar{Y} \) is kept fixed, we get Poincaré's method of parameter expansion; i.e., we obtain the solution expanded in powers of a small parameter.

To show this, assume that the operator \( D_2 \) is multiplied with a small parameter, say \( \epsilon \):

\[
D_2 = \epsilon D_2
\]
(12.1) $y^{(r+1)}(x,x,y) = \hat{y}(x,x,y) + \int_0^x \frac{D^r y(r)(x,\xi,y)}{\xi} d\xi$

starting, say, with $y^{(0)} = \hat{y}$. Inserting for $y^{(r)}$ again and again, it can be seen, that $y$ is expanded in powers of $\epsilon$ (in simplified notation):

(12.2) $y^{(r+1)} = \hat{y} + \epsilon \int \hat{y}^{(1)} + \epsilon^2 \int \hat{y}^{(2)} + \ldots + \epsilon^{r+1} \int \hat{y}^{(r+1)}$.

Subtracting this from (12.1) (more precisely: from the $(r+1)$-times iterated equation similar to (3.1)

(12.3) $y = \hat{y} + \epsilon \int \hat{y}^{(1)} + \ldots + \epsilon^{r+1} \int \hat{y}^{(r+1)} + \epsilon^{r+2} \int \hat{y}^{(r+2)}$.

we obtain for the error

(12.4) $y - y^{(r+1)} = \epsilon^{r+2} \int \hat{y}^{(r+2)}$.

We again consider the example

$y' = \sqrt{x} + \sqrt{y}$, $y(0) = 0$

which is known as an equation which poses difficulties to a numerical integration (cf. Rosser/42/, Cooper/8/). Again let

$\hat{f} = \sqrt{x}$, $D_2 = D_2^* = \sqrt{y}$, $\epsilon = 1$.

Then the above expansion becomes

$y(x) = \frac{2}{3} x^{3/2} + \frac{2}{5} \frac{4}{7} x^{7/4} + \frac{2}{7} x^2 + \frac{2}{39} \frac{1}{9} x^{9/4} + \ldots$.

which, for small $x$, gives an exactitude of hundreds of Runge-Kutta steps.

A convergence proof of series (12.2) is given in section IV.14.
The actual determination of the series (12.2) is mostly easier by the usual expansion as e.g. it is described in Knapp-Wanner /28/, section IV.2.

**IV.13. Power series as special case**

Put
\[ D_1 = \frac{3}{\frac{3}{x}}, \quad D_2 = \int \frac{f_1(x,y)}{\frac{3}{y^1}}, \quad \tau = 1, \quad D_2^\tau = D_2 \]

then
\[ \hat{Y}(x,x,y) = y, \]
and the process (12.1) reads as follows
\[ Y^{(r+1)}(x,x,y) = y + \int f(\epsilon,y) \frac{3}{\frac{3}{y^r}} Y^{(r)}(X,\tau, y) df \]

a method, which is connected with a power series expansion in the following way:

**Proposition**: In the case of autonomous equations, (13.1) coincides with the method of power series:

This is seen by induction: For autonomous equations \( f(x,y) \) does not depend on \( x \) and we have for (13.1)
\[ y^{(r+1)} = y + \int f(y) \frac{3}{\frac{3}{y^r}} Y^{(r)}(x,\tau, y) df. \]

Thus if
\[ y(r) = \sum_{\alpha=0}^{r} \frac{(X-x)^\alpha}{\alpha!} D^\alpha y \]
then
\[ y^{(r+1)} = y + \sum_{\alpha=0}^{r} D \int \frac{(X-y)^\alpha}{\alpha!} df \frac{D^\alpha y}{(a+1)!} \]

and with \( \beta = a+1 \)
\[ y^{(r+1)} = \sum_{\beta=0}^{r+1} \frac{(X-x)^\beta}{\beta!} D^\beta y. \]
IV.14. Convergence proof of Poincaré's method

The following convergence proof of the iteration (12.1), starting with an arbitrary analytic function

\[ Y^{(0)}(x,x,y) = \sum_{\nu=0}^{\infty} \frac{(X-x)^\nu}{\nu!} D_1^\nu y \]

has been worked out together with K. Kuhnert. First get a majorization operator

\[ \Delta = \frac{N}{(1-z/\rho)} \frac{d}{dz} \]

for \( D, D_1, D_1 \), as well as \( \epsilon D_2 = D_2 \).

Then

\[ (14.1) \quad Y(X,x,y) - Y^{(r)}(X,x,y) < 2 \sum_{\alpha=0}^{\infty} \left( \frac{\alpha}{r!} \right) (X-x)^\alpha \Delta^\alpha z. \]

where the symbol \( < \) denotes majorization.

(14.1) is proved by induction:

**r=0:**

\[ Y(X,x,y) - Y^{(0)}(X,x,y) = \sum_{\alpha=0}^{\infty} \frac{(X-x)^\alpha}{\alpha!} (D^\alpha z - D_1^\alpha z) \]

\[ < 2 \sum_{\alpha=0}^{\infty} \left( \frac{\alpha}{r!} \right) (X-x)^\alpha \Delta^\alpha z. \]

**r=r+1:**

\[ Y(X,x,y) - Y^{(r+1)}(X,x,y) = \epsilon \int_X^{X} \left[ D_2^\nu (Y-Y^{(r)}) \right]_{2}^2 dx \]

\[ < \int_X^{X} \left[ \Delta^2 \sum_{\alpha=0}^{\infty} \left( \frac{\alpha}{r!} \right) (X-x)^\alpha \Delta^\alpha z \right] \epsilon, \sum_{\gamma=0}^{\infty} \frac{(X-x)^\gamma}{\gamma!} \Delta^\gamma z. \]

Application of the commutation theorem (cf. e.g. /22/, p.17) and rearrangement of the double sum gives
\[ Y - Y(r+1) < 2 \sum_{a=r}^{\infty} \sum_{\gamma=0}^{\infty} \binom{a}{r} \int_{c}^{X} \frac{(X-\xi)^a}{\gamma!} \frac{(\xi-x)^\gamma}{\gamma!} d\xi, \Delta^\gamma a+1z \]

and with \( \beta = a+1+\gamma \)

\[ Y - Y(r+1) < 2 \sum_{\beta=r+1}^{\infty} \sum_{a=r}^{\infty} \binom{\beta}{r+1} \frac{(X-x)^\beta}{\beta!} \Delta^\beta z \]

Done.

Next we transform the initial values \( y \) to the origine and sum up (14.1) for \( r=0,1,... \):

\[ \sum_{a=0}^{\infty} \sum_{r=0}^{\infty} \binom{a}{r} \frac{(X-x)^a}{a!} \Delta^a z \]

\[ = \sum_{a=0}^{\infty} \sum_{\gamma=0}^{\infty} \binom{a}{\gamma} \frac{(X-x)^\gamma}{\gamma!} \Delta^\gamma z \]

which converges for

\[ |X-x| < \frac{\phi}{2N}. \]

Thus it is necessarily

\[ \lim_{r \to \infty} (Y - Y(r)) = 0. \]
Chapter V

Runge-Kutta Processes with Multiple Nodes

by K.H. Kastlunger

Abstract:

The use of the differential operator $D$ makes it possible to extend the method of Runge-Kutta in such a way, that the power-series method, the classical Runge-Kutta-method as well as the processes of Fehlberg are contained as special cases. The generalization is in such a way, that not only the functions $f_1(x,y)$ are evaluated at some intermediate points, but in addition also the functions $Df_1, D^2f_1, \ldots, D^m f_1$. These new methods are advantageous especially when combined with the concept of recursive generation of the values of $D^nf_1 = D^{n+1}y_1$, as described in Chapter II.

We first develop the general form of the conditions for the coefficients of these processes thereby extending the results of J.C. Butcher /1/. These equations become still more complicated than those for classical processes.

Next it is shown that to each quadrature formula with multiple nodes there exists an analogous Runge-Kutta process with the same number of nodes and with the same order. This again extends results of Butcher /2/.

Fehlberg's method is shown to be nothing else than a generalized Runge-Kutta process with one $m$-fold first node and a few additional single ones.

Finally we give examples of explicite process and numerical examples.
V.1. General Theory

Notation

Let the following autonomous system of ordinary differential equations be given

(1.1) \( y_i' = f_i(y_1, \ldots, y_n) \) or for short \( y' = f(y) \)

with the initial conditions

(1.2) \( y_i(x_0) = y_{i0} \) or \( y(x_0) = y_0 \).

Here we treat autonomous systems, since then the following theory becomes more simple. This, of course, is no reduction of generality, what can be seen by introducing \( x = y_0 \) as new variable with \( y'_0 = 1 \).

Are the functions \( f_i \) analytic in a neighbourhood of \( y_{i0} \), then the solution of \((1.1,2)\) is given by the following power series

(1.3) \( y(x) = \sum_{k=0}^{\infty} \frac{(x-x_0)^k}{k!} \left[ D^k y \right]_0 = \sum_{k=0}^{\infty} \frac{n^k}{k!} \left[ D^k f \right]_0 \)

with the differential operator

(1.4) \( D = \sum_{j=1}^{n} f_j \frac{\partial}{\partial y_j} \)

Again the symbol \( [\ldots]_0 \) means that after all differentiations the initial values \( x_0, y_0 \) are to be inserted.

Elementary Differentials

Definition: (Butcher / I, p. 187)

\( 0 \) := \( f \) is the only one elementary differential of order one;

(1.5) \( F = \{ F_1, \ldots, F_s \} := \sum_{j_1, \ldots, j_s=1}^{n} F_{1j_1} \ldots F_{sj_s} \frac{\partial^s}{\partial y_{j_1} \ldots \partial y_{j_s}} \)

where \( F_i = (F_{i1}, \ldots, F_{in}) \)

is an elementary differential of order \( r \) and degree \( s \), if \( F_i \) are elementary differentials of order \( r_i \):

order \( r \): \( r = r_1 + \ldots + r_s + 1 \)

degree \( s \): \( s = \text{number of } F_i \), which constitute \( F \).
more generally:

\[(1.6a) \quad F = \{ F_1^\mu_1 \ldots F_\sigma^\mu_\sigma \} := \{ F_1 \ldots F_\sigma \}_{\mu_1 \ldots \mu_\sigma} \]

is a elementary differential of order \( r \) and degree \( s \), where

\[(1.6b) \quad r = \mu_1 \alpha_1 + \ldots + \mu_\sigma \alpha_\sigma + 1 \quad \text{and} \quad s = \mu_1 + \ldots + \mu_\sigma \].

In this notation the exponent may be zero also; we also define

\[\{ F_1^0 \ldots F_\sigma^0 \} := 1 \].

Notation convention:

For simplification we now introduce the following notation:

if \( v_1, \ldots, v_s \) are vectors \( v_i = (v_{i1}, \ldots, v_{in}) \), then we denote:

\[(1.7) \quad v_1 \ldots v_s \frac{ds}{dy} := \sum_{j_1, \ldots, j_s=1}^n v_{1j_1} \ldots v_{sj_s} \frac{\partial^s}{\partial y_{j_1} \ldots \partial y_{j_s}} \]

more generally:

\[(1.8a) \quad s = \sum_{i=1}^\sigma \mu_i \]

we write

\[(1.8b) \quad v_1^{\mu_1} \ldots v_\sigma^{\mu_\sigma} \frac{ds}{dy} := v_1^{\mu_1} \frac{\partial^s}{\partial y_{j_1} \ldots \partial y_{j_s}} \]

Using this notation \((1.5)\) and \((1.6)\) now becomes

\[(1.9) \quad \{ F_1 \ldots F_s \} = F_1 \ldots F_s \frac{ds}{dy} ; \quad \{ F_1^{\mu_1} \ldots F_\sigma^{\mu_\sigma} \} = F_1^{\mu_1} \ldots F_\sigma^{\mu_\sigma} \frac{ds}{dy} \]

The following theorem about elementary differentials is due to Butcher / 1:

\[\text{Theorem: } D^{r-1}f \text{ is a linear combination of all elementary differentials } F \text{ of order } r \text{ with positive integer coefficients } \alpha;\]

\[(1.10) \quad D^{r-1}f = \sum_{\operatorname{ord} F=r}^\alpha F \]

The coefficient \( \alpha \) of \( F = \{ F_1^{\mu_1} \ldots F_\sigma^{\mu_\sigma} \} \) is given by

\[\]

1) The symbol \( \sum_{\operatorname{ord} F=r}^\alpha \) denotes that the summation is over all elementary differentials of order \( r \).
where $\alpha_i$ are the coefficients of $F_i$, $r_i$ their orders and $r$ the order of $F$.

Examples:
\[
\begin{align*}
Df &= \{f\} \\
D^2f &= \{(f^2)\} + \{f^2\} \\
D^3f &= \{\{(f^2)\}\} + 3\{(f)\} + \{(f^2)\} + \{f^3\}.
\end{align*}
\]

A list of all elementary differentials up to order eight is given in /1/, pp. 191-193.

Next modify the above theorem:

With \(D^r f = D^r y = \sum_{\text{Ord } F_i = r_i} a_i F_i\) we have

\[
\sum_{\text{Ord } F_i = r_i} \sum_{\text{Ord } F_j = r_j} a_i \cdots a_t \{F_i \cdots F_j\}
\]

Theorem: It holds that

\[
D^r y = \sum_{t=1}^{r-1} \sum_{\sum_{i=1}^{t} r_i = r-1} \frac{(r-1)!}{t! \cdots r_t!} \{D^r_1 y \cdots D^r_t y\}
\]

Proof: Inserting (1.12) into (1.13) we obtain

\[
\sum_{t=1}^{r-1} \sum_{\sum_{i=1}^{t} r_i = r-1} \frac{(r-1)!}{t! \cdots r_t!} \frac{1}{t! \cdots r_t!} \{D^r_1 y \cdots D^r_t y\}
\]

It is easy seen that all elementary differentials of order $r$ appear in this expansion. If we pick out one of these, say \(\{F_1^{\mu_1} \cdots F_6^{\mu_6}\}\), we see that the coefficient of this is equal to

\[
\frac{(r-1)!}{t!} \frac{1}{\sum_{j=1}^{t} \prod_{j=1}^{t} \mu_j} \left( \frac{\alpha_j}{\prod_{j=1}^{t} \mu_j} \right)^{\mu_j}
\]

This, however is exactly the coefficient $a$. 

(1.11) $a = (r-1)! \sum_{\prod_{j=1}^{t} \mu_j} \left( \frac{\alpha_j}{\prod_{j=1}^{t} \mu_j} \right)^{\mu_j}$

where $\alpha_i$ are the coefficients of $F_i$, $r_i$ their orders and $r$ the order of $F$. 

$\text{Ord}_1 F_i$
The classical Runge-Kutta method uses the following formulas for the approximation \( \hat{y}(x) \):

\[(1.14a) \quad \hat{y}(x) = y_0 + h \sum_{i=1}^{n} c_i \hat{g}_i \]

and

\[(1.14b) \quad \hat{g}_i = f(y_0 + h \sum_{j=1}^{n} b_{ij} \hat{g}_j) .\]

These formulas are now generalized in the following way:

- \( n \) = number of nodes (stages) of the method
- \( m \) = their multiplicity

\[(1.15) \quad \hat{g}_i^{(k)} = (p^k y)(y_0 + h \sum_{j=1}^{n} b_{ij}^{(1)} \hat{g}_j^{(1)} + h^2 \sum_{j=1}^{n} b_{ij}^{(2)} \hat{g}_j^{(2)} + \ldots + h^m \sum_{j=1}^{n} b_{ij}^{(m)} \hat{g}_j^{(m)}) \]

\[(1.16) \quad \hat{y}(x) = y_0 + h \sum_{i=1}^{n} c_i^{(1)} \hat{g}_i^{(1)} + h^2 \sum_{i=1}^{n} c_i^{(2)} \hat{g}_i^{(2)} + \ldots + h^m \sum_{i=1}^{n} c_i^{(m)} \hat{g}_i^{(m)} \]

Remarks:

1) For \( m=1 \) we get (1.14) again.
2) For simplicity we put

\[(1.17) \quad c_i^{(k)} = 0 \quad \text{for} \quad k = m+1, m+2, \ldots, i = 1, 2, \ldots, n \]

\[(1.18) \quad b_{ij}^{(k)} = 0 \quad \text{for} \quad k = m+1, m+2, \ldots, i, j = 1, 2, \ldots, n \]

3) The assumption that all nodes have the same multiplicity is not restrictive. Otherwise we put

\[ \hat{g}_i^{(k)} = 0 \quad \text{for} \quad k = m_i+1, m_i+2, \ldots, i = 1, \ldots, n \]

\[ b_{ij}^{(k)} = 0 \quad \text{for} \quad k = m_j+1, m_j+2, \ldots, i, j = 1, \ldots, n \]

Theorem (Expansion Theorem for Runge-Kutta):

a) \( \hat{g}_i \) possesses the following power series

\[(1.19) \quad \hat{g}_i^{(k)} = \sum_{\mu=0}^{\infty} \frac{h^\mu}{\mu!} R_i^{(k)} \]
the vectors \( R^{(k)}_{1,0} \) are determined recursively:

\[
(1.20a) \quad R^{(k)}_{1,0} = \left[ d_k y \right]_0, \quad k = 1, 2, \ldots
\]

\[
(1.20b) \quad R^{(k)}_{1,1} = \sum_{k=1}^n \frac{1}{k!} \left[ \frac{d^k y}{d t^k} \right]_{t_0} \quad k = 1, 2, \ldots
\]

\[
(1.21) \quad S_{1,1} = \sum_{k=1}^n \frac{n!}{(n-k)!} b_{1,1} \frac{d^k y}{d t^k} \quad k = 1, 2, \ldots
\]

b) The approximation of the Runge-Kutta-method has the following expansion:

\[
(1.22) \quad \hat{y}(x) = y_0 + \sum_{k=1}^n \frac{h^k}{k!} \hat{T}_n
\]

\[
(1.23) \quad \hat{T}_n = \sum_{k=1}^n \frac{n!}{(n-k)!} b_{1,1} \frac{d^k y}{d t^k}
\]

**Proof:**

1) Since \( f \) is analytic, it follows that \( \gamma^{(k)}_1 \) possess a power-series expansion (1.19).

2) \( y_0 + \frac{h}{1!} \sum_{j=1}^n b_j \gamma_j (x) (1.17) \)

\[
y_0 + \frac{h}{1!} \sum_{j=1}^n b_j \gamma_j (x) = \gamma_0 + \frac{h}{1!} \sum_{j=1}^n b_j \gamma_j (x)
\]

3) \( \gamma_1 = \gamma_0 + \frac{h}{2!} \sum_{j=1}^n b_j \gamma_j (x) \)

4) \( \gamma_{1+2} = \gamma_{1+1} + \frac{h}{3!} \sum_{j=1}^n b_j \gamma_j (x) \)
Taylor's theorem for multiple variables with use of (1.7) and (1.8):

(1.26) $f(y_0 + v) = \sum_{n=0}^{\infty} \frac{v}{n!} \left[ \sum_{\nu=0}^{\infty} \frac{h^\mu}{\nu!} \sum_{\sum_{i=1}^{\nu} \lambda_i = \nu \mu} \frac{1}{\lambda_1! \cdots \lambda_{\nu}!} S_{1,\lambda_1} \cdots S_{1,\lambda_{\nu}} \frac{d^\nu}{dy^\nu} f(\lambda_1, \cdots, \lambda_{\nu}) \right]_o$

5) $c_1^{(k)} = (D^{k}y)(y_0 + v_1)$ (1.26)

A comparison with (1.19) gives

(1.20a) $R^{(k)}_{1,\nu} = \left[ D^{k}y \right]_o$

(1.20b) $R^{(k)}_{1,\mu} = \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \sum_{\sum_{i=1}^{\nu} \lambda_i = \nu \mu} \frac{1}{\lambda_1! \cdots \lambda_{\nu}!} S_{1,\lambda_1} \cdots S_{1,\lambda_{\nu}} \left[ \sum_{\nu=0}^{\infty} \frac{h^\mu}{\nu!} \sum_{\sum_{i=1}^{\nu} \lambda_i = \nu \mu} \frac{1}{\lambda_1! \cdots \lambda_{\nu}!} S_{1,\lambda_1} \cdots S_{1,\lambda_{\nu}} \frac{d^\nu}{dy^\nu} D^{k}y \right]_o$

5) $y(x) = y_0 + h \sum_{m=1}^{\infty} \frac{c_1}{c_1} (1) g_1^{(1)} + \cdots + h^m \sum_{m=1}^{\infty} \frac{c_1}{c_1} (m) g_1^{(m)}$ (1.17)

$y_0 + \sum_{k=1}^{\infty} h^k \sum_{m=0}^{\infty} \frac{c_1}{c_1} (k) g_1^{(k)}$ (1.19)

$y_0 + \sum_{k=1}^{\infty} h^k \sum_{m=0}^{\infty} \frac{c_1}{c_1} (k) \frac{h^\mu}{\mu!} R^{(k)}_{1,\mu}$

$y_0 + \sum_{k=1}^{\infty} \frac{h^{k+\mu}}{(k+\mu)!} \sum_{\nu=0}^{k+\mu} \frac{c_1}{c_1} (\nu) R^{(k+\nu)}_{1,\nu} (k+\nu+\mu)$

$y_0 + \sum_{k=1}^{\infty} \frac{h^k}{(k-h)!} \sum_{m=1}^{k} \frac{c_1}{c_1} (k) R^{(k)}_{1,\mu}$
Theorem: $T_k$ is a linear combination of all elementary differentials of order $k$ with coefficients $\beta, \phi$:

$$T_k = \sum_{k=1}^n \frac{\kappa!}{(\kappa-k)!} \sum_{i=1}^n c_i(k) R_i, k-k \quad \text{Done.}$$

Connection with Elementary Differentials

Proof: First we show that

$$R_i, k-k = \sum_{\text{ord } P=\mu} \beta_i \Psi_i(k) \quad \text{for } k=1, \ldots, n; \mu=1,2, \ldots$$

Now the right hand side of (1.27) is proved by inserting (1.30) into the left hand side of (1.27) using equation (1.28).

The proof of (1.30) is by induction on $k$:

$k=1$: here $k=1$ and

$$R_i,1 = [D^1] \Psi_i(1) = [\Psi_i,1]$$

induction from $k=1$ to $k$:

let

$$R_i, k-1 = \sum_{\text{ord } P=\mu} \beta_i \Psi_i(1) \quad (1=1, \ldots, \mu; \mu=1, \ldots, k-1)$$

then

$$R_i, k-k = \sum_{i=1}^n \frac{\kappa!}{(\kappa-k)!} \sum_{i=1}^n c_i(k) R_i, k-k \quad \text{as in (1.27)}$$
Inserting here the induction hypothesis we obtain, after some computation, a linear combination of expressions of the form $P_i \ldots P - D y$, where $P_i$ is of order $\kappa_i$.

In Lemma 2 (p. 80) we shall prove, that the above expression is a linear combination of elementary differentials of order $(\kappa_1 + \ldots + \kappa + k) - k$ where the coefficients are natural numbers. Done.

Corollary: it holds that

$(1.34) \quad R_{i, \kappa-k}^{(k)} = \frac{(x-k)!}{\kappa!} \sum_{\text{ord } F=\kappa} \beta_{i_1}^{(k)} [F]_0$.

Proof: Inserting $(1.28)$ into $(1.27)$ we obtain

$\sum_{k=1}^{n} \sum_{i=1}^{m} c_i^{(k)} \frac{(x-k)!}{\kappa!} R_{i, \kappa-k}^{(k)} = \sum_{\text{ord } F=\kappa} \beta \sum_{k=1}^{n} \sum_{i=1}^{m} c_i^{(k)} y_i^{(k)} [F]_0 =$

$= \sum_{k=1}^{n} \sum_{i=1}^{m} c_i^{(k)} \sum_{\text{ord } F=\kappa} \beta y_i^{(k)} [F]_0$.

Hence follows $(1.34)$.

This theorem suggests the following definition of so-called "elementary weights" (Butcher /1/ p. 194):

Definition: To each elementary differential $F = \{F_1 \ldots F_g\}$ corresponds an elementary weight $\phi = [\phi_1 \ldots \phi_g]$, where $\phi$ is the corresponding coefficient of $F$ in $(1.27)$.

Remarks:

1) In addition equations $(1.10)$ and $(1.27)$ adjoin to each elementary differential $F$ a number $\alpha$ and a number $\beta$. The correspondence of $\alpha$, $\beta$, $\phi$ to $F$ shall be expressed by similar indices.

2) In contrast to $F$ the coefficients $\alpha$, $\beta$, and $\phi$ do not depend on the function $f$ of the differential equation $(1.1)$. 
The next task is now the computation of $\phi$ and $\beta$:

for this we insert (1.34) into (1.32) and use the formula

\[
\begin{align*}
R_k^1 &= \sum_{\tau=1}^{\mathcal{H}-1} \sum_{\substack{k_1 + \cdots + k_\tau = \mathcal{H} - k \atop \mathcal{H} \neq 1}} \left( \sum_{\mathcal{F}_1 = \mathcal{H}_1}^{\mathcal{F}_1} \frac{(x_1 - \sigma_1)_!}{(x_1)_!} \frac{\beta_1}{(x_1)_!} \cdots \frac{\beta_\tau}{(x_1)_!} \cdot \frac{(x-k)_!}{(x)_!} \right) \\

&= \sum_{\tau=1}^{\mathcal{H}-1} \sum_{\substack{k_1 + \cdots + k_\tau = \mathcal{H} - k \atop \mathcal{H} \neq 1}} \left( \sum_{\mathcal{F}_1 = \mathcal{H}_1}^{\mathcal{F}_1} \frac{1}{(x)_!} \sum_{j=1}^{\tau} b_{ij} \psi_{1,j} \right) \cdots \left( \sum_{\mathcal{F}_1 = \mathcal{H}_1}^{\mathcal{F}_1} \frac{1}{(x)_!} \sum_{j=1}^{\tau} b_{ij} \psi_{1,j} \right) \cdot [F_1 \cdots F_\tau] \frac{d^\tau}{dy^\tau} D^k y
\end{align*}
\]

(1.35)

with

\[
\psi_{1,i}^{(o)} = \sum_{\sigma_1 = 1}^{x_1} \frac{1}{\sigma_1!} \sum_{j=1}^{\tau} b_{ij} \psi_{1,j} \quad (1 = 1, \ldots, \tau)
\]

(1.36)

The insertion of (1.35) in (1.27) gives now with $\mathcal{H} = \mathfrak{r}$:

\[
\begin{align*}
&\sum_{\mathcal{F}_1 = \mathcal{H}_1}^{\mathcal{F}_1} \beta_1 \Phi [F_1]_0 = \\
&\sum_{k=1}^{\mathcal{H}-1} \sum_{\sigma_1 = 1}^{x_1} \frac{n}{\sigma_1!} \sum_{j=1}^{\tau} b_{ij} \psi_{1,j} \cdot \sum_{\mathcal{F}_1 = \mathcal{H}_1}^{\mathcal{F}_1} \frac{(x-k)_!}{(x)_!} \cdot \frac{\beta_1}{(x_1)_!} \cdot \frac{\beta_\tau}{(x_1)_!} \\
&\quad \cdot \frac{(x-k)_!}{(x)_!} \frac{\beta_1}{(x_1)_!} \cdot \frac{\beta_\tau}{(x_1)_!} \\
&\quad \cdot \frac{\beta_1}{(x_1)_!} \cdot \frac{\beta_\tau}{(x_1)_!} \cdot \psi_{1,i}^{(o)}
\end{align*}
\]

(1.37)

Comparing the right and left side of this identity, we now obtain recursion formulas for $\phi$ and $\beta$: for, on the left side $\beta$ and $\phi$ correspond to $F$, which is of order $r_1$; on the right side $\beta_1$ and $\psi_{1,i}^{(o)}$ correspond to $F_1$, whose order is smaller or equal to $r-1$. 

Conditions for the Parameters

For $n=1$ in (1.15,16), hence for the classical Runge-Kutta-method, the comparison in (1.37) is easily done:

because of (1.17) we have

$$y^{(0)}_{1} = \sum_{j=1}^{n} b_{1j} y_{1,j}$$
and $y^{(k)}_{1} = 0$ for $k=2,3,\ldots$ .

Hence (1.37) becomes:

$$\sum_{\text{ord } F=r} \beta F[F] =$$

$$\sum_{i=1}^{n} c_{i}^{(1)} \sum_{r_{1} + \ldots + r_{n} = r-1} \sum_{\text{ord } F_{i}=r_{i}} \ldots \sum_{\text{ord } F_{n}=r_{n}} \frac{r!}{r_{1}! \ldots r_{n}!} \left( \sum_{j=1}^{n} b_{1j} y_{1,j}^{(1)} \right).$$

If we choose in the left hand side a fixed elementary differential, say $F = \{ F_{1}, \ldots, F_{n} \}$ with $\sum \mu_{i} = s$, this appears in the right hand side with the following coefficient:

$$\beta F[F] = \sum_{i=1}^{n} c_{i}^{(1)} \frac{s!}{\mu_{1}! \ldots \mu_{s}!} \beta F[F] =$$

$$r! \sum_{i=1}^{n} \frac{1}{\mu_{1}} \beta_{1} \sum_{j=1}^{n} c_{i}^{(1)} \left( \sum_{j=1}^{n} b_{1j} y_{1,j}^{(1)} \right)^{\mu_{i} / \mu_{1}}.$$

The factor $\frac{s!}{\mu_{1}! \ldots \mu_{s}!}$ is due to the permutation which are to be bear in mind in the sum $\sum_{r_{1} + \ldots + r_{n} = r-1}$.

Comparison now gives

(1.38a) $\beta = r! \frac{s}{\mu_{1}} \beta_{1} \left( \frac{\beta_{1}}{F_{1}} \right)^{\mu_{1}}$

(1.38b) $\beta = \sum_{i=1}^{n} c_{i}^{(1)} \frac{s}{\mu_{1}} \left( \sum_{j=1}^{n} b_{1j} y_{1,j}^{(1)} \right)^{\mu_{i} / \mu_{1}}$.

These are exactly the formulas of Butcher / 1/, p. 194-196.

1) The coefficients $\beta$ defined here differ from those of Butcher. His coefficients are obtained by putting $\beta' = \beta / r$. 

For \( m \geq 1 \) this comparison is more complicated. First we need the following two Lemmas:

**Lemma 1:** Let \( u_1 \) be functions of \( y_1, \ldots, y_n \) and sufficiently often differentiable; then with \( \kappa_1 = \kappa_{11} + \cdots + \kappa_{s1} \) it holds that

\[
\frac{\partial^\kappa}{\partial y_1 \cdots \partial y_n} (u_1 u_2 \cdots u_t) = \sum_{\kappa_1 + \cdots + \kappa_n = \kappa} \frac{\partial^{\kappa_1}}{\partial y_1} \cdots \frac{\partial^{\kappa_t}}{\partial y_t} (u_1 u_2 \cdots u_t).
\]

(1.39)

**Proof** (by induction on \( s \)):

**\( s = 1 \):**

\[
\frac{\partial}{\partial y_1} (u_1 u_2 \cdots u_t) = \sum_{\kappa_1 + \cdots + \kappa_t = \kappa_1} \frac{\partial^{\kappa_1}}{\partial y_1} \cdots \frac{\partial^{\kappa_t}}{\partial y_t} (u_1 u_2 \cdots u_t) = (\text{since } \kappa_1 = \kappa_1)
\]

\[
\frac{\partial u_1}{\partial y_1} u_2 \cdots u_t + u_1 \frac{\partial u_2}{\partial y_1} u_3 \cdots u_t + \cdots + u_1 \cdots u_{t-1} \frac{\partial u_t}{\partial y_1}.
\]

**Induction from \( s = 1 \) to \( s \):**

\[
\frac{\partial^\kappa}{\partial y_1 \cdots \partial y_n} (u_1 \cdots u_t) = \frac{\partial}{\partial y_1} \left( \frac{\partial^{\kappa-s}}{\partial y_2 \cdots \partial y_t} (u_1 \cdots u_t) \right) =
\]

(by induction hypothesis with \( \kappa_1 = \kappa_{21} + \cdots + \kappa_{s1} \))

\[
\frac{\partial}{\partial y_1} \left( \sum_{\kappa_1 + \cdots + \kappa_n = \kappa_1} \frac{\partial^{\kappa_1}}{\partial y_1} \cdots \frac{\partial^{\kappa_t}}{\partial y_t} (u_1 \cdots u_t) \right) =
\]

(by commutation of \( \frac{\partial}{\partial y_1} \) with summation sign and by (1.39) with \( s = 1 \))

\[
\sum_{\kappa_1 + \cdots + \kappa_t = \kappa_1} \frac{\partial^{\kappa_1}}{\partial y_1} \cdots \frac{\partial^{\kappa_t}}{\partial y_t} (u_1 \cdots u_t) = \frac{\partial^{\kappa_1 + \cdots + \kappa_t}}{\partial y_1 \cdots \partial y_n} (u_1 \cdots u_t).
\]

Putting now \( \kappa_1 = \kappa_{11} + \kappa_{21} = \kappa_{11} + \cdots + \kappa_{s1} \) we obtain (1.39).

Done.
For Lemma 2 we need a further symbol, which is now defined:

Definition: Let $F = (F_1 \ldots F_\pi) = (F'_1 \ldots F'_\pi)$ with order $\pi$ and $p = \pi_i^{1} + \ldots + \pi_\pi$, and $\hat{F} = (\hat{F}_1 \ldots \hat{F}_\pi)$ with order $\hat{p}$ be elementary differentials. Then we define:

\[(1.4\alpha) f^*(\pi^1_{ik}; F_1, \ldots, F_\pi) = (1)^*(\pi^1_{ik}; F'_1, \ldots, F'_\pi) := (F^*_{11} \ldots F^*_{\pi1})\]

\[(1.4\beta) \hat{F}^*(\pi^1_{ik}; F_1, \ldots, F_\pi) = (\hat{F}_1 \ldots \hat{F}_\pi)^*(\pi^1_{ik}; F'_1, \ldots, F'_\pi) :=
\begin{pmatrix}
\pi^1_{11} & \ldots & \pi^1_{1\pi} \\
\pi^1_{21} & \ldots & \pi^1_{2\pi} \\
\vdots & \ddots & \vdots \\
\pi^1_{\pi1} & \ldots & \pi^1_{\pi\pi}
\end{pmatrix}
\begin{pmatrix}
F^*_{11} \\
F^*_{12} \\
\vdots \\
F^*_{\pi1} \\
F^*_{\pi2}
\end{pmatrix}
\]

where

1. $\pi^1_{ik}$ non-negative integer;
2. set of indices for $\pi^1_{ik}$:

\[(1.4\omega)
\begin{align*}
i &= 1, \ldots, \pi \\
\pi &= 1, \ldots, \hat{p}_1 \\
\hat{p} &= 0, 1, \ldots, k
\end{align*}
\]

and for $\pi^1_{ik}$:

\[(1.4\omega) \pi^1_{ik} = \pi^1_{im} \text{ with } \pi^1_{ik} = \sum_{j=0}^{m-1} \hat{p}_j + k (\hat{p}_0 = 1).
\]

Convention: If misunderstandings are not possible, we shall write for $\hat{F}^*(\pi^1_{ik}; F_1, \ldots, F_\pi)$ shortly $\hat{F}(\pi^1_{ik})$.

Example:

$F = (F_1 \ldots F_\pi)$ and $\hat{F} = (\hat{F}_1 \ldots \hat{F}_\pi)$: hence $\hat{F}_1 = \{F\}$, $\hat{F}_2 = \emptyset$; $\hat{F}_1 = 2, \hat{F}_2 = 1, \hat{F}_3 = 4$;

\[
\hat{F}_2(\pi^1_{ik}) = \{\pi^1_{i1} \ldots \pi^1_{i\pi}\} \text{ (by (1.4\alpha))},
\]

\[
\hat{F}_2(\pi^1_{ik}) = \{\pi^1_{i1} \ldots \pi^1_{i\pi}\} \text{ (by (1.4\alpha))},
\]

\[
\hat{F}_2(\pi^1_{ik}) = \{\pi^1_{i1} \ldots \pi^1_{i\pi}\} \text{ (by (1.4\alpha))}.
\]

1) The quantities $\hat{F}$, $\hat{F}$, $\hat{F}$, $\hat{F}$, $\hat{F}$ correspond to $F$; $\hat{F}$, $\hat{F}$, $\hat{F}$, $\hat{F}$, $\hat{F}$ correspond to $\hat{F}$. 


Lemma 2: Let $F = \{P_1, \ldots, P_n\}$ and $\hat{F} = \{\hat{P}_1, \ldots, \hat{P}_n\}$.

Then it holds that
\[
F_1 \ldots F_n = \frac{dP}{dy} \hat{F}.
\]

Proof (by induction on $\hat{F}$):

\begin{itemize}
  \item $\hat{F} = 1$: Here $\hat{F} = f$ and $k_1 = k_i$ (i=1,...,n).

  From (1.40a) and (1.9) it follows that (1.41) is satisfied.

  Next the following summation rule is valid:

  \[\sum_{\sigma_j=\sigma_1+\cdots+\sigma_j} \sum_{\sigma_1=\sigma_j+1}^{\sigma_j+1} \cdots \sum_{\sigma_k=\sigma_j}^{\sigma_j+1} \frac{P'(k_1 \ldots P_{j-1} \ldots P_{j+k})}{\sigma_j = \sigma} \]

  \[\sum_{\sigma_1=\sigma_k}^{\sigma_k+1} \sum_{\sigma_2=\sigma_1+\sigma_k-\sigma_1}^{\sigma_1+\sigma_k-\sigma_1+1} \cdots \sum_{\sigma_k=\sigma_1+\cdots+\sigma_{k-1}+\sigma_k-\sigma_1}^{\sigma_1+\cdots+\sigma_k-\sigma_1+1} \]

  \[\sum_{\sigma_1=\sigma_k}^{\sigma_k+1} \sum_{\sigma_2=\sigma_1+\sigma_k-\sigma_1}^{\sigma_1+\sigma_k-\sigma_1+1} \cdots \sum_{\sigma_k=\sigma_1+\cdots+\sigma_{k-1}+\sigma_k-\sigma_1}^{\sigma_1+\cdots+\sigma_k-\sigma_1+1} \]

  For simplification we define the following sets of tuples:

  \[k^{(i)}_k = \{ (k_1^{(i)}, \ldots, k_i^{(i)}) | k_1^{(i)} \leq \cdots \leq k_i^{(i)} \} \]

  Induction from $F-1$ to $F$:

  With (1.43) the induction hypothesis reads as follows:
\[ F_1^{(1)} \cdots F_\pi^{(1)} \frac{d^{(1)}}{dy^{(1)}} = \sum_{v_1}^{K_1(1)} \cdots \sum_{v_\pi}^{K_\pi(1)} \left( \frac{\pi^{(1)}}{\prod_{j=1}^\pi (v_j + 1)} \right) F_k^{(1)}(x_{1k}) \]

(1.44)

with \( x_1^{(1)} + \cdots + x_\pi^{(1)} = x^{(1)} \), \( i=1, \ldots, t \).

Then

\[ F_1^{(1)} \cdots F_\pi^{(1)} \frac{d^{(1)}}{dy^{(1)}} \mathcal{P} = F_1^{(1)} \cdots F_\pi^{(1)} \frac{d^{(1)}}{dy^{(1)}} \left( \frac{1}{1 + x^{(1)}} \right) \]

\[ = \sum_{\sigma_1^{(1)} + \cdots + \sigma_t^{(1)} = 1} \sum_{\sigma_{p_1}^{(1)} + \cdots + \sigma_{p_t}^{(1)} = 1} \left( \frac{\pi^{(1)}}{\prod_{j=1}^\pi (v_j + 1)} \right) \left( \sum_{v_1}^{K_1(1)} \cdots \sum_{v_\pi}^{K_\pi(1)} \frac{\pi^{(1)}}{\prod_{j=1}^\pi (v_j + 1)} \right) F_k^{(1)}(x_{1k}) \]

(1.44)

(\text{using (1.42) and (1.4ob)})

\[ \sum_{\sigma_1^{(1)} + \cdots + \sigma_t^{(1)} = 1} \sum_{\sigma_{p_1}^{(1)} + \cdots + \sigma_{p_t}^{(1)} = 1} \left( \frac{\pi^{(1)}}{\prod_{j=1}^\pi (v_j + 1)} \right) \left( \sum_{v_1}^{K_1(1)} \cdots \sum_{v_\pi}^{K_\pi(1)} \right) F_k^{(1)}(x_{1k}) \]

(\text{using (1.4ac) and } k^{(o)} = k^{(o)})
(1): This step is verified by transcribing into the sum-notation (cf. (1.7,9) ) then by using (1.39) and finally by transcribing back with (1.7,9).

(2): This step is verified by collecting together in $F_1 \cdots F_p$ all elementary differentials which occur multiple times; so we obtain

$\sum_{i=0}^{\infty} \sigma_{k_1 i}^{(i)}$

$F_1 \cdots F_p$

Let $F_{k_1} \cdots F_{k_n} = F_1$, where $F_{k_1} \in \{F_1, \ldots, F_p\}$.

Then

$(1.45a) \quad k_1(i) = \sum_{l=1}^{n} \sigma_{k_1 l}^{(i)} \quad (i=0, \ldots, t)$

and

$(1.45b) \quad k_1 = \sum_{j=0}^{t} k_1(j)$

Finally we comprise the sums with $\sigma_{k_1 i}$ and obtain

$\sum_{\sigma_{k_1 o} + \cdots + \sigma_{k_1 t} = 1} \cdots \sum_{\sigma_{k_1 o} + \cdots + \sigma_{k_1 t} = 1} (\text{using } (1.45a, b))$

$\sigma_{k_1 o} \cdots \sigma_{k_1 t} = 0$

$\sigma_{k_1 o} \cdots \sigma_{k_1 t} = 0$

$\sum_{k_1 (o) + \cdots + k_1 (t) = k_1} \frac{k_1!}{k_1 (o)! \cdots k_1 (t)!}(\cdots)$

Analogously the exponent of $F_2, \ldots, F_p$ and the corresponding sums are comprised.

Next we prove by induction that

$\hat{p}^{*}(y_{ik})$ has the order $\sum_{j=1}^{n} x_j r_j + \hat{p}$, (where $y_j = \sum_{k=1}^{n} w_{jk}$);

induction hypothesis: $\hat{p}^{*}(y_{jk})$ has the order $\sum_{j=1}^{n} x_j r_j + \hat{p}$ (i=1, \ldots, t);

then

$\hat{p}^{*}(y_{jk}) = (F_1 \cdots F_p) \hat{p}^{*}(y_{ik}) \cdots \hat{p}^{*}(y_{jk})$ has the order (by (1.6b))

$\sum_{i=0}^{t} \frac{1}{j=1} \sum_{j=1}^{n} x_j r_j + \hat{p}_i + \hat{p}_i + \hat{p}^{*} (1.45b) \sum_{j=1}^{n} x_j r_j + \hat{p}$

Finally $P = (F_1 \cdots F_p)$ has the order $\sum_{j=1}^{n} x_j r_j + 1 = r$, and hence
\( F^*(x_{1k}) \) has the order \( r+2-1 \).

With this the proof of Lemma 2 is completed. Done.

Corollary: \( F_1 \ldots F_k \frac{d^k}{dy^k} y \) is a linear combination of elementary differentials of order \( r_1 + \ldots + r_k + k \). This has been used in connection with (1.33).

We are now ready to prove:

**Theorem:** The elementary weight \( \phi = [\phi_1 \ldots \phi_s] \) corresponding to 
\( F=\{F_1 \ldots F\} \) is determined recursively by the following formulas:

- \( \phi \), corresponding to \( f \), is given by
  \[
  (1.46a) \quad \phi = \sum_{i=1}^{n} c_i^{(1)}
  \]

- \( \phi \), corresponding to \( F \), is given by:
  \[
  (1.46b) \quad \phi = [\phi_1 \ldots \phi_s] = \sum_{k=1}^{m} \sum_{i=1}^{n} c_i^{(k)} \sum_{\lambda_1 + \ldots + \lambda_t = k-1} \frac{(k-1)!}{\lambda_1! \ldots \lambda_s!} \psi_{1,1} \ldots \psi_{s,1}
  \]

  where \( \psi_{i,j} \) (\( \lambda_i \geq 1 \)) correspond to \( \phi_i \) (cf. (1.28)) and

- \( \psi(c) = \sum_{i=1}^{m} \frac{1}{\sigma^t} \sum_{j=1}^{n} b(c) \psi_{i,j} \) \( l=1, \ldots, t \).

- The coefficient \( \beta \) corresponding to \( F=\{F_1 \ldots F\} \) is given by:
  \[
  (1.47) \quad \beta = r! \sum_{j=1}^{d} \frac{1}{\mu_j} \left( \frac{r_j}{F_j} \right)^{\mu_j} \text{ where } \beta_j \text{ corresponds to } F_j.
  \]

**Proof:**

1.) (1.46a) follows directly from (1.27), since \( k=1 \) and hence \( k=1 \) and \( R_1^{(1)} \) \( t=2n \) \( f \) : so \( \phi = \sum_{i=1}^{n} c_i^{(1)} \).

2.) Let

\( F=\{F_1 \ldots F\} \), \( F_1 = \{F_{11} \ldots F_{1d} \} \), \( F_{ik} = \{\ldots \} \) and so on, until \( f \) is reached.
Out of all $F_{ik}$, $F_{ik1}$, ..., $f$ we now collect these elementary differentials, which differ from $F_1, ..., F_n$ and denote them by $F_{g+1}, ..., F_n$.

Then each of the elementary differentials of which $F$ is composed can be written in the form $\{F_1^\lambda ..., F_n^\lambda\}$ where $\lambda > 0$.

**Example:**

$F = \{(f, f^2)\}$

$F_1 = (f), F_2 = (f, f^2), F_3 = f^2, F_4 = f$;

then for example:

$F = \{F_1^2, F_2^0 F_3^0\}, F_2 = \{F_1^0 F_2^0 F_3^0\}$.

3.) Let $M(F; F)$ be the following set of tuples:

$$M(F; F) = \{(\kappa_1, ..., \kappa_n) \mid \bar{F}^*(\kappa_1 F_1, ..., F_n) = F\}.$$  

Choosing one tuple out of $M(F; F)$ and putting

$$(1.49a) \quad \kappa_i = \kappa_1 + ... + \kappa_n; \quad (i = 1, ..., n), \quad p = \kappa_1 + ... + \kappa_n,$$

we obtain from Lemma 2

$$(1.49b) \quad \frac{\kappa_1}{F_1} ... \frac{\kappa_n}{F_n} \frac{\partial^p}{\partial y^p} \bar{F}^* = \left(\sum_{j=1}^{n} \frac{\kappa_j!}{\kappa_1! ... \kappa_n!}\right) F + ...$$

4.) From (1.10) we have

$$(1.50) \quad F_1 ... F_n \frac{\partial}{\partial y} \bar{F}^* = \frac{\partial^r}{\partial y^r} \bar{F}^* = \left(\sum_{F_k = k}^{\sum r_i = r} \frac{\partial^r}{\partial y^r} \bar{F}^*\right)$$

5.) No comparison of terms in (1.37) is possible.

In the left side of (1.37) we choose an arbitrary elementary differential $F = \{F_1^\mu, ..., F_g^\mu\}$ of order $r$.

In the right hand side of (1.37) we now are interested only in those terms, which contains $F$;

for this, we insert (1.50) into (1.37) and let the summation run only on the tuples of $M(F; F)$, so we obtain by bearing in mind the number of permutations of the sum $\sum_{F_1^\lambda, ..., F_n^\lambda=r-k}$ and by (1.49a, b)
Putting we obtain using (1.26,29) it follows that

\[
\phi[F]_0 = \frac{r}{r!} \sum_{k=1}^{n} \sum_{\text{ord } P = k} \hat{d} \sum_{M(P,F)} \left( \frac{\beta_{ij} \varphi^{(o)}_{ij}}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \left( \frac{1}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \cdot [F]_0
\]

\[
r! \sum_{k=1}^{n} \sum_{\text{ord } P = k} \hat{d} \sum_{M(P,F)} \left( \frac{\beta_{ij} \varphi^{(o)}_{ij}}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \left( \frac{1}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \cdot [F]_0 \]

Putting (1.51) \( \Lambda_i^{(k)} = \sum_{P = k} \hat{d} \sum_{\text{ord } P = k} \left( \frac{\beta_{ij} \varphi^{(o)}_{ij}}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \left( \frac{1}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \)

we obtain \( \phi[F]_0 = \frac{r}{r!} \sum_{k=1}^{n} \sum_{\text{ord } P = k} \hat{d} \sum_{M(P,F)} \left( \frac{\beta_{ij} \varphi^{(o)}_{ij}}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \left( \frac{1}{\kappa_{ij}, \ldots, \kappa_{jk}} \right) \cdot [F]_0 \)

using (1.28,29) it follows that

(1.52) \( \Lambda_i^{(k)} = \frac{\beta_{ij} \varphi^{(k)}_{ij}}{r!} \varphi^{(k)}_{ij} \)

This, however, does not yet lead to formulas for \( \varphi^{(k)}_{ij} \), since usually the set \( M(P,F) \) and therefore \( \Lambda_i^{(k)} \) are not known. We thus try to find a recursive determination:

6.) We assume that the elementary weights \( \phi_1, \ldots, \phi_\sigma \) which correspond to \( F_1, \ldots, F_\sigma \) of \( F = \{ F_1, \ldots, F_\sigma \} \) are known; then also the following sets are known:

(1.53) \( \mathcal{M}^{(1)}(F_1, F_\sigma) = \{ (\kappa_{i1}, \ldots, \kappa_{i\sigma}) \mid F_1^{(1)}(\kappa_{i1}), F_1^{(1)}, \ldots, F_\sigma^{(1)}(\kappa_{i1}) \} \)

\((1=1, \ldots, \tau, \ 1 \leq j_1 \leq \sigma)\)

and hence also

(1.54) \( \Lambda_{j_1}^{(k)} = \frac{\beta_{j_1, j_1}}{F_{j_1}} \varphi^{(k)}_{j_1, j_1} \)

Using (1.53) it is now possible to construct the set \( M(P,F) \):

because of (1.40b) we have

\( \phi^{(o)}_{i1} = \{ F_1^{(1)}(\kappa_{i1}), F_1^{(1)}, \ldots, F_\sigma^{(1)}(\kappa_{i1}) \} \)
Since we want \( \hat{P}(x_{1k}) = \{F_1^\mu_1 \ldots F_\sigma^\mu_\sigma\} = F \), it follows that:
\[
\hat{P}^*_t(x_{1k}) = F_{J_1} \ldots , \hat{P}^*_t(x_{1k}) = F_{J_t} \quad \text{where} \quad 1 \leq J_1, \ldots , J_t \leq \sigma .
\]

Since the tuples \((\ldots , x_{1k}^{(i)} , \ldots )\) are known from (1.55), the still unknown numbers \(\kappa(o)\) are now obtained from the comparison
\[
(1.55) \quad \{F_{J_1} \ldots , F_{J_t}^\pi\} = \{F_1^\mu_1 \ldots F_\sigma^\mu_\sigma\}
\]
as follows:

Let \(q_1 > o (i=1,2,\ldots ,\sigma)\) be the frequency of \(i\) occurring in \((j_1,\ldots ,j_t)\), then (1.55) gives:
\[
(1.56) \quad \kappa(o) = \mu_i - q_1 .
\]

Hence it follows that only those \((j_1,\ldots ,j_t)\) can occur in (1.55) for which \(\kappa(o) > o\) \((i=1,\ldots ,\tau)\).

Thus the set \(M(\hat{P}_1 F)\) can now be written
\[
M(\hat{P}_1 F) = \bigcup_{j_1,\ldots ,j_t=1} (\kappa(o), \kappa(1), \ldots , \kappa(1), \ldots , \kappa(1)) \quad \text{where} \quad \kappa(o) = \mu_i - q_1 > o \quad (i=1,\ldots ,\tau), \quad (\ldots , \kappa(1), \ldots ) \in M(\hat{P}_1 F).
\]

(1.57)

From (1.13) and (1.12) it follows that
\[
F_1 \ldots F_\sigma \frac{d^g}{dy^g} D^k = \frac{(k-1)!}{\lambda_1 \ldots \lambda_k} \sum_{\lambda_1 \ldots \lambda_k = k-1} \frac{1}{\text{ord } F_1 = \lambda_1} \ldots \frac{1}{\text{ord } F_\tau = \lambda_\tau} \sum_{\text{ord } F_1 = \lambda_1} \ldots \sum_{\text{ord } F_\tau = \lambda_\tau} \theta_1 \ldots \theta_\tau .
\]

(1.58)

We insert (1.58) into (1.37) and let the summation run only over the tuples of \(M(\hat{P}_1 F)\); doing this we use again (1.49) and bear in mind, as in 5.) the number of permutations. Similar computations as in 5.) now lead to
$$\beta \theta [F]_0 = \sum_{k=1}^{r} \sum_{i=1}^{n} c_i(k) \sum_{l=1}^{k-1} \frac{(k-1)!}{\lambda_1 \ldots \lambda_t} \frac{x!}{\lambda_1! \ldots \lambda_t!} \sum_{\text{ord } \beta_1 = \lambda_1} \ldots \sum_{\text{ord } \beta_t = \lambda_t} \hat{a}_{1} \ldots \hat{a}_{t}.$$  

$$\sum_{i \neq k} \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) \sum_{i \neq k} \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) \sum_{i \neq k} \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) [F]_0.$$  

(by rearranging)  

$$\sum_{k=1}^{r} \sum_{i=1}^{n} c_i(k) \sum_{l=1}^{k-1} \frac{(k-1)!}{\lambda_1 \ldots \lambda_t} \frac{x!}{\lambda_1! \ldots \lambda_t!} \sum_{\text{ord } \beta_1 = \lambda_1} \ldots \sum_{\text{ord } \beta_t = \lambda_t} \hat{a}_{1} \ldots \hat{a}_{t}.$$  

(by using (1.54, 56))  

$$\bigwedge_{j_{1} \neq k} (\lambda_{j_{1}}) \text{ (cf. (1.51))}$$  

$$\left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) \left( \frac{1}{x^{(o)}_{j_{1}}(x^{(o)}_{j_{1}}) \lambda_{j_{1}}} \right) [F]_0.$$  

where we have used the following symbol (cf. Gröbner – Hofreiter: Integraltafel)  

\begin{align*}  
(1.59a) & \quad (a_{i_1 \ldots i_t} = (a-1 \ldots a-1)_{n-1}(o-1)) \quad (\lambda = 1, 2, \ldots) \\
(1.59b) & \quad (a_{i_1 \ldots i_t} = 1) 
\end{align*}  

The comparison of the coefficients in the above formulas gives  

\begin{align*}  
(1.47) & \quad \beta = x! \prod_{j=1}^{r} \frac{1}{\mu_j} \left( \frac{\beta_1}{\mu_j} \right)^{\mu_j}. 
\end{align*}
\[ \varphi = [\varphi_1^\mu \ldots \varphi_\sigma^\mu] = \sum_{k=1}^{r} \sum_{i=1}^{n} c_i^k \sum_{t=1}^{k-1} \frac{(k-1)!}{\lambda_1! \ldots \lambda_t!} \cdot \frac{1}{t!} \cdot \varphi_{\lambda_1} \ldots \varphi_{\lambda_t}. \]

(1.59)

\[ \sum_{j_1, \ldots, j_t} \left( \frac{\sigma}{\lambda_1 \ldots \lambda_t} \right)^{(\mu - q_1)} \frac{(\mu - q_1)}{\mu - q_1} \cdot \varphi_{\lambda_1} \ldots \varphi_{\lambda_t}. \]

Those are the wanted recursion formulas for \( \beta \) and \( \varphi \).

s.) Formula (1.59) can be simplified with the help of the following transcription:

(1.6ca)

\[ \varphi = [\varphi_1^\mu_1 \varphi_2^\mu_2 \ldots \varphi_\sigma^\mu_\sigma] \]

\[ \beta = [\beta_1 \ldots \beta_{\pi_2-1} \beta_{\pi_2} \ldots \beta_{\pi_\sigma-1} \ldots \beta_0] = [\hat{\beta}_1 \ldots \hat{\beta}_\sigma] \]

with

(1.6b) \[ s = \sum_{i=1}^{\sigma} \mu_i, \quad \pi_i = \sum_{k=1}^{i-1} \mu_k \quad (i=2, \ldots, \sigma), \quad \pi_1 = 1 \]

Now formula (1.59) becomes

(1.46) \[ [\hat{\beta}_1 \ldots \hat{\beta}_\sigma] = \sum_{k=1}^{r} \sum_{i=1}^{n} c_i^k \sum_{x_1^1 + \ldots + x_\sigma^k = k-1}^{\pi_1 \ldots \pi_\sigma} \frac{(k-1)!}{\pi_1! \ldots \pi_\sigma!} \cdot \varphi_{\lambda_1} \ldots \varphi_{\lambda_\sigma}. \]

Proof:

a) to prove this we need the following two summation rules:

First Rule:

Assume that out of \((\lambda_1, \ldots, \lambda_t)\) \(r\) numbers, say \(\lambda_1, \ldots, \lambda_t\) are distinct and that \(\lambda_i\) \((i=1, \ldots, t)\) occur \(\delta_i\) times in \((\lambda_1, \ldots, \lambda_t)\); if further in \((i_1, \ldots, i_t)\) all \(i_k\) are distinct, it holds that

(1.62) \[ \frac{1}{(\lambda_1, \ldots, \lambda_t)} \cdot \prod_{i=1}^{t} a_{i_1} \ldots a_{i_t} = \sum_{(i_1, \ldots, i_t)} \frac{1}{(\lambda_1, \ldots, \lambda_t)} \cdot \prod_{i=1}^{t} a_{i_1} \ldots a_{i_t}. \]

Here the symbol \(\sum_{(\ldots)}\) denotes summation over all permutations of \((\ldots)\).

Second Rule:

(1.62) \[ \frac{\sigma}{\delta_1 \ldots \delta_t} \cdot \prod_{j_1, \ldots, j_t} \frac{1}{(\lambda_1, \ldots, \lambda_t)} \cdot \prod_{i=1}^{t} a_{i_1} \ldots a_{i_t}. \]
b) In (1.59) we now fix \( k \) and \( t \) and choose a tuple \((\lambda_1, \ldots, \lambda_\ell)\), which satisfied the same condition of a). Then it follows from (1.59) bearing in mind the permutations of the sum \[ \sum_{\lambda_1+\ldots+\lambda_\ell=k-1} \]

\[
(1.63) \quad \sum_{i=1}^{n} c_i^{(k)} \frac{(k-1)!}{\lambda_1! \ldots \lambda_t!} \cdot \frac{1}{\delta_1 \ldots \delta_t} \cdot \frac{1}{\sum_{j_1, \ldots, j_t \in \mathbb{S}} \left( \sum_{i=1}^{n} (\mu_{j_i-1}; 0) (v_{j_i, i}) \right)^{\mu_{j_i-1}} \cdot \prod_{j_1, \ldots, j_t} v_{j_1, i} \ldots v_{j_t, i}}
\]

Then it follows from (1.39)

\[
(1.64) \quad \sum_{i=1}^{n} c_i^{(k)} \sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq n} \left( \sum_{\lambda_1, \ldots, \lambda_t} \frac{(k-1)! \cdot (\lambda_1)! \cdot \ldots \cdot (\lambda_t)!}{\lambda_1! \ldots \lambda_t!} \cdot \frac{1}{\delta_1 \ldots \delta_t} \cdot \prod_{i=1}^{t} v_{i, i} \right) (\lambda_1) \ldots (\lambda_t) \cdot v_{i, i} \ldots v_{i, i} \cdot v_{i, i} \]

Next we turn over to the notation with \( \psi_{ik} \) by putting

\[
i_k \rightarrow j_k \quad , \quad k=1, \ldots, t
\]

\[
\psi_{ik}^{(o)} \rightarrow \psi_{i, i}^{(o)} \quad \text{where} \quad \pi_1 \in k^{<n+1} (l=1, \ldots, \sigma) \quad (\text{cf. (1.60a,b))}
\]

In \((i_1, \ldots, i_\ell)\) all numbers are distinct, but not in \((j_1, \ldots, j_\ell)\), since \(1 \in j_1, \ldots, j_\ell \in \sigma\). Again denote by \( q_{l} (l=1, \ldots, \sigma) \) the frequency, with which \(1\) appears in \((j_1, \ldots, j_\ell)\).

From (1.60a) we see:
if \( q_1 > 0 \), then exists a \( \pi \) so that

\[ i_1 < i_2 < \ldots < i_{\pi+1} < j_{\pi+1} \quad (i=1, \ldots, \pi) \quad \text{and} \]

\[ j_{\pi} = \ldots = j_{\pi+\eta} = 1. \]

Thus, by the substitution \( i_k \rightarrow j_k \) in (1.65)

\[ \sum_{1 \leq i_1 < \ldots < i_t \leq s} (...) \quad \text{changes into} \quad \sum_{1 \leq j_1 \leq \ldots \leq j_t \leq s} (\mu_1 \ldots \mu_s)(\nu_1 \ldots \nu_s)(\sigma_1 \ldots \sigma_s)(\tau_1 \ldots \tau_s) (...) \]

and

\[ \sum_{(i_1, \ldots, i_t)} (...) \quad \text{changes into} \quad \sum_{(j_1, \ldots, j_t)} q_1! \ldots q_s! (...). \]

Finally with \( (\nu_1 q_1 ! \ldots (\mu_i i-1 \sigma_i) (1.65) \) becomes

\[ \sum_{i=1}^{m} (k-1)! \frac{1}{\lambda_1! \ldots \lambda_t! \delta_1! \ldots \delta_t!} \sum_{1 \leq j_1 \leq \ldots \leq j_t \leq s} (\mu_1 \ldots \mu_s)(\nu_1 \ldots \nu_s)(\sigma_1 \ldots \sigma_s)(\tau_1 \ldots \tau_s) \]

\[ \ldots (\dot{q}_1 \ldots \dot{q}_t)(\dot{r}_1 \ldots \dot{r}_t)(\dot{v}_1 \ldots \dot{v}_t)(\dot{w}_1 \ldots \dot{w}_t). \]

But this, using (1.62), is equal to (1.63).

Thus, the proof of the theorem is completed. Done.

Remarks:
1) From (1.46) it can be seen, that the correspondence between

\[ [\dot{v}_1 \ldots \dot{v}_s] \quad \text{and} \quad \{\nu_1 \ldots \nu_s\} \]

is one to one.

2) For \( m=1 \), hence \( \pi=1 \) and \( \nu_1 = \ldots = \nu_s = 0 \) the formulas of Butcher (cf. (1.3))

are contained as special cases in (1.46).

Definition: A method for the integration of ordinary differential equations is said to have order \( p \) (or error-order \( p+1 \)),

if for its approximate solution \( \tilde{y}(x) \) holds that

\[ y(x) - \tilde{y}(x) = O(h^{p+1}) \]

for each solution \( y(x) \) of an arbitrary differential equation.
Theorem: A Runge-Kutta-process has order $p$ if and only if the coefficients satisfy the conditions

$$\phi = \frac{1}{y} = \frac{a}{b} \quad \text{for all elementary differentials of order } r < p.$$  

The constants $\gamma$ satisfy the recursion formula:

$$\gamma = r\gamma_1 \cdots \gamma_p$$

where $\gamma$ corresponds to $\phi = [\phi_1 \cdots \phi_p]$ and $\gamma_1$ to $\phi_1$.

Proof: The assertion follows from

$$y(x) = \sum_{k=0}^{\infty} \frac{h^k}{k!} \sum_{\text{ord } F-k} a(F) \quad (\text{cf. (1.3) and (1.10)})$$

$$\hat{y}(x) = \sum_{k=0}^{\infty} \frac{h^k}{k!} \sum_{\text{ord } F-k} b(\hat{F}) \quad (\text{cf. (1.22) and (1.27)}).$$

Thus the Taylor series coincide up to order $p$ iff (1.67) is satisfied.

Formula (1.68) follows from (1.11) and (1.47):

$$\gamma = \frac{\beta}{\alpha} r \prod_{j=1}^{p} \left( \frac{\beta_j}{\alpha_j} \right)^{\gamma_j} = r\gamma_1 \cdots \gamma_p.$$

Done.

Examples of Conditions

In many cases formula (1.46) for the elementary weight can be simplified. For this we give some examples, which shall be needed in the next sections:

We put

$$a_i = \sum_{j=1}^{n} b_{ij}^{(1)}.$$  

this is motivated from transcribing (1.15) to non-autonomous systems using:

$$1) \quad \text{The coefficients } \gamma \text{ are also tabulated in Butcher / 1/, p.191-193.}$$
\[ g_i^{(k)} = (D^k y)(x_0 + a_{1i} h_1, y_0 + \sum_{j=1}^n b_{ij} g_j^{(1)}) + \ldots + \frac{b_i}{mn} \sum_{j=1}^n b_{ij} g_j^{(m)} \]

with
\[ D = \frac{\partial}{\partial x} + \sum_{j} f_j \frac{\partial}{\partial y_j} \]

Examples:

(1.71) \[ \phi = \sum_{i=1}^n \phi_i^{(1)} = 1 \]

(1.72) \[ [\phi^k] = \sum_{k=1}^n \frac{\phi_i^{(k)}}{\phi_i^{(1)}} (k_{i-1}; k-1) \left[ a_i^{k-\gamma+1} = \frac{1}{k+1} \right] \]

(1.73) \[ [\phi_1^{(k)}] = \sum_{k=1}^n \frac{\phi_i^{(k)}}{\phi_i^{(1)}} \left[ \frac{1}{(k_{i-1}; k-1)} \right] \left[ a_i^{k-\gamma+1} = \frac{1}{k+1} \right] \]

(1.74) \[ [\phi^2] = \sum_{k=1}^n \frac{\phi_i^{(2)}}{\phi_i^{(1)}} \left[ a_i^{k-\gamma+1} \right] \]

\[ = \frac{1}{(k+1)^2} \]

(1.75) \[ [\phi_1 \ldots \phi_s^k] = \sum_{k=1}^n \frac{\phi_i^{(k)}}{\phi_i^{(1)}} \left[ \frac{1}{(k_{i-1}; k-1)} \right] \left[ a_i^{k-\gamma+1} = \frac{1}{k+1} \right] \]

with

(1.76) \[ \phi_1^{(1)} = 1 \quad \phi_i^{(k)} = o(k=2, 3, \ldots) \quad \phi_i^{(0)} = \sum_{j=1}^n b_{ij}^{(1)} = a_i \]

Proof:

1.) (1.71) is already proofed (cf. (1.46a)).

The quantities \( \phi_i \) which correspond to \( \phi \) are:

(1.76) \[ \phi_1^{(1)} = 1 \quad \phi_i^{(k)} = o(k=2, 3, \ldots) \quad \phi_i^{(0)} = \sum_{j=1}^n b_{ij}^{(1)} = a_i \]

2.) Because of (1.76) for \([\phi^k] \) summation in (1.46) runs only over the following tuples and their permutations:
Because of (1.76) for $[\mathcal{E}_1 \mathcal{P}^k]$ the summation in (1.46) is only over the tuples

$$(\lambda_1, \ldots, \lambda_N) = (\sigma, 1, \ldots, 1, 0, \ldots, 0) \text{ with } s=k+1 \text{ and } 0 \leq s \leq N-1$$

and their permutations:

hence

$$\mathcal{E}_1^{[k]} = \sum_{N=1}^{\infty} \sum_{i=1}^{N} a_i^{(k)} \sum_{\sigma=0}^{k} \left( \frac{(k-1)!(\sigma)}{\sigma!} \right) (k-1; \lambda')_1 (k-1; \lambda')_2 \cdots (k-1; \lambda')_N \psi_1^{(k)}$$

In (1.73) we put $\mathcal{E}_1 = [\mathcal{E}_1^1]$. Thus with (1.72):

$$\psi_1^{(k)} = (1-k+1) a_1^{k-1+k+1} (k=1,2,\ldots)$$

$$\psi_1^{(0)} = \sum_{i=1}^{\infty} \sum_{\sigma=0}^{i} b_i^{(\sigma)} (1-i; \sigma-1) a_1^{1-\sigma+1}$$

inserting this into

$$\sum_{N=1}^{\infty} \sum_{i=1}^{N} a_i^{(k)} \left( (k-1; \lambda')_1 (k-1; \lambda')_2 \cdots (k-1; \lambda')_N \psi_1^{(k)} \right)$$

we get (1.74).

From (1.46) we have

$$(1.77) \quad \psi_1^{(k-\sigma)} = \sum_{\lambda_1^{+} \ldots \lambda_N^{+} = k-\sigma-1} \frac{(k-\sigma-1)!}{\lambda_1^{+}! \ldots \lambda_N^{+}!} \psi_1^{(k-\sigma)} \psi_{1+1}^{(1)} \cdots \psi_{1+N}^{(N)}$$

Because of (1.76) in the case of $[\mathcal{E}_1 \cdots \mathcal{E}_N \mathcal{P}^k]$ the summation in (1.46)
is to extend over the following tuples

\[(\lambda_1, \ldots, \lambda_s, \ldots, \lambda_{s+k}) = (\lambda_1, \ldots, \lambda_s, \underbrace{1, \ldots, 1}_\sigma, \ldots, 0)\]

with

\[\lambda_1 \neq 0 \quad (i=1, \ldots, s), \quad \sum_{i=1}^s \lambda_i + \sigma = \nu - 1, \quad \sigma = 0, \ldots, \nu - 1.\]

Then

\[\begin{align*}
\mathbb{P} \{ \Theta_1 \ldots \Theta_s \Theta^k \} &= \sum_{k=1}^\infty \frac{\prod_{i=1}^s \lambda_i^{k-1} \sigma^n \sigma_{\nu-1}}{\lambda_1 + \cdots + \lambda_s + \sigma = \nu - 1} \frac{(\nu - 1)!}{\lambda_1! \cdots \lambda_s!} \\
&\quad \cdot \prod_{i=1}^s \nu_i^{\lambda_i}.
\end{align*}\]
V.2. **Implicit Runge-Kutta-Proceeses with multiple Nodes**

**Introduction**

As with classical Runge-Kutta methods, also here the following distinctions are useful:

- **explicit method:** $b_{ij}^{(k)} = 0$ for $j = i, i+1, \ldots, n$; $k=1,2,\ldots,m$
- **semiexplicit method:** $b_{ij}^{(k)} = 0$ for $j = i+1, \ldots, n$; $k=1,2,\ldots,m$
- **implicit method:** otherwise.

In the first case the values $g_i^{(k)}$ can be evaluated recursively.
Otherwise they are determined by implicit equations which may be solved by iterations.

The following theorem about implicit Runge-Kutta-processes is due to Butcher /2/:

**Theorem:** Each quadrature formula (with single nodes)

\[ y(x) = y_0 + \sum_{i=1}^{n} c_i f(x_0 + a_i h) \]  \( (2.1) \)

can be extended to a implicit Runge-Kutta-process with the same order:

\[ y(x) = y_0 + \sum_{i=1}^{n} c_i g_i \quad \text{with} \quad g_i = f(x_0 + a_i h, y_0 + \sum_{j=1}^{n} b_{ij} g_j) \]

where $a_i$, $c_i$ are the values of \( (2.1) \) and $b_{ij}$ are determined by the equations

\[ \sum_{j=1}^{n} b_{ij} a_j^{k-1} = \frac{a_i}{k} \quad k=1,\ldots,n \quad i=1,\ldots,n \]

Here we are showing that an analogous theorem is also valid for quadrature formulas with multiple nodes.
Quadrature Formulas with multiple Nodes

The following generalization of (2.1)

\[ \tilde{y}(x) = y_0 + h \sum_{i=1}^{n} c_i^{(1)} f(x_0 + a_i h) + h^2 \sum_{i=1}^{n} c_i^{(2)} f'(x_0 + a_i h) + \ldots \]

is called a quadrature formulas with multiple nodes. Here not only the values of \( f(x_0 + a_i h) \), but also derivatives of it are evaluated.

Such formulas (or special cases) have been investigated by a number of authors, e.g. D.D.Stancu, A.H.Stroud (148/150/), S. Filippi (15/). Here we restrict ourselves to the formulas with multiple Gaussian nodes given in Stroud - Stancu (150/). These reach, similar to classical Gaussian formulas, the highest possible order.

The following theorem is proved in (150/):

Theorem: If \( m \) is odd, the coefficients \( a_i \) can be determined so that formula (2.2) reaches order \((m+1)n\), where the coefficients \( c_i^{(k)} \) \((k=1,...,m)\) are given by:

\[ \sum_{k=1}^{m} \sum_{i=1}^{n} c_i^{(k)} (1-1;1;k-1) n^{-1} = \frac{1}{1} \text{ l=1,...,(m+1)n} . \]

These coefficients are tabulated to \( 2\pi D \) in (150/0 for \( m=3,5 \) and \( m-2(1)7 \) (for the interval \([-1,1]\)).

Implicit Runge-Kutta-Process with multiple Nodes

The idea of the following proof is due to Butcher (2/). The verification of the single steps, however, here is very much more complicated.

We first prove the following formula:
\[(2.4) \quad (x_1^{i+1} + \cdots + x_g^{i+1}) = \sum_{x_1^{i+1} + \cdots + x_g^{i+1} = \mu} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1})\]

where

\[(2.4a) \quad (x_1^{i+1}) = x(x-1) \cdots (x-\mu+1) \quad (\mu=1,2,\ldots) \quad (x_1^{i+1}) = 1\]

**Proof** (by induction on \(\mu\)):

The case \(\mu=0\) is correct.

Induction from \(\mu\) to \(\mu+1\):

\[(x_1^{i+1} + \cdots + x_g^{i+1}) = (x_1^{i+1} + \cdots + x_g^{i+1}); (x_1^{i+1} + \cdots + x_g^{i+1}) = \]

\[\sum_{x_1^{i+1} + \cdots + x_g^{i+1} = \mu} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) \quad (x_1^{i+1} \rightarrow x_1) \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu+1!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu+1!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu+1!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

\[\sum_{\mu=0}^{\infty} \frac{\mu+1!}{\prod_{x_i^{i+1} + \cdots + x_g^{i+1} = \mu+1} x_i^{i+1} \cdots x_g^{i+1}} (x_1^{i+1}; x_1^{i+1}) \cdots (x_g^{i+1}; x_g^{i+1}) = \]

Consequence:

\[(2.5a) \quad (k+1;i-1;1) = (k-1;i-1;1) + \sum_{k=0}^{\infty} \binom{g}{k+1} (1-i;i-k)(k-1;i-s-k-1)\]

\[(2.5b) \quad = (1-i;i-1;1) + \sum_{k=0}^{\infty} \binom{g}{k+1} (k-1;i-1;1)(1-i;i-s-k-1)\]
(2.5a) follows from (2.4) for $r_1 = k - 1$, $r_2 = 1$, $\mu = \sigma$; (2.5b) is (2.5a) with $k$ and $l$ interchanged.

For the rest of this section we assume the following conditions:

\[ a_i \neq a_k \text{ for } i \neq k \text{ and } a_i \neq 0 \quad (i=1,\ldots,n) \]
\[ c_j(k) \neq 0 \quad i=1,\ldots,n , \quad k=1,\ldots,m \]

Using (1.72), (1.75) we now define the following symbols:

**Definition:**

\[ A(\xi) \iff \gamma \delta = 1 \text{ for all elementary weight of order } \rho \]
\[ B(\xi) \iff \beta(k-1) = \sum_{i=1}^{n} \sum_{j=1}^{r_2} c_i(k-1) a_i k - \kappa = \frac{1}{k} \quad k=1,\ldots,\xi \]
\[ C(\xi) \iff \sum_{k=1}^{m} \frac{(k-1)!x-1}{x!} \sum_{j=1}^{n} b_i(k) \frac{k-x}{k} = \frac{a_i}{k} \quad i=1,\ldots,n \]
\[ D(\xi) \iff \sum_{k=1}^{m} \sum_{i=1}^{l} c_i(k-1) a_i k - \kappa \cdot \frac{b_i(k)}{k} = \sigma! \left( \frac{\text{c}(\sigma) (1-a_k)}{k} - \sum_{\kappa=1}^{\sigma+1} c_j(k) (k-1;1;1;\sigma-1) a_j k^{+\sigma-k} \right) \]
\[ \sigma=1,\ldots,m \]
\[ j=1,\ldots,n \]
\[ k=1,\ldots,\xi \]
\[ E(\xi,\eta) \iff \beta(k-1)[\beta^{1-1}] = \sum_{i=1}^{n} \sum_{j=1}^{r_2} c_i(k) a_i k - \kappa \left( \frac{1}{\sum_{s=1}^{\sigma} \text{c}(\sigma) (1-1;1;1;\sigma-1) (k-1;1;1;\sigma-1)} \right) \]
\[ \cdot \sum_{j=1}^{n} b_i(k) a_j (1-\sigma) + \frac{1}{\sum_{s=0}^{\sigma+1} c_j(k-1;1;1;\sigma-2) (1-1;1;\sigma)} \]
\[ \sigma=1,\ldots,\xi \quad k=1,\ldots,\xi \]

**Theorem:**

\[ (2.7) \quad B(\xi+\eta), C(\eta) \Rightarrow E(\xi,\eta) \]
Proof:

\[ \frac{n}{\binom{k}{2}} \sum_{k=1}^{n} c^{(k)}_{1} \cdot \frac{1}{j} \sum_{j=1}^{\binom{k}{2}} \frac{(1-i-j-x-1)(k-i-j-x-1)}{d} \cdot \frac{n}{j+1} b_{i+j}^{(q)} \cdot \sigma^{j} + \]

\[ + \frac{1}{n} \sum_{k=1}^{n} \frac{k-2}{\binom{k}{2}} \binom{k-1}{2} (k-i-j-x-1) \cdot (1-i-j-x-1) \cdot (1-i-j-x-2) \cdot \sigma^{(\eta)} \]

\[ \frac{n}{\binom{k}{2}} \sum_{k=1}^{n} d_{j}^{(k)} \cdot a_{j}^{(k+1)} \cdot \frac{1}{i} \left( (k-i-j-x-1) + \frac{k-2}{\binom{k}{2}} (k-i-j-x-2) (1-i-j-x-1) \cdot (1-i-j-x-2) \cdot \sigma^{(\eta)} \right) \]

\[ \frac{1}{\binom{k}{2}} \sum_{k=1}^{m} \frac{n}{j+1} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} (k+i-j-x-1) \cdot a_{j}^{(k+1)} B(\xi + \eta) \cdot \frac{1}{1} \cdot \frac{1}{1+k} . \]

Theorem:

\[ (2.8) \quad B(\xi + m.n), E(\xi, m.n) \implies D(\xi) \]

Proof:

\[ \frac{1}{n} \left( \frac{1}{1+k} - \frac{1}{1+k} \right) b(\xi + \eta) \]

\[ = \frac{1}{n} \sum_{k=1}^{n} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} a_{j}^{(k)} \left( (1-i-j-x-1) - (k+i-j-x-1) \cdot a_{j}^{(k)} \right) \]

\[ \frac{1}{\binom{k}{2}} \sum_{k=1}^{n} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} a_{j}^{(k)} \left( (1-i-j-x-1) - (k+i-j-x-1) \cdot a_{j}^{(k)} \right) \]

\[ \frac{1}{\binom{k}{2}} \sum_{k=1}^{n} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} a_{j}^{(k)} \left( (1-i-j-x-1) - (k+i-j-x-1) \cdot a_{j}^{(k)} \right) \]

\[ \frac{1}{\binom{k}{2}} \sum_{k=1}^{n} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} a_{j}^{(k)} \left( (1-i-j-x-1) - (k+i-j-x-1) \cdot a_{j}^{(k)} \right) \]

\[ \frac{1}{\binom{k}{2}} \sum_{k=1}^{n} \sum_{j=1}^{\binom{k}{2}} d_{j}^{(k)} a_{j}^{(k)} \left( (1-i-j-x-1) - (k+i-j-x-1) \cdot a_{j}^{(k)} \right) \]

in the last expression we now substitute \( \sigma \rightarrow n+1 \) and \( k \rightarrow \sigma \):

\( \sigma \leq \sigma \leq \sigma - 2 \) thus transform into

\( \sigma \leq \sigma \leq \sigma - 2 \leq m+2 , \) hence \( 1 \leq k \leq n+1 , x+1 \leq \sigma \leq m \).
\[
\sum_{x=1}^{m} \sum_{j=1}^{n} c_j(x) a_j^{1-k} \left( \frac{1-a_k}{k} + \sum_{d=0}^{k-1} \binom{k}{d+1} (k-1)s_{1-k} (1-1s-2)(1-1s-1) \right)
\]
(by rearranging)

\[
\sum_{x=1}^{m} \sum_{s=x+1}^{n} c_j(x) a_j^{1-k} \left( \frac{1-a_k}{k} - \sum_{d=0}^{k} c_j^d(x) (k-1s-k-1) a_j^{k+s-2} \right)
\]

on the other side we have from \(E(\xi, \gamma)\) after slight modifications:

\[
\frac{1}{1(1+k)} \sum_{x=1}^{m} \sum_{j=1}^{n} (1-1x-1) c_j^{1-k} \left( \frac{1}{k} - \sum_{d=0}^{k} c_j^d(x) (k-1s-k-1) a_j^{k+s-2} \right)
\]

Subtracting (2.10) and (2.9) we obtain

\[
\sum_{x=1}^{m} \sum_{j=1}^{n} (1-1x-1) c_j^{1-k} \left( \frac{1}{k} - \sum_{d=0}^{k} c_j^d(x) (k-1s-k-1) a_j^{k+s-2} \right) = 0
\]

Now we consider the expressions in the waved brackets \(\{\ldots\}\) as independent variables and let \(l\) run from 1 to \(m, n\), then this is a homogeneous linear system of equations with non-zero determinant (cf. footnote on p. 103 and (2.6)). Hence the system has only the zero-solution \(\{\ldots\} = 0\) \((k=1, \ldots, m; j=1, \ldots, n; k=1, \ldots, \xi)\), this means that \(D(\xi)\) is satisfied.

**Definition:** Given \(\phi_1 = \sum_{x=1}^{m} \sum_{j=1}^{n} c_i(x) \psi_{1, j}(x)\) and \(\phi_2 = \sum_{x=1}^{m} \sum_{j=1}^{n} c_i(x) \psi_{2, j}(x)\)

then we write

\[
(2.11) \quad \phi_1 \equiv \phi_2 \iff \psi_{1, j}(x) = \psi_{2, j}(x) \quad (i=1, \ldots, n; j=1, \ldots, m)
\]
(1.46) shows that \( \phi_i \equiv \phi_i \) \((i=1,\ldots,s)\) yields \([\phi_1\ldots\phi_s] \equiv [\phi_1\ldots\phi_s] \).

**Lemma 1:** If \( C(\eta) \) holds and \( \phi = [\phi_1\ldots\phi_s] \) is such that \( \phi_i \) have orders \( r_i \leq \eta \) \((i=1,\ldots,s)\), then

\[
(2.12) \quad \forall \phi = r [\phi^{r-1}] .
\]

**Proof:** (by induction on \( r \)):

for \( r = 2 \) \((2.12)\) is satisfied, since \( \phi = [\phi] \) is the only elementary weight of that order.

First \( C(\eta) \) gives since \( r_i \leq \eta \) \((i=1,\ldots,s)\):

\[
(2.13) \quad \phi \equiv \left[ [\phi^{r_1 - 1}] \ldots [\phi^{r_s - 1}] \right] \equiv \frac{1}{r_1 \ldots r_s} [\phi^{r-1}] \text{ with } r = r_1 + \ldots + r_s + 1 ;
\]

because:

the coefficients \( \psi_{i,j}^{(k)} \) belonging to \([\phi^{r-1}]\) read as follows:

\[
(2.14) \quad \psi_{i,j}^{(k)} = (r_1 - 1; k-1) a_j^{r_i - k} \quad \frac{(r_1 - 1; k)}{r_i} \quad (k=0,1,\ldots,m).
\]

For \( k=1,\ldots,m \) this follows immediately from \((1.72)\) and for \( k=0 \) from

\[
\hat{\psi}_{i,j} = \sum_{k=1}^{m} \frac{1}{k!} \sum_{K=1}^{m} \frac{1}{k!} \frac{b_k (x_k) \phi(x_k)}{r_k} = \sum_{k=1}^{m} \frac{1}{k!} \sum_{K=1}^{m} \frac{1}{k!} \frac{b_k (x_k) (r_1 - 1; k) a_k}{r_k} C(\eta) \frac{a_k}{r_k}.
\]

Thus

\[
(2.16) \quad \sum_{k=1}^{m} \frac{1}{k!} \sum_{K=1}^{m} \frac{1}{k!} \frac{b_k (x_k) \phi(x_k)}{r_k} \frac{(x_k-1)!}{\sigma_1! \ldots \sigma_s!} \hat{\psi}_{i,j} \equiv (2.13)
\]

\[
\sum_{k=1}^{m} \frac{1}{r_k} \frac{1}{a_k} \frac{(x_k-1)!}{\sigma_1! \ldots \sigma_s!} \frac{r_1}{r_k} \ldots \frac{r_k}{r_k} \ldots \frac{r_s}{r_k} a_j^{r_i - k} (k=0,1,\ldots,m) \quad \text{or} \quad k=0.
\]

\[
(2.17) \quad \frac{(x_k-1)!}{\sigma_1! \ldots \sigma_s!} \frac{r_1}{r_k} \ldots \frac{r_k}{r_k} \ldots \frac{r_s}{r_k} a_j^{r_i - k} \quad (k=0,1,\ldots,m) \quad \text{or} \quad k=0.
\]

\[
(\text{using } (2.4))
\]
\[
\frac{1}{r_1 \cdots r_s} \sum_{\kappa=1}^{\nu} \sum_{j=1}^{\nu} c_j(\kappa)(r_1^{-1};\nu-1) s_j^{r-\kappa} \quad (1.72)
\]
\[
\frac{1}{r_1 \cdots r_s} [r_1^{-1}]
\]

**Induction from \( r-1 \) to \( r \):**

**Induction hypothesis:**

\[(2.15) \quad \gamma_i \beta_i = r_1 [r_1^{-1}] \text{ where } r_i \in \eta \quad (i=1, \ldots, s); \]

thus we have

\[\gamma \beta = r_{r_1} \cdots r_s [\beta_1 \cdots \beta_s] \quad (2.15) \quad r_{r_1} \cdots r_s [\beta_1^{-1}] \cdots [\beta_s^{-1}] \quad (2.13) \quad r [\beta^{-1}].\]

Done.

**Corollary:** If \( C(\eta) \) is satisfied, then (2.12) is valid for all elementary weights of order \( r \in \eta + 1 \).

Since for these the conditions of Lemma are satisfied.

**Lemma 2:** If \( C(\eta) \) is valid and \( \beta = [\beta_1 \cdots \beta_s] \) is such that for the corresponding orders it holds that \( r_i \geq \eta + 1 \), \( r_i \in \eta \) \((i=2, \ldots, s)\),

then

\[(2.16) \quad \gamma \beta = r_1 [\beta_1^{r-r_1^{-1}}].\]

**Proof:**

First we have by Lemma 1 and \( C(\eta) \)

\[(2.17) \quad [\beta_1^{r_1^{-1}}] \cdots [\beta_s^{-1}] \equiv \frac{1}{r_1 \cdots r_s} [\beta_1^r \cdots r_s] \]

where \( r_1 > \eta \), \( r_i \in \eta \) \((i=2, \ldots, s)\);

since

\[
[\beta_1^{r_1^{-1}}] \cdots [\beta_s^{-1}] \quad (1.46) \quad \sum_{\kappa=1}^{\nu} \sum_{j=1}^{\nu} c_j(\kappa) \frac{(\kappa-1)!}{\sigma_1! \cdots \sigma_s!} \frac{(\sigma_1) (r_2-1; \sigma_2) \cdots (r_s-1; \sigma_s)}{r_2 \cdots r_s}.
\]

( using \(2.14)\) )

\[
\sum_{\kappa=1}^{\nu} \sum_{j=1}^{\nu} c_j(\kappa) \frac{(\kappa-1)!}{\sigma_1! \cdots \sigma_s!} \frac{(\sigma_1) (r_2^{-1}; \sigma_2) \cdots (r_s^{-1}; \sigma_s)}{r_2 \cdots r_s}.
\]

(\( \nu > 1, j)\)
\[
\frac{1}{r_2 \ldots r_s} \sum_{k=1}^n \sum_{j=1}^n \sigma_j (x-1) \sum_{i=0}^{k-1} \frac{(x-1)_i}{(x-1)_i} \sum_{a_1 + \ldots + a_s = x-1}^{x} \frac{(x-1-1)!}{a_1! \ldots a_s!} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)!} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)!} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)!}
\]

(\text{using (2.4)})

\[
\frac{1}{r_2 \ldots r_s} \sum_{k=1}^n \sum_{j=1}^n \sigma_j (x-1) \sum_{i=0}^{k-1} \frac{(x-1)_i}{(x-1)_i} \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i} \cdot \frac{x_2 + \ldots + x_s - (x-1)!}{(x-1-1)_i}
\]

Thus

\[
\gamma \theta = r \gamma_1 \gamma_2 \ldots \gamma_s [\theta_1 \gamma_1 \gamma_2 \ldots \gamma_s] \cdot (2.12) \cdot \gamma_1 \gamma_2 \ldots \gamma_s [\theta_1 [\beta r^{-1}] \ldots [\beta r^{-1}]] (2.17)
\]

Lone.

Theorem:

\[
B ( \xi ) , C ( \eta ) , D ( \xi ) \quad \Rightarrow \quad A ( \xi ) ;
\]

i.e., the Runge-Kutta-process has the order \( \xi \).

Proof:

1.) If \( \theta = [\theta_1 \ldots \theta_s] \) with \( r \xi \eta (i=1, \ldots, s) \) and \( r \xi \eta \) we have by Lemma 1 and \( B ( \xi ) \)

\[
\gamma \theta (2.12) r [\beta r^{-1}] B ( \xi ) r \theta_1 \theta_2 \ldots \theta_s
\]

In particular this is the case if \( r \xi \eta + 1 \) (Corollary to Lemma 1).

2.) Thus it suffices to consider the elementary weights

\[
\phi = [\phi_1 \ldots \phi_s] \text{ for which at least one } \phi_1 \text{, say } \phi_1 , \text{ has order}
\]
From the condition $r_1 \leq 2 \eta + 2$ it now follows that the others elementary weights $\phi_i$ have orders $r_i \leq \eta$ $(i=2, \ldots, s)$, otherwise, if for example $r_2 > \eta$, then we have 
\[ r_2 > \eta , \] 
\[ r_1 + r_2 + \ldots + r_s + 1 > (\eta + 1) + (\eta + 1) + \ldots = 2 \eta + 3 > \xi , \] 
hence a contradiction.

Thus the remaining elementary weights $\phi$ satisfies the conditions of Lemma 2, and it is sufficient to show that

\[ (2.19) \quad [\phi : \phi_1^{r_1 - 1} = \frac{1}{r_1} ; \] 

since then we have

\[ r_1 \phi_1 (2.16) \quad r_1 [\phi_1^{r_1 - 1} ] (2.19) 1 . \]

Proof of (2.19):

This proof is by double induction over $r$ and $r_1$, for $r = \eta + 2, \ldots, \xi$ and $r_1 = \eta + 1, \ldots, r - 1$.

First we have from the conditions (2.16) and because

\[ (2.20) \quad r - r_1 \xi + \eta + 1 - (\eta + 1) = \xi ; \] 

and hence

\[ (\phi_1^{r_1 - 1} ) (1.36) \sum_{\kappa=1}^{n} \sum_{\lambda=1}^{p} \om_{\lambda}(\kappa) (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\kappa)} + \sum_{\sigma=0}^{k-1} (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\sigma)} \] 

\[ \sum_{\kappa=1}^{n} \sum_{\lambda=1}^{p} \om_{\lambda}(\kappa) (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\kappa)} + \sum_{\sigma=0}^{k-1} (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\sigma)} \] 

\[ (\text{interchange of sequence of summation in the first expression, substitution } \sigma \rightarrow x - \sigma - 1 , i \rightarrow k \text{ in the second}) \] 

\[ \sum_{\kappa=1}^{n} \sum_{\lambda=1}^{p} \om_{\lambda}(\kappa) (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\kappa)} + \sum_{\sigma=0}^{k-1} (r_1 - 1; 1; x - 1) a_{\lambda} \psi_1^{(\sigma)} \] 

\[ \psi_1^{(\kappa)} \] 

\[ (2.20) \text{ and } D(\xi) . \]
\[
\frac{m}{r-r_1} \sum_{\sigma=1}^{n} \frac{c_k(\sigma)(1-a_k)}{r-r_1} - \frac{m}{r-r_1} \sum_{\kappa=1}^{n} c_k(\kappa) \big( \varphi(\kappa)(r-r_1-1;\kappa-\sigma-1) a_k \big)
\]

\[
+ \sum_{\kappa=1}^{n} \sum_{k=1}^{n} c_k(\kappa) \frac{k-1}{\sigma} \big( \varphi(\kappa)(r-r_1-1;\kappa-\sigma-1) a_k \big)
\]

\[
= \left( \varphi(\kappa)(r-r_1-1;\kappa-\sigma-1) a_k \right)
\]

\[
\frac{1}{r-r_1} \sum_{\sigma=1}^{n} \frac{n}{\sigma} c(\sigma) \psi(\sigma) -
\]

\[
\frac{1}{r-r_1} \sum_{k=1}^{n} a_k \big( \varphi(\kappa)(r-r_1-1;\kappa-\sigma-1) a_k \big)
\]

\[
(\sigma \rightarrow \kappa-\sigma)
\]

\[
\phi_1 = \frac{1}{r-r_1} \sum_{k=1}^{n} \sum_{\sigma=1}^{m} c_k(\kappa) \big( \varphi(\kappa)(r-r_1-1;\kappa-\sigma-1) a_k \big)
\]

\[
\frac{1}{r-r_1} \big( \phi_1 - \big[ \phi_1 \ldots \phi_t \big] \big)
\]

Since \( r_1 < r \) we have the induction hypothesis \(^1\) \( \phi_1 = \frac{1}{r_1} \) and since the highest order of \( \phi_1, \ldots, \phi_t \) is smaller than \( r_1 \), we may also assume the induction hypothesis for \( r_1 \); this yields

\[
\big[ \phi_1 \ldots \phi_t \big] = \frac{1}{r-\gamma_1} \ldots \frac{1}{r-\gamma_t} = \frac{1}{r-\gamma_1} \]

This gives

\[
\big[ \phi_t \big]^{r-\gamma_1 - 1} = \frac{1}{r-\gamma_1} \left( \frac{1}{r} - \frac{1}{r-\gamma_1} \right) = \frac{1}{r-\gamma_1} \]

Theorem: it holds that

\[
(2.22) \ B(m.n+n), C(m.n) \rightarrow A(m.n+n)
\]

Proof:

\[ \Gamma = n, \eta = m.n, \Gamma = m.n+n \]

\[ B(m.n+n) \rightarrow C(m.n) \rightarrow E(n.m+n) \]

---

\(^1\) The induction start with \( r = \eta + 2, r_1 = \eta + 1 \) where (2.19) is correct since then the elementary weights in (2.21a) satisfy Lemma 1.
V.2.

\[ B(n+m,n) \Rightarrow (n,m,n) \Rightarrow D(n) \]

since \( \int \sqrt[5]{x} + x^2 + 1 \) and \( \int 2x + 2 \) are valid we have

\[ B(n+m,n) , C(m,n) , D(n) \Rightarrow A(n+m,n) \]  \( \text{Done.} \)

We are now ready to formulate our main theorem:

**Theorem:** The quadrature formula with multiple Gaussian nodes \((2.2)\) can be extended to an implicit Runge-Kutta-process with multiple nodes. This has the same order than the quadrature formula.

The coefficients \( b_{ij}^{(k)} \) are uniquely determined by the nodes \( a_i \) and the weights \( c_i^{(k)} \).

**Proof:**

\[ B(m,n+n) \text{ is satisfied because of } (2.3). \]

By

\[ C(m,n) \leftarrow \sum_{k=1}^{m} \left( \frac{k-1}{n^2} \right) \sum_{j=1}^{n} b_{ij}^{(k)} a_j^{m-k} = \frac{a_i^k}{k} \quad i=1, \ldots, n \]

the coefficients \( b_{ij}^{(k)} \) are uniquely determined since the corresponding determinant \(^1\) does not vanish.

Finally from \((2.22)\) we have that the Runge-Kutta-process has order \( (m,n+n) \).

**Done.**

We still remark that all other theorems of Butcher can be generalized.

We state them without proof since we do not need them:

**Theorem:** \( B(n+\eta) , E(n,\eta) \Rightarrow O(\eta) \)

**Theorem:** \( B(\xi + \eta) , D(\xi) \Rightarrow E(\xi, \eta) \)

---

\(^1\) This is a so-called "confluent" Vandermonde determinant which is regular if and only if the nodes \( a_i \) are all different (cf. Gautschi /17/). But this is assured by \((2.6)\).
The iterative Computation of the $g_i^{(k)}$

We now show that the values $g_i^{(k)}$ which are determined by the implicit system of functions

\[ g_i^{(k)} = (D_y^k)(x_0 + h_1 y_0 + h \sum_{j=1}^{n} b_{ij}^{(1)} g_j^{(1)} + \ldots + h_m \sum_{j=1}^{n} b_{ij}^{(m)} g_j^{(m)}) \]

\[
(k=1, \ldots, m ; \quad i=1, \ldots, n)
\]
can be computed iteratively:

\[
B_k = \max \left\{ \frac{\sum_{j=1}^{n} |b_{ij}^{(k)}|}{v_i} \right\} \quad (k=1, \ldots, m)
\]

\[
\|v\| = \max \{v_1, \ldots, v_n\} \quad \text{with} \quad v = (v_1, \ldots, v_n) \quad \text{(vector norm)}.
\]

**Theorem:** If the functions $D_y^k$ $(k=1, \ldots, m)$ satisfy a Lipschitz-condition

\[
\|(D_y^k)(z') - (D_y^k)(z'')\| \leq L_k \|z' - z''\| \quad (k=1, \ldots, m)
\]

in some domain $B$, and if the step size $h$ satisfies the following conditions

\[
\begin{align*}
(2.25a) \quad & h L B_1 < 1 \quad \text{where} \quad L = L_1 + \ldots + L_m \\
(2.25b) \quad & \frac{h}{k!} B_k \in B_1 \quad (k=2, \ldots, m)
\end{align*}
\]

then \((2.23)\) possesses a unique solution.

**Proof:** Assume that there exist two solutions $g_i^{(k)}$ and $\tilde{g}_i^{(k)}$:

then

\[
\|g_i^{(k)} - \tilde{g}_i^{(k)}\| \leq L_k \|h\| \sum_{j=1}^{m} \frac{b_{ij}^{(1)} (g_j^{(1)} - \tilde{g}_j^{(1)}) + \ldots + b_{ij}^{(m)} (g_j^{(m)} - \tilde{g}_j^{(m)})}{m!} \\
L_k \left( h \max_j \|g_j^{(1)} - \tilde{g}_j^{(1)}\| + \ldots + \frac{h^m}{m!} \max_j \|g_j^{(m)} - \tilde{g}_j^{(m)}\| \right) \leq \frac{h}{k!} B_k \sum_{j=1}^{m} \max_i \|g_j^{(1)} - \tilde{g}_j^{(1)}\| \quad (2.25b)
\]

Since this is valid for all $i$, we have

\[
\max_i \|g_i^{(k)} - \tilde{g}_i^{(k)}\| \leq L_k \|h\| \sum_{i=1}^{m} \max_j \|g_j^{(1)} - \tilde{g}_j^{(1)}\| \quad \text{and}
\]
\[ \sum_{k=1}^{m} \| \mathbf{e}_i^{(k)}_1 - \mathbf{g}_i^{(k)}_1 \| \leq L h B_1 \sum_{j=1}^{m} \max_{i} \| \mathbf{g}_j^{(1)} - \mathbf{g}_j^{(1)} \| \text{ with } L = L_1 + \ldots + L_m. \]

This, however, gives a contradiction with (2.25a).

**Theorem:** Under the conditions of the preceding Theorem the following iteration converges to the solution of (2.23):

\[ (2.26a) \quad g_{i,N}^{(k)} = (D^k y) (x_0 + a_1 h, y_0 + h \sum_{j=1}^{n} b_{ij} g_{j,N-1}^{(1)} + \ldots + \frac{h^m}{m!} \sum_{j=1}^{n} b_{ij} g_{j,N}^{(m)}), \quad (k=1, \ldots, m) \]

with

\[ (2.26b) \quad g_{i,0}^{(k)} = 0, \quad g_{i,1}^{(k)} = [D^k y]. \]

**Proof:**

With

\[ (2.27) \quad K = L h B_1 < 1 \]

we obtain analogously

\[ \| \mathbf{e}_i^{(k)}_1 - \mathbf{g}_i^{(k)}_1 \| \leq L_k h B_1 \sum_{j=1}^{m} \max_{i} \| \mathbf{g}_j^{(1)} - \mathbf{g}_j^{(1)} \| \text{ and} \]

\[ (2.28) \quad \sum_{k=1}^{m} \max_{i} \| \mathbf{e}_i^{(k)}_1 - \mathbf{g}_i^{(k)}_1 \| \leq K \sum_{k=1}^{m} \max_{i} \| \mathbf{e}_i^{(k)}_1 - \mathbf{g}_i^{(k)}_2 \| \text{ (N=2, 3, ...)} \]

Thus we have

\[ \| \mathbf{e}_i^{(k)} - \mathbf{g}_i^{(k)} \| \leq L_k h B_1 \sum_{j=1}^{m} \max_{i} \| \mathbf{g}_j^{(1)} - \mathbf{g}_j^{(1)} \| (2.27) \]

\[ \frac{L_k}{L} K \sum_{j=1}^{m} \max_{i} \| \mathbf{g}_j^{(1)} - \mathbf{g}_j^{(1)} \| (2.28) \]

\[ \frac{L_k}{L} K^{2m} \sum_{j=1}^{m} \max_{i} \| \mathbf{g}_j^{(1)} - \mathbf{g}_j^{(1)} \| \ldots (2.26b) \]

\[ \frac{L_k}{L} K^{N-1} \sum_{i=1}^{m} \| (D^k y) \|_0 = \text{const } K^{N-1}. \]

\[ \| \mathbf{e}_i^{(k)} - \mathbf{g}_i^{(k)} \| \leq \| \mathbf{e}_i^{(k)} - \mathbf{g}_i^{(k)} \| + \| \mathbf{g}_i^{(k)} - \mathbf{g}_i^{(k)} \| + \ldots = \]

[Note: The text continues with more equations and proofs, which are not fully transcribed here.]


\[
\sum_{s=0}^{\infty} |s_{1,s+}\sigma - s_{1,s+1}^1| \leq \text{const} \sum_{s=0}^{\infty} K^{N+\sigma+1} = \text{const} \frac{K^{N+1}}{1-K}. \text{ Done.}
\]

Table of coefficients for \(m=3, n=2, 3, 4\).

The nodes \(a_i\) and weights \(c_i^{(k)}\) are those of /48/ transformed to the interval \([0,1]\).

The coefficients are tabulated in the following sequence:

Condition (2.25b) gives for the step size \(h\) the following restrictions:

\[
\begin{align*}
\text{m=3} & : h < 11,9 \\
\text{n=3} & : h < 15,3 \\
\text{n=4} & : h < 20,8 \\
\text{This, however, is no limitation to the practical use of these formulas.}
\end{align*}
\]

Order 8

\[
\begin{align*}
\text{Table of coefficients for } m=3, n=2, 3, 4. \\
\text{The nodes } a_i \text{ and weights } c_i^{(k)} \text{ are those of /48/ transformed to the interval } [0,1]. \\
The coefficients are tabulated in the following sequence:}
\end{align*}
\]

Condition (2.25b) gives for the step size \(h\) the following restrictions:

\[
\begin{align*}
\text{m=3} & : h < 11,9 \\
\text{n=3} & : h < 15,3 \\
\text{n=4} & : h < 20,8 .
\end{align*}
\]

This, however, is no limitation to the practical use of these formulas.

Order 8

\[
\begin{align*}
a_1 & \\
a_n & c_1^{(1)} \ldots c_n^{(1)} \\
& \vdots \\
c_1^{(3)} \ldots c_n^{(3)} \\
b_1 & b_1^{(1)} \ldots b_n^{(1)} (i=1, \ldots, n) \\
& \vdots \\
b_1^{(3)} \ldots b_n^{(3)} (i=1, \ldots, n)
\end{align*}
\]
V.3. Explicit Process of Orders \( m+s \) \((s \leq 5)\)

In this section we shall give some explicit processes with multiple nodes. General theorems on their existence, as with implicit methods, are not known, of course. One has rather to content oneself with a laborious search for special solutions. The question for "optimal" methods (few nodes, small error) is still more difficult.

Thus we assume

\[
\begin{align*}
(3.1a) & \quad a_1 = 0 \\
(3.1b) & \quad b_{ij}^{(k)} = 0 \quad (j=i,i+1,\ldots,n ; k=1,\ldots,m)
\end{align*}
\]

We further content ourselves with methods which satisfy the following conditions:

1.) the first node \((a_1 = 0)\) has multiplicity \(m\) \((m \geq 2)\);  
2.) all further nodes have multiplicity \( \leq 2 \); 
   thus (cf. \((1.18)\)):

\[
\begin{align*}
(3.1c) & \quad c_i^{(k)} = 0 \quad (i=2,\ldots,n ; k=3,4,\ldots,m) \\
(3.1d) & \quad b_{ij}^{(k)} = 0 \quad (j=2,\ldots,i-1 ; k=3,\ldots,m)
\end{align*}
\]

3.) \(m\) and \(s\) satisfy the condition

\[
(3.2) \quad m+s \leq m+2 \iff s \leq m+2
\]

Conditions for the Coefficients

Satisfaction of \(C(m)\):

\[
C(n) \Rightarrow \sum_{\sigma=1}^{m} \frac{(k-1)_{i-1} (\sigma-1)!}{\sigma!} b_{ij}^{(k)} k_{-\sigma} (3.1a) \sum_{\sigma=1}^{k} \frac{(k-1)_{i-1} (\sigma-1)!}{\sigma!} b_{ij}^{(k)} k_{-\sigma} + \]

\[
\sum_{j=2}^{i} b_{ij}^{(k)} k_{-\sigma}
\]
\[ + \frac{1}{k} b_{k,1} = a_k \quad (i=1, \ldots, n ; k=1, \ldots, m) \]

For \( i=1 \) and \( k=1, \ldots, m \) this is satisfied because of \( a_1 = 0 \) by putting

\[(3.3a) \quad b_{2,1} = a_2 \quad (k=1, \ldots, m) \]
\[(3.3b) \quad b_{i,j} = a_i - \sum_{\sigma=1}^{k} c_i^{(\sigma)} a_{j+1,\sigma} (i=3, \ldots, n ; j=2, \ldots, i-1, \sigma=1,2) \]

\( C(n) \) is satisfied completely and the coefficients \( a_2, \ldots, a_n \), \( b_{i,j} \quad (i=3, \ldots, n ; j=2, \ldots, i-1, \sigma=1,2) \) are still free.

Satisfaction of \( B(m) \):

\[ B(m) \iff \sum_{\sigma=1}^{m} (k-1; i-1; \sigma-1) \sum_{i=2}^{m} c_i^{(\sigma)} a_{i+1} = c_i^{(k)} = \frac{1}{k} \quad (k=1, \ldots, m) \]

by putting

\[ c_i^{(k)} = \frac{1}{k} - \frac{1}{(k-1)!} \sum_{\sigma=1}^{k} c_i^{(\sigma)} a_{i+1} (k=1, \ldots, m) \]

\( B(m) \) is satisfied and the coefficients \( c_i^{(k)} \quad (i=2, \ldots, n ; k=1,2) \) are still free.

Using (3.2) the elementary weights can be distinguished as follows:

1.) \( \emptyset = [\emptyset_1 \ldots \emptyset_t] \) with \( r_i \leq m \quad (i=1, \ldots, t) \):

because of \( C(m) \) Lemma 1 (from section V.2.) is applicable and all these weights can be reduced to \([\emptyset^{r-1}_1] \) (by (2.12)).

2.) \( \emptyset = [\emptyset_1 \ldots \emptyset_t] \) with \( r_1 > m , r_i \leq m \quad (i=2, \ldots, t) \):

all these can by Lemma 2 (cf. (2.16)) be reduced to \([\emptyset_1^{r-r_1-1}] \).

The condition (3.2) guarantees that all elementary weights of order \( \leq m+s \) occur in the above cases (cf. p.101, 2.)
We thus can restrict us to the elementary weights of the forms
$[\beta^{r-1}]$ and $[\phi^r \beta^k]$ with $r \leq m+s$, $r_1 > m$, $k > 0$.

Because $B(m)$ and the Corollary of Lemma 1 (in V.2.) by (3.3a,b) and
(3.4) already all conditions for the orders $\leq m$ are satisfied. We thus
can restrict us to the rest and determine the still free coefficients
$a_2, \ldots, a_n$, $c_i^{(k)}$, $b_{i,j}^{(k)}$ ($i=2, \ldots, n$; $j=2, \ldots, i-1$; $k=1,2$) to satisfy
the conditions for the orders $m+1, \ldots, m+s$.

We thus obtain the following conditions for the coefficients:

order $m+1$:
$[\beta^m] = \frac{1}{m+1}$ ;

order $m+2$ :
$[\beta^{m+1}] = \frac{1}{m+2}$

$[[\beta^m]] = \frac{1}{(m+1)(m+2)}$

order $m+3$ :
$[\beta^{m+2}] = \frac{1}{m+3}$

$[[\beta^{m+1}]] = \frac{1}{(m+2)(m+3)}$

$[[\beta^{m+2}]] = \frac{1}{(m+1)(m+2)(m+3)}$

Generally the additional conditions for order $m+s$ ($s \leq m+2$; cf. (3.2))
are as follows:

$\ldots [\beta^{m+k_1}] \beta^{k_2} \ldots \beta^{k_r} = \frac{1}{(m+k_1+1)(m+k_1+k_2+2)\ldots (m+k_1+\ldots+k_r+s)}$

with $k_1+k_2+\ldots+k_r+s$ where $k_1 > 0$ and $r=1, \ldots, s$.

As can be seen easily (induction !) for order $m+s$ there exist $2^{s-1}$
conditions of this form.

Up to $m+5$ these are listed in /25/, p. 45.
The method of Fehlberg as special case.

a) Fehlberg's method which is known for its accuracy and its low expenditure of work, works as follows (cf. /12/, /13/):

\[ y' = f(x,y) \cdot y(x_0) = y_0 \]

approximate solution of order \( m \):

\[ \hat{y}(x) = \sum_{k=0}^{m} \frac{h^k}{k!} [D^k y]_0 = \sum_{k=0}^{m} h^k Y_k \]

diff. equation for the approx. solution:

\[ \hat{y}'(x) = \hat{f}(x) = \sum_{k=1}^{m} kh^{k-1} Y_k \]

We put: \( z(x) = y(x) - \hat{y}(x) \), where \( y(x) \) is the exact solution and obtain for \( z(x) \) the following diff. equation:

\[
(3.9a) \quad z'(x) = y'(x) - \hat{y}'(x) - f(x, \hat{y}(x) + z(x)) - \hat{f}(x) = \bar{f}(x, z(x))
\]

with \( z(x_0) = z'(x_0) = \ldots = z^{(n)}(x_0) = 0 \).

This we now solve by a Runge-Kutta-process

\[
(3.9b) \quad \hat{z}(x) = h \sum_{i=2}^{n} c_i k_i
\]

\[
(3.9c) \quad k_i = f(x_o + a_i h, z_o + h \sum_{j=2}^{i-1} b_{ij} k_j) \quad (i = 2, \ldots, n),
\]

for which, because of the above made transformation, considerably higher orders are possible:

improved solution of order \( m+s \):

\[
(3.9d) \quad \hat{y}_1(x) = \hat{y}(x) + \hat{z}(x) = \hat{y}(x) + h \sum_{i=2}^{n} c_i k_i
\]

Remarks:

1. In /13/ Fehlberg gives a method of order \( m+4 \) using six nodes and with an estimation of the leading error term.

2. In /51/, p. 101 Wanner has extended all the theory of Butcher to Fehlberg-processes.

b) Runge-Kutta-processes with one \( m \)-fold node:

Here we are interesting in process with one \( m \)-fold node and a
say n-1, single nodes.

Let this fact be expressed by the following diagram:

```
     m
    /  |
   /   |
  /    |
 /     |
1--2--3--...--n
```

The nodes of the method are pictured on the abscissa and the ordinates show their multiplicity. From this diagram it is now clear why in (3.9b) and (3.9c) the indices \( i, j \) start with 2.

Both methods are now shown to be identical:

we have from (1.15, 16):

(3.10a) \[ y_2(x) = y_0 + h \sum_{i=1}^{n} c_i^{(1)} x + h^2 c_i^{(2)} x + \ldots + h^m c_i^{(m)} x \]

with

(3.10b) \[ g_1^{(k)} = b_{y_0}^{k} = k! x_k \]

(3.10c) \[ g_i^{(1)} = f(x_0 + a_i h, y_0 + h) + b_{ij}^{(1)} x_j^{(1)} + \frac{h^2}{2} b_{ij}^{(2)} x_j^{(2)} + \ldots + \frac{h^m}{m!} b_{ij}^{(m)} x_j^{(m)} \]

\( (i=2, \ldots, n) \)

and it holds the following theorem:

**Theorem:** The method determined by (3.10a, b, c) is identical with Fehlberg’s process (3.9a-d) if we put

(3.10d) \[ c_i^{(1)} = c_i \quad (i=2, \ldots, n) \]

(3.10e) \[ c_i^{(k)} = \frac{1}{(k-1)!} \left( \sum_{i=2}^{n} c_i^{(1)} x_i^{(k-1)} \right) \quad (k=1, \ldots, m) \]

(3.10f) \[ b_{ij}^{(1)} = b_{ij} \quad (i=2, \ldots, n ; j=2, \ldots, i=1) \]

(3.10g) \[ b_{ij}^{(k)} = a_i^{k} - \sum_{j=2}^{i-1} b_{ij}^{(1)} x_j^{(k-1)} \quad (i=2, \ldots, n ; k=1, \ldots, m) \]

**Proof:** We have to show that \( y_1(x) = y_2(x) \):

Inserting (3.10b, c, e) into (3.10a) we obtain...
\( y_2(x) = y_0 + h y_1 + \ldots + h^m y_m - \sum_{k=1}^{m} kh^k \sum_{i=1}^{n} c_i(1) e^{k-1} y_k + \sum_{i=1}^{n} (1) c_i^{(1)} = \)

\[
\hat{y}(x) + h \sum_{i=2}^{n} c_i^{(1)} (\hat{e}_i^{(1)} - \sum_{k=1}^{m} k(a_i h) k y_k) = 0
\]

\[\hat{y}(x) + h \sum_{i=2}^{n} c_i^{(1)} (\hat{e}_i^{(1)} - \hat{f}(x_0 + a_i h)) = 0
\]

(3.11a) \[
\hat{y}(x) + h \sum_{i=2}^{n} c_i^{(1)} \hat{k}_i
\]

with

(3.11b) \[
\hat{k}_i = e_i^{(1)} \hat{f}(x_0 + a_i h) \quad (i=2, \ldots, n)
\]

Next we insert (3.10b,f,g) into (3.10a):

\[ g_i^{(1)} = f(x_0 + a_i h, y_0 + b_i^{(1)} g_1^{(1)} + \ldots + b_m^{(1)} g_1^{(m)}) + h \sum_{j=2}^{n} b_{ij}^{(1)} \hat{g}_j^{(1)} = \]

\[ \hat{f}(x_0 + a_i h, y_0 + a_i h y_1 + \ldots + a_i h y_m - \sum_{k=1}^{m} kh^k \sum_{j=2}^{n} b_{ij}^{(1)} a_i^{k-1} y_k + \sum_{j=2}^{n} b_{ij}^{(1)} \hat{g}_j^{(1)} = \]

\[ \hat{f}(x_0 + a_i h, \hat{y}(x_0 + a_i h) + h \sum_{j=2}^{n} b_{ij}^{(1)} \hat{g}_j^{(1)} - \sum_{k=1}^{m} k(a_i h) a_i^{k-1} y_k) \quad (3.11b)
\]

(3.11c) \[
\hat{f}(x_0 + a_i h, \hat{y}(x_0 + a_i h) + h \sum_{j=2}^{n} b_{ij}^{(1)} \hat{k}_j) \quad (i=2, \ldots, n)
\]

From (3.11b,c) we have

(3.12a) \[
\hat{k}_i = f(x_0 + a_i h, \hat{y}(x_0 + a_i h) + h \sum_{j=2}^{n} b_{ij}^{(1)} \hat{k}_j) = \hat{f}(x_0 + a_i h) \quad (i=2, \ldots, n)
\]

On the other side it follows from (3.9a,c):

(3.12b) \[
\hat{k}_i = f(x_0 + a_i h, \hat{y}(x_0 + a_i h) + h \sum_{j=2}^{n} b_{ij}^{(1)} \hat{k}_j) = \hat{f}(x_0 + a_i h) \quad (i=2, \ldots, n)
\]

Next compare the conditions which are to be satisfied by \( c_i^{(1)} \) and \( b_{ij}^{(1)} \) \((i=2, \ldots, n \quad j=2, \ldots, i-1)\) with those for the method of Fehlberg (e.g. in the form given by Wanner /51/p.103 ). We thereby confirm easily that the equations coincide; thus we may put

\[ b_{ij}^{(1)} = b_{ij}^{(1)} = e_{ij}^{(1)} \quad (i=2, \ldots, n \quad j=2, \ldots, i-1) .\]
hence from (3.12a,b) we have $k_1 = k_1$ ($i=2,\ldots,n$) and (3.11a),(3.9d) shows that $\gamma_1(x) = \gamma_2(x)$.

The coefficients (3.10e,g) are of course determined by (3.3),(3.4).

Done.

Some explicit methods of orders $(m+2),\ldots,(m+5)$

Here we list some explicit formulas of different orders. Their derivation from the above conditions is given in full detail in the thesis [25], pp 51-61.

1.) **Formula of order** $m+2$:

Diagram:

```
1   2
```

Coefficients:

- $a_1 = 0$, $a_2 = \frac{m}{m+2}$
- $c_1^{(1)} = 1$, $c_2^{(1)} = 0$, $c_2^{(2)} = \frac{1}{a_2^2(n+1)(m+2)}$
- $c_1^{(k)} = \frac{1}{(k-1)!} \left( \frac{1}{k} - (k-1)c_2^{(2)}a_2^{k-2} \right)$ for $k=2,\ldots,n$
- $b_{21} = c_2^{(2)} = (k=1,\ldots,n)$

No coefficient can be chosen freely.

2.) **Formula of order** $m+5$:

Diagram:

```
1   2   3
```

Coefficients:

- $a_1 = 0$, $a_2 = \frac{m}{m+2}$
- $c_1^{(1)} = 1$, $c_2^{(1)} = 0$, $c_2^{(2)} = \frac{1}{a_2^2(n+1)(m+2)}$
- $c_1^{(k)} = \frac{1}{(k-1)!} \left( \frac{1}{k} - (k-1)c_2^{(2)}a_2^{k-2} \right)$ for $k=2,\ldots,n$
- $b_{21} = c_2^{(2)} = (k=1,\ldots,n)$

No coefficient can be chosen freely.
coefficients:

\[ a_1 = 0, \quad a_2 = \frac{m}{m+3}, \quad a_3 = 1; \]

\[ c^{(1)}_1 = 1, \quad c^{(1)}_2 = a_3^{(1)} = 0; \]

\[ c^{(2)}_2 = \frac{2}{3(m+1)(m+2)a_2^m}, \quad c^{(2)}_3 = \frac{1}{3(m+1)(m+2)}; \]

\[ a_2 = \frac{1}{(k-1)!} \left( \frac{1}{k} - (k-1)(c^{(2)}_2 a_2^{k-2} + c^{(2)}_3 a_2^{k-2}) \right) \quad (k=2, \ldots, m); \]

\[ b^{(k)}_{21} = a_2^k \quad (k=1, \ldots, m); \]

\[ b^{(1)}_{32} = 0, \quad b^{(2)}_{32} = \frac{6}{a_2^{m-1} m(m+3)}; \]

\[ b^{(k)}_{31} = \frac{1}{2} \frac{k(k-1)}{b^{(2)}_{32} a_2} \quad (k=1, \ldots, m). \]

5. Formula of order \( m+4 \):

$$
\begin{array}{ccc}
\begin{array}{cccc}
& & & n=4 \\
& & | & \\
& 1 & | & \\
& 2 & | & \\
& 3 & | & \\
& 4 & | & m > 2 \\
\end{array}
\end{array}
$$

Diagram:

Coefficients:

\[ a_1 = 0, \quad a_2 = \frac{m}{m+6}, \quad a_3 = \frac{m+2}{m+4}, \quad a_4 = 1; \]

\[ c^{(1)}_1 = 1, \quad c^{(1)}_2 = a_3^{(1)} = a_4^{(1)} = 0; \]

\[ c^{(2)}_2 = \frac{(m+6)^2}{12m^2(m+1)(m+2)(m+3)^2}, \quad c^{(2)}_3 = \frac{3(m+4)}{4a_2^m(m+1)(m+3)^2}; \]

\[ a_4^{(2)} = \frac{m}{6(n+1)(n+2)(n+3)}; \]

\[ a^{(k)}_1 = \frac{1}{(k-1)!} \left( \frac{1}{k} - (k-1)(c^{(2)}_2 a_2^{k-2} + c^{(2)}_3 a_3^{k-2} + c^{(2)}_4 a_4^{k-2}) \right) \quad (k=2, \ldots, m); \]

\[ b^{(k)}_{21} = a_2^k \quad (k=1, \ldots, m). \]
4. Formula of order m+5:

Diagram:

Coefficients:

\[
b_{32}^{(1)} = 0, \quad b_{32}^{(2)} = \frac{2}{\sigma_3^{(2)} a_2(m+1)(m+2)(m+3)(m+4) m+6}
\]

\[
b_{42}^{(2)} = - \frac{1}{\sigma_4^{(2)} a_2(m+1)(m+2)(m+3)^2}, \quad b_{43}^{(2)} = \frac{1}{\sigma_4^{(2)} a_2 m+1)(m+2)(m+3)^2}
\]

\[
b_{41}^{(k)} = \frac{k(k-1)!}{2} \frac{1}{\sigma_4^{(2)} a_2 a_{k-2} (i=3,4; \ k=2,\ldots, m)}
\]

\[
b_{42}^{(3)} = \frac{2}{\sigma_4^{(2)} a_2(m+1)(m+2)(m+3)(m+4)}
\]

\[
b_{43}^{(3)} = \frac{3a^2 + 15m+10}{15(m+1)(m+2)(m+3)(m+4)}
\]

\[
c_1 = \frac{1}{(k-1)!} \left( \frac{1}{k} - \frac{m^2}{(m+1)(m+2)(m+3)(m+4)} \right)
\]

\[
\left( k=2,\ldots, m \right)
\]

\[
b_{43}^{(k)} = a_k \quad \left( k=1,\ldots, m \right)
\]

\[
b_{52}^{(1)} = b_{32}^{(2)} = 0
\]

\[
b_{42}^{(1)} = b_{42}^{(1)} = 0, \quad b_{42}^{(2)} = \frac{4}{\sigma_4^{(2)} a_2(m+1)(m+2)(m+3)(m+4)}
\]

\[
\left( b_{43}^{(2)} = 0 \right)
\]

\[
\left( b_{53}^{(1)} = b_{53}^{(2)} = 0 \right)
\]

\[
b_{52}^{(2)} = \frac{m+3}{2a_5^{(2)} m+1)(m+2)(m+3)(m+4)}
\]

\[
b_{53}^{(2)} = \frac{m+3}{2a_5^{(2)} m+1)(m+2)(m+3)(m+4)}
\]

\[
\left( i=\ldots \right)
\]
The practical evaluation of these formulas is only valuable, when it is combined with the use of the recursion formulas which are described in Chapter II. With these the methods again can fully be made automatic by using the same subroutines. It may finally be noted that in many cases the calculation of $Df, D^2f, \ldots$ often requires much less work than the calculation of $f$ itself (especially if there occur a lot of elementary functions like $\exp$, $\log$, $\sin$, $\cos$, \ldots).

In the following the methods are tested at some differential equations with known solution. They are further compared with the method of Fehlberg and with the power-series method. All computations are with order 10 and have been carried out with single precisions (9D) on the Zuse Z23 computer.

**Example 1**: $y'= 2x(e^{-x^2} - y)$ $y(0)=1$;

solution: $y(x)=(1+x^2)e^{-x^2}$.

**Example 2**: $y'= \frac{1}{2}y^2x^{-3/2}$ $y(1)=1$;

solution: $y(x)=\sqrt{x}$.

**Example 3**: $y'= 1-e^{-y}(\sin x - \cos x)$ $y(0)=0$;

solution: $y(x)=\log(\sin x+e^x)$.

**Example 4**: $y'= \cos x \cdot(y+\sin x)$ $y(0)=1$;

solution: $y(x)=2\cos\sin x-\sin x-1$.
Example 5: \( y' = \frac{(x^4 + y^2)}{xy^3} \) \( y(1) = 1 \),
solution: \( y(x) = x \cdot (1 + 4 \log x)^{1/4} \)

Example 6: \( y' = 2(xy^{3/2} - y) \) \( y(0) = 0.25 \),
solution: \( y(x) = (e^x + x + 1)^{-2} \).

Example 7: \( y' = \frac{xy^2 + y}{x \cdot \log x} \) \( y(0) = 0.5 \),
solution: \( y(x) = \log x / (e + 2 - x) \).

In the following table the errors of the different methods with these examples and with the given step sizes are listed.

<table>
<thead>
<tr>
<th>Example</th>
<th>h</th>
<th>Power Series</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>Fokhberg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0.5</td>
<td>1.6, 10^{-6}</td>
<td>1.6, 10^{-7}</td>
<td>4,3, 10^{-8}</td>
<td>1,5, 10^{-8}</td>
<td>8,2, 10^{-8}</td>
<td>2,9, 10^{-7}</td>
</tr>
<tr>
<td>2.</td>
<td>0.8</td>
<td>4,9, 10^{-4}</td>
<td>3,4, 10^{-6}</td>
<td>8,1, 10^{-7}</td>
<td>4,4, 10^{-8}</td>
<td>7,6, 10^{-8}</td>
<td>6,1, 10^{-7}</td>
</tr>
<tr>
<td>3.</td>
<td>0.25</td>
<td>5,2, 10^{-6}</td>
<td>1,0, 10^{-7}</td>
<td>4,4, 10^{-8}</td>
<td>8,5, 10^{-10}</td>
<td>1,0, 10^{-8}</td>
<td>5,3, 10^{-7}</td>
</tr>
<tr>
<td>4.</td>
<td>1</td>
<td>4,9, 10^{-4}</td>
<td>3,4, 10^{-6}</td>
<td>2,8, 10^{-6}</td>
<td>3,2, 10^{-6}</td>
<td>1,0, 10^{-6}</td>
<td>1,3, 10^{-7}</td>
</tr>
<tr>
<td>5.</td>
<td>0.2</td>
<td>1,4, 10^{-3}</td>
<td>1,5, 10^{-5}</td>
<td>4,2, 10^{-6}</td>
<td>3,7, 10^{-7}</td>
<td>4,8, 10^{-7}</td>
<td>1,1, 10^{-6}</td>
</tr>
<tr>
<td>6.</td>
<td>0.4</td>
<td>9,2, 10^{-6}</td>
<td>5,2, 10^{-7}</td>
<td>1,9, 10^{-7}</td>
<td>2,4, 10^{-8}</td>
<td>4,3, 10^{-8}</td>
<td>1,0, 10^{-7}</td>
</tr>
<tr>
<td>7.</td>
<td>0.7</td>
<td>1,1, 10^{-5}</td>
<td>1,8, 10^{-6}</td>
<td>1,0, 10^{-6}</td>
<td>7,7, 10^{-8}</td>
<td>4,2, 10^{-7}</td>
<td>1,0, 10^{-7}</td>
</tr>
</tbody>
</table>

h = step size
I : formula of order \( m+2 \);
II : formula of order \( m+3 \);
III : formula of order \( m+4 \);
IV : formula of order \( m+5 \).

As can be seen, the results of formulas III and IV on the average have the same accuracy than the method of Fokhberg. It can further be seen, that with equal order the methods with more nodes are very much better. The results of III, IV and Fokhberg are mostly 2-3 digits better than with the power series method of the same order. In addition note that
the necessary work for the power series method mostly is higher than with
the other formulas.

The following questions are still open:

1. "optimal" methods: the coefficients in general are not uniquely
determined by the conditions. Some of them have been fixed ar-
bitrarily, mostly to reach simple results.
   How are they to be fixed to give methods with minimal error?

2. How are effective error estimates possible?

3. How is the stability of the methods?
Chapter VI

On Step-size Control

by G. Wanner

This chapter deals with the problem of choosing the step sizes in the numerical integration of ordinary differential equations using one-step methods. First the frequently used formulas are discussed which try to keep the local error constant. Then expressions for an "optimal" step-size control are developed which take into account the propagation of the local errors to the final result. Numerical results are given and compared with those of the step-size control of Morrison.
VI.2. Step-size Control

A system of $n$ ordinary differential equations
$$y' = f(x,y)$$
is given and the solution $y(x)$ with initial values $x_0, y_0$ is wanted at some point $x_N$. Using some one-step method, the integration proceeds on the steps $x_0 < x_1 < x_2 < \ldots < x_N$ with the step-sizes $h_1 = x_1 - x_0$, $h_2 = x_2 - x_1$, \ldots, $h_N = x_N - x_{N-1}$. For a step size control, the method has to be equipped with some error estimation, i.e., to each initial point $x_k, y_k$ and step-size $h_{k+1}$ it gives a approximation $\hat{y}_k(x_{k+1})$ to the solutions end approximate error estimations $R_k$. The usual procedure now is trying to keep these local errors equal to some given numbers $\gamma_1$, the wanted errors. These might be $10^{-5}, 10^{-10}, 10^{-20}$ and depend on the wanted accuracy. Thus by putting
$$n = \max \left\{ \frac{|R_k|}{\gamma_1} \right\}$$
onlyes\n
one tries to keep $n = 1$. A possible procedure is now the following:

The first step is calculated with a guessed step-size $h_1$. Then $n$ can be evaluated by (1.1). Of course, $n$ will not be equal 1. If $p$ is the order of the method, a much more better step-size would have been
$$h = h_1 \frac{p+1}{\sqrt{\gamma_1}}.$$ 

But if $n$ is not very much greater than 1, say $n < n_2$ with $n_2 = 1.5$ or 10, then we use $\hat{h}$ for the next step
$$h_2 = \hat{h},$$
otherwise we repeat the first step with the step size $\hat{h} + h_1$.

The same procedure is then also used in the following steps $h_2, h_3, \ldots$.

VI.2. Damping

Occasionally, especially in regions where $R_k$ changes sign, $n$ may be very small or even zero. In such cases, formula (1.2) would lead to an excessive increase of the step size. For this
reason, one chooses a number \( \eta_1 < 1 \) (say \( = 1/10, 1/100 \)) and if \( \eta < \eta_1 \), one replaces (1.2) by

\[
(2.1) \quad h = h_1 \frac{p+2}{p+1} \left( 1 - \frac{\eta}{(p+2) \eta_1} \right) \frac{p+1}{\sqrt{1/\eta}} \quad (\text{if } \eta < \eta_1).
\]

Thus the step size can increase at most by the factor

\[
\frac{p+2}{p+1} \frac{p+1}{\sqrt{1/\eta_1}}.
\]

This stabilizes the step size control and guards against overflow. Formula (2.1) is obtained by replacing the hyperbola \( p+1 \sqrt{1/\eta} \) by its tangent of the point \( \eta_1 \).

**VI.3. Morrison's Control**

Consider the example

\[
(3.1) \quad y' = y^2, \quad y(0)=1, \quad y(0.999999)=?\]

The solution is \( y = 1/(1-x) \), \( y(0.999999) = 10^6 \). The solution for a general initial value \( y_0 \) is \( y(x,y_0) = 1/(1/y_0 - x) \). The derivative of this solution with respect to that initial value is

\[
(3.2) \quad H(x) = \frac{\partial y(x,y_0)}{\partial y_0} = 1/(1/y_0 - x)^2 y_0^2 = y^2/y_0^2.
\]

Thus, if the initial value \( y_0 = 1 \) is changed, say, by \( 10^{-15} \), then the solution at the point 0.999999 changes by \( 10^{-3} \) since \( H(0.999999) = 10^{12} \). If we compute this example by a stepwise numerical integration with local accuracy \( 10^{-15} \), the final result will not be better than \( 10^{-3} \). Of course here it is unwise to compute also the last steps with this same accuracy. The last steps need not to be calculated with the same accuracy than the first. The idea lies at hand to multiply the chosen error sizes \( \eta_1 \) by the connection matrix \( H(x) \) along the solution. This means to replace (1) by
VI.4. Another Possibility

There is still another possibility for a step size control which shall be derived now:

Assume the differential equation to be integrated from $x_0$ to $x_N$ using $N$ steps $h_1=x_1-x_0$, $h_2=x_2-x_1$, ... . The local error of the $j$-th step we denote by $e_j$ and its propagation to the final result is

\begin{equation}
\label{eq4.1}
e_j^{(N)} = H(x_N)^{-1}(x_j)e_j .
\end{equation}

We again assume that $n=1$ and that all errors have constant sign although the results may be interpreted for the other cases as well.

Neglecting rounding errors we may assume $e_j = x_j h_j^{p+1}$, thus

\[ e_j^{(N)} = x_j h_j^{p+1} \quad \text{where} \quad x_j = H(x_N)^{-1}(x_j) \varphi_j . \]

Assuming that $x_j$ does not depend on $h_1, \ldots, h_j$ (what however actually is the case), we solve the easy minimum problem

\[ \sum_{j=1}^{N} e_j^{(N)} = \sum_{j=1}^{N} x_j h_j^{p+1} \text{ is min!} \]

under the condition that

\[ \sum_{i=1}^{N} h_j = x_N - x_0 = c_0 . \]

The method of Lagrange multipliers gives $h_j = c_1 / \sqrt[2]{x_j'}$. Thus the local error $e_j$ should be

\begin{equation}
\label{eq3.3}
n = \max_i \left| \frac{R_i}{(H(x)\gamma)_i} \right| .
\end{equation}

This is the step size control, which Morrison \cite{37} has proved to be nearly "optimal" for the case when $n=1$ (one equation only) and when the errors $R_i$ all have the same sign.
VI.4.

\[ c_j = \phi_j h_j^{p+1} = \frac{\phi_j C_2}{x_j^2 / x_j^1} \frac{k h_j}{H(x_N) H^{-1}(x_j)} \]

Hence, the step-sizes are chosen "optimal", if

(4.2) \[ H(x_N) H^{-1}(x_j) e_j h_j^{-1} = k \]

i.e., if the contribution \( e_j(N) \) of each step to the final result

is proportional to the step-size.

In the case \( n=1 \) \( H(x_N) \) is only a constant number and need not be

known. Hence, in the course of computation, it is only necessary

to keep

(4.3) \[ H^{-1}(x_j) e_j h_j^{-1} = \gamma. \]

This result differs from that of Morrison by the denominator \( h_j \).

An error estimation for the total truncation error is now ob-
tained as follows:

The final error \( e_j(N) (4.1) \), which results from \( c_j \) is because of

(4.3) equal to \( h_j H(x_N) \gamma \). These numbers are summed up easily to
give

(4.4) \[ E = (x_N - x_0) H(x_N) \gamma \]
as estimation of the total truncation error of the final result.

Formula (4.2) may also be interpreted for systems of differential
-equations. But then the knowledge of the final connectionmatrix

\( H(x_N) \) is necessary. On the other hand, the use of (4.3) seems only

adequate, of all eigenvalues of \( H(x_N) \) have approximately the same

size. This is, because (4.3) maps the error not to the endpoint

\( x_N \), but to the initial point \( x_0 \) and the box \( \max_j |R_j| = \gamma \) may change

shape considerably.
Finally we mention the paper Greenspan-Hafner-Ribaric /20/. There Morrison's control is compared with several others (such as the "natural" step size of Collatz /7/, p. 89). For differential equations with constant coefficients \( y' = ay \) Morrison's control as well as the above "optimal" control become a control with constant step size (for the methods considered in this report).

### VI.5. Numerical Examples

Using the Lie-series method of Chapter III, the different controls of the sections VI.1, VI.3 and VI.4 have been compared at several examples. The results are listed below:

#### Example 1: \( y' = y^2, y(0) = 1 \), solution \( y(x) = 1/(1-x) \)

<table>
<thead>
<tr>
<th>step size control m s k ( y )</th>
<th>( x )</th>
<th>actual error of ( y(x) )</th>
<th>error estimation for ( y(x) )</th>
<th>time per step (m sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal 10 3 2 ( 10^{-17} )</td>
<td>0.9</td>
<td>3.01*10^{-15}</td>
<td>---</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>3.05*10^{-13}</td>
<td>---</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>0.999999</td>
<td>2.89*10^{-5}</td>
<td>---</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>15 3 2 ( 10^{-19} )</td>
<td>0.9</td>
<td>1.65*10^{-17}</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>1.67*10^{-15}</td>
<td>---</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>0.999999</td>
<td>1.73*10^{-7}</td>
<td>---</td>
<td>123</td>
</tr>
<tr>
<td>optimal 10 3 2 ( 10^{-17} )</td>
<td>0.9</td>
<td>6.8*10^{-16}</td>
<td>9.0*10^{-16}</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>7.5*10^{-14}</td>
<td>9.9*10^{-14}</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>0.999999</td>
<td>7.6*10^{-6}</td>
<td>10.0*10^{-6}</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>15 3 2 ( 10^{-19} )</td>
<td>0.9</td>
<td>6.4*10^{-13}</td>
<td>9.0*10^{-18}</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>7.0*10^{-15}</td>
<td>9.9*10^{-16}</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>0.999999</td>
<td>7.2*10^{-8}</td>
<td>10.0*10^{-8}</td>
<td>92</td>
</tr>
</tbody>
</table>

Up to 0.99 only, the optimal step size control gives no noticeable increase of effectiveness.
VI.5.

Example 2: \( y_1' = y_2, \ y_2' = y_1, \ y_1(0) = 0, \ y_2(0) = 1 \), solutions: \( y_1 = \sinh x \)
\( y_2 = \cosh x \)

Results for \( x = 10 \):

<table>
<thead>
<tr>
<th>step size control</th>
<th>( m )</th>
<th>( s )</th>
<th>( k )</th>
<th>( y )</th>
<th>( h )</th>
<th>actual error of ( y_1(10) )</th>
<th>error estimat. for ( y_1 )</th>
<th>steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>10^{-20}</td>
<td>0.83 .. 0.53</td>
<td>1.21 \times 10^{-16}</td>
<td>---</td>
<td>15</td>
</tr>
<tr>
<td>optimal</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>10^{-20}</td>
<td>0.805 .. 0.811</td>
<td>3.75 \times 10^{-16}</td>
<td>4.4 \times 10^{-16}</td>
<td>13</td>
</tr>
<tr>
<td>optimal</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>10^{-21}</td>
<td>0.7203 .. 0.7205</td>
<td>4.2 \times 10^{-17}</td>
<td>4.9 \times 10^{-17}</td>
<td>14</td>
</tr>
</tbody>
</table>

As expected for linear systems with constant coefficients, the optimal step size remained constant. The estimate for the total propagated error is satisfactory.

Example 3: \( y' = -xy^3, \ y(-1) = y_0 \), solution \( y(x) = y_0 (1 + (x^2 - 1)y_0^2)^{-\frac{1}{2}} \).

a) \( y_0 = 0.999999995 \), thus \( y(0) \approx 10000 \)
\( y(1) = 0.999999995 \).

Results for \( m = 15, \ s = 3, \ k = 2 \):

<table>
<thead>
<tr>
<th>step size control</th>
<th>( y )</th>
<th>( h )</th>
<th>actual error of ( y(x) )</th>
<th>error estimat. for ( y(x) )</th>
<th>steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>10^{-10}</td>
<td>0.2 .. 0.00003</td>
<td>0.19 \times 10^{-1}</td>
<td>---</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.8 \times 10^{-11}</td>
<td>---</td>
<td>67</td>
</tr>
<tr>
<td>optimal</td>
<td>10^{-12}</td>
<td>0.2 .. 0.00007</td>
<td>0.49 \times 10^{-1}</td>
<td>9.0 \times 10^{-1}</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.1 \times 10^{-13}</td>
<td>20.0 \times 10^{-13}</td>
<td>55</td>
</tr>
</tbody>
</table>

For this example, constant step size is not advisable.
b) \( y_0 = 0.99999999995 \), thus \( y(0) \approx 100000 \)

\[ y(1) = 0.99999999995. \]

**Results for** \( m=15, s=3, k=2 \):

<table>
<thead>
<tr>
<th>Step size control</th>
<th>( y )</th>
<th>( h )</th>
<th>( x )</th>
<th>Error of ( \hat{y}(x) )</th>
<th>Error estimate for ( \hat{y}(x) )</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>( 10^{-12} )</td>
<td>0.29 .. 0.00000023</td>
<td>0</td>
<td>( 1.6 \times 10^{-2} )</td>
<td>---</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( 1.7 \times 10^{-13} )</td>
<td>---</td>
<td>107</td>
</tr>
<tr>
<td>Optimal</td>
<td>( 10^{-14} )</td>
<td>0.24 .. 0.00000060</td>
<td>0</td>
<td>( 5.1 \times 10^{-6} )</td>
<td>( 9.6 \times 10^{-6} )</td>
<td>32</td>
</tr>
</tbody>
</table>
Chapter VII

Calculation of Switch-on Transients at the telegraphic Equation by Means of Generalized LIE - Series

by R. Saely

Abstract

This chapter deals with the switch-on transients occurring in the telegraphic equation, i.e., an initial and boundary value problem of a hyperbolic partial differential equation, by means of generalized Lie series. We shall assume that an ordinary alternating voltage \( U(0,t) = A \cos \omega t + B \sin \omega t \) is applied across the input terminals of a telegraphic line (electric twin line) of length \( a \). We confine our investigations to two limiting cases, namely, that the line is either shorted or open at the other end.

The first part of the paper gives a formal solution using power series. The solution is represented by means of Lie series with a generalized Lie - Operator. Next the switch-on transients is treated with shorted wires and given initial and boundary conditions. Two numerical examples shall illustrate this switch-on transients problem. Finally the computation of the solution \( U(x,t) \) and \( J(x,t) \) for the initial and boundary value problem with open wires is given.

My thank go to Prof. W.Groebner for his assistance; I wish acknowledge the discussions with H.Reitberger, G.Wanner and K.H. Kastlunger.
VII.1. Introduction

1. The Telegraphic Equation

In the present paper we shall calculate the switch-on transients occurring in the telegraphic equation, i.e., an initial and boundary value problem of a hyperbolic partial differential equation, by means of generalized Lie-series. We shall assume that an ordinary alternating voltage $U(o,t) = A \cos \omega t + B \sin \omega t$ is applied across the input terminals of a telegraphic line (electric twin line) of length $a$. We confine our investigations to two limiting cases, namely, that the line is either shorted or open at the other end.

Let $o_1, o_2$ be the input and $o_1', o_2'$ the output terminals of the line. We take one axis of coordinates along the line and denote the distance from the input terminals by $x$. The length of the line is $a$. At time $t$, the current $J(x,t)$ flows in the wire at the point $x$, the voltage between the two wires is $U(x,t)$.

![Schematic diagram of a telegraph line](image)

Fig. 1. Schematic diagram of a telegraph line

Of these parallel wires we consider a very small line element I,II,III,IV of length $dx$ (infinitesimal four-pole). We assume the line constants, referred to unit length, to be independent of space and time coordinates and denote them by the following symbols:

- $\Gamma$ ........ resistance
- $l$ ........ inductive reactance
- $Q$ ........ conductance (leaking insulation)
- $c$ ........ capacitive reactance
Fig. 2. Infinitesimal element of a telegraphic line

The two basic equations of the telegraphic equation follow from the laws of electromagnetic theory:

\[ J_x(x,t) = -qU(x,t) - cU_t(x,t) \]  

\[ U_x(x,t) = -rJ(x,t) - U_t(x,t) \]

To eliminate current in (1.2) we differentiate the first equation with respect to \( t \) and the second with respect to \( x \). Putting

\[ rq = \alpha \]
\[ rc + ql = \beta \]
\[ lc = \gamma \]

we obtain the telegraphic equation for the voltage \( U(x,t) \):

\[ U_{xx}(x,t) = \alpha U(x,t) + \beta U_t(x,t) + \gamma U_{tt}(x,t) \]

An analogous equation in \( J(x,t) \) can be found by differentiating (1.1) with respect to \( x \) and eliminating \( U(x,t) \) by means of (1.2):

\[ J_{xx}(x,t) = \alpha J(x,t) + \beta J_t(x,t) + \gamma J_{tt}(x,t) \]

In their physical meaning, the constants \( \alpha, \beta \) and \( \gamma \) are positive. Mathematical treatment requires only that \( \gamma > 0 \), because this makes the equation hyperbolic. With \( \alpha = \beta = 0 \), the telegraphic equation becomes the ordinary wave equation.
2. Formal Solution of the Telegraphic Equation

Equation (1.3) describes all electric phenomena in the two parallel wires. A problem frequently arising is: what happens when the system is switched on? At given time (t=0) the system, whose electric condition at that moment is known, experiences some kind of external influence. We wish to calculate the changes produced by this influence. We assume this influence to be a suddenly applied voltage. We assume further that, at the point \( x=c \), the voltage \( U(x,t) = f(t) \) is a given function of time. From the basic equation (1.2) we find

\[
U_x(o,t) = -rJ(o,t) - lJ(t) = -rJ(t) - lJ(t) = h(t)
\]

Now we shall solve the telegraphic equation with the power series expansion (cf. /23/ , p.112)

\[
(1.5) \quad U(x,t) = \sum_{\nu=0}^{\infty} x^\nu \Psi_\nu(t)
\]

where the functions \( \Psi_\nu(t) \) are yet to be determined. The functions \( \Psi_0(t) \) and \( \Psi_1(t) \) can be found from the initial conditions:

\[
(1.6) \quad U(o,t) = f(t) = \Psi_0(t) \quad \text{and} \quad \Psi_1(t)
\]

The remaining functions \( \Psi_\nu(t) \) may be calculated by means of a recursion formula which can be obtained by comparing coefficients of \( x^\nu \) after the power series expansion has been inserted in (1.3).

\[
(1.8) \quad \Psi_{\nu+2}(t) = \frac{\alpha\Psi_\nu(t) + \beta\Psi_\nu(t) + \gamma\Psi_\nu(t)}{(\nu+1)(\nu+2)}
\]

All functions \( \Psi_\nu(t) \) can be calculated from this formula, because \( \Psi_0(t) \) and \( \Psi_1(t) \) are known from the initial conditions (1.6) and (1.7).
Introducing the linear operator

\[(1.9) \quad D = a + b \frac{\partial}{\partial t} + c \frac{\partial^2}{\partial t^2}\]

we can write the solution of the differential equation in a more convenient form.

The recursion formula is then

\[(1.8') \quad \psi_{v+2}(t) = \frac{1}{(v+1)(v+2)} D\psi_v(t)\]

The function \( \psi_v \) solving the equation can now be written as the sum of the terms \( x^v \psi_v \) with \( v \) even \( (v = 0, 2, 4, \ldots) \) and of the terms with \( v \) odd \( (v = 1, 3, 5, \ldots) \).

For the \( \psi_v \) with even index we write

\[v + 2 = 2\mu\]

This new summation index \( \mu \) is inserted in the recursion formula \[(1.8')\]

\[\psi_{v+2}(t) = \psi_{2\mu} = \frac{1}{2\mu(2\mu-1)} D\psi_{\mu-1} = \frac{1}{(2\mu)!} D^2\psi_0(t) = \frac{1}{(2\mu)!} D^2f(t)\]

Likewise, for odd \( v \) we have:

\[v + 2 = 2\mu + 1\]

\[\psi_{v+2}(t) = \psi_{2\mu+1}(t) = \frac{1}{2\mu(2\mu+1)} D\psi_\mu = \frac{1}{(2\mu+1)!} D^2\psi_1(t) = \frac{1}{(2\mu+1)!} D^2h(t)\]

Hence follows the formal solution of the telegraphic equation \[(1.10)\]

\[(1.1c) \quad U(x,t) = \sum_{v=0}^{\infty} \frac{2^v}{(2v)!} D^v f(t) + \sum_{v=0}^{\infty} \frac{2^v+1}{(2v+1)!} D^v h(t)\]

To obtain the complete solution one has to know the corresponding boundary and initial conditions.

The current \( J(x,t) \) is obtained by integration of the differential equation \[(1.1)\]

\[(1.11) \quad J(x,t) = J_o(t) - \int (q + c \frac{\partial}{\partial t}) U(x,t) \, dx\]

The proof that \[(1.10)\] converges can be given by a majorant method; it can be found in /23/, p. 114 et sequ. \)
VII.2 Switch-on Transients with Shorted Wires

1. Initial and boundary conditions

To be able to solve the telegraphic equation, i.e., to describe the boundary and initial value problem completely, we need the corresponding boundary and initial conditions.

We shall assume the following conditions:

Until time $t = a$ there is no current nor voltage in the wires. An alternating voltage $U(c, t) = A \cos \omega t + B \sin \omega t$ is applied at this moment $t = a$. This immediately gives the initial conditions for the voltage function $U(x, t)$ at any $x$ except at $x = o$ and for the current function $J(x, t)$.

\begin{align*}
(2.1) & \quad U(x, 0) = 0 & x > 0 \\
(2.2) & \quad J(x, 0) = 0
\end{align*}

The initial condition

\[ U_t(x, 0) = \gamma \quad x > 0 \]

follows from Eq. (1.1).

What we still need are the boundary conditions for both ends of the line of length $a$. One of them, for $x = 0$ (after an ordinary alternating voltage has been applied), is

\[ U(o, t) = A \cos \omega t + B \sin \omega t = f(t) \]

As we assume the line to be shorted, the other boundary condition for $x = a$ at the end of the line is

\[ U(a, t) = 0 \]
2. Transformation of a few expressions

Before introducing the initial and boundary conditions into the formal solution for \( U(x,t) \) (cf. (1.10)) we shall bring a few expressions into a more convenient form.

We apply the generalized Lic-operator \( D \) of Eq. (1.9) to the function \( f(t) \) which gives the variation of the voltage \( U(x,t) \) at the point \( x=0 \):

\[
D^0 f(t) = f(t) = A_0 \cos \omega t + B_0 \sin \omega t
\]

\[
D^1 f(t) = Df(t) - A_1 \cos \omega t + B_1 \sin \omega t =
\]

\[
= (\alpha - \gamma^2)A_0 + A_0B_0 \cos \omega t - \beta \omega A_0 + (\alpha - \gamma^2)B_0 \sin \omega t
\]

This gives the following relations for the coefficients \( A_1 \) and \( B_1 \):

\[
A_1 = (\alpha - \gamma^2)A_0 + \beta \omega B_0
\]

\[
B_1 = (\alpha - \gamma^2)B_0 - \beta \omega A_0
\]

By applying the operator \( D \) \( v \) times to \( f(t) \),

\[
D^v f(t) = A_v \cos \omega t + B_v \sin \omega t
\]

we obtain recursion formulas for the coefficients \( A_v \) and \( B_v \) (proof by induction):

\[
A_v = (\alpha - \gamma^2)A_{v-1} + \beta \omega B_{v-1}
\]

\[
B_v = (\alpha - \gamma^2)B_{v-1} - \beta \omega A_{v-1}
\]

for \( v \geq 1 \)

With the matrix

\[
\Omega = \begin{pmatrix}
\alpha - \gamma^2 & -\beta \omega \\
+\beta \omega & \alpha - \gamma^2
\end{pmatrix}
\]

and the corresponding transposed \( \Omega^T \) (for the rules of matrix calculus cf. /24/) the above formulas can be written in matrix form:

\[
\begin{pmatrix}
A_v \\
B_v
\end{pmatrix} = \Omega \begin{pmatrix}
A_{v-1} \\
B_{v-1}
\end{pmatrix} = (\Omega^T)^2 \begin{pmatrix}
A_{v-2} \\
B_{v-2}
\end{pmatrix} = (\Omega^T)^v \begin{pmatrix}
A_0 \\
B_0
\end{pmatrix}
\]
After having transposed this matrix equation,

\[(A_v, B_v) = (A_0, B_0) \left[ (\Omega) \right]_T = (A_0, B_0) \Omega^v\]

we insert the matrix \((A_v, B_v)\) in the first term of the formal solution for \(U(x,t)\) (cf. (1.10)):

\[
\sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} D^v f(t) = \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} (A_v \cos \omega t + B_v \sin \omega t) = \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} (A_v, B_v) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right)
\]

\[(2.9)\]

\[
\sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} D^v f(t) = (A_0, B_0) \left( \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} \Omega^v \right) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right)
\]

3. Statement for \(h(t)\)

For the function \(h(t) = U(x,0, t)\) (see (1.7)) we write

\[(2.1c)\]

\[h(t) = h_1(t) + h_2(t) = C_0 \cos \omega t + D_0 \sin \omega t + h_0(t)\]

Then we substitute the expression (2.10) in (1.10) which gives

\[(2.11)\]

\[U(x,t) = \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} D^v f(t) + \sum_{v=0}^{\infty} \frac{x^{2v+1}}{(2v+1)!} D^v h_1 + \sum_{v=0}^{\infty} \frac{x^{2v+1}}{(2v+1)!} D^v h_2(t)\]

In this representation, each term on the right-hand side individually satisfies the telegraphic equation. In the same way as we did with the first term of the above solution function (cf. (2.9)) we can also transform the second term:

\[(2.12)\]

\[\sum_{v=0}^{\infty} \frac{x^{2v+1}}{(2v+1)!} D^v h_1(t) = (C_0, D_0) \left( \sum_{v=0}^{\infty} \frac{x^{2v+1}}{(2v+1)!} \Omega^v \right) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right)
\]

The first two terms of Eq. (2.11) will be denoted by \(U_1(x,t)\), the last one by \(v(x,t)\)

\[(2.13)\]

\[U(x,t) = U_1(x,t) + v(x,t) \quad \text{with}\]

\[(2.14)\]

\[v(x,t) = \sum_{v=0}^{\infty} \frac{x^{2v+1}}{(2v+1)!} D^v h_2(t)\]
Now, we determine the coefficients $C_0$ and $D_0$ so that the function $U_1(x,t)$ also satisfies the two boundary conditions (2.3) and (2.4).

One boundary condition, $U_1(o,t)$, follows from (2.11) when we put $x=0$:

\[(2.15) \quad U_1(o,t) = f(t) = A_0 \cos \omega t + B_0 \sin \omega t \quad \text{ (cf. (2.3))} \]

The other boundary condition is:

\[(2.16) \quad U_1(\alpha, t) = 0 \]

The function $v(x,t)$ is then zero at the ends of the line ($x=0$ and $x=\alpha$).

Hence, we have another boundary condition for $v(x,t)$, namely

\[(2.17) \quad v(\alpha, t) = 0 \]

Moreover, we must determine $v(x,t)$ so that it satisfies the initial conditions (2.1) and (2.2) for $U_1(x,t)$ does not satisfy them.

As we shall see later, the function $U_1(x,t)$ constitutes the steady part of the solution whereas $v(x,t)$ is the non-persistent part of the voltage function.

4. Calculation of the coefficients $C_0$ and $D_0$

To make the calculation of $C_0$ and $D_0$ more transparent, we bring the matrices

\[ P_1 = \sum_{\nu=0}^{\infty} \frac{x^{2\nu}}{(2\nu)!} \Omega^\nu \quad \text{ and } \quad P_2 = \sum_{\nu=0}^{\infty} \frac{x^{2\nu+1}}{(2\nu+1)!} \Omega^\nu \]

to their normal form (cf. [24], p. 195).

The eigenvalues $\xi_1, \xi_2$ of the matrix

\[ \Omega = \begin{pmatrix} \alpha - \gamma \omega^2 & -\beta \omega \\ \beta \omega & \alpha - \gamma \omega^2 \end{pmatrix} \]

are

\[(2.18) \quad \xi_{1,2} = (\alpha - \gamma \omega^2) \pm i\beta \omega \]
The matrix $P_1 = \cosh x\overline{\Omega}$ can be brought to diagonal form, because the eigenvalues $\varrho_1$ and $\varrho_2$ are different ($\beta \neq 0$)

\[
(2.19) \quad T^{-1} \cosh x\overline{\Omega}T = \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} (T^{-1}\overline{\Omega}T)^v = \sum_{v=0}^{\infty} \frac{x^{2v}}{(2v)!} \left( \begin{array}{cc} \varrho_1^v & 0 \\ 0 & \varrho_2^v \end{array} \right)
\]

After a simple calculation, we find the matrix

\[
(2.20) \quad T = \left( \begin{array}{cc} 1 & 1 \\ -i & i \end{array} \right) \quad \text{and its inverse } T^{-1} = \left( T_{ad} \right)^{-1}
\]

\[
(2.21) \quad T^{-1} = \frac{1}{2} \left( \begin{array}{cc} 1 & i \\ -i & 1 \end{array} \right)
\]

Multiplying the matrix function (2.19) on the left by $T$ and on the right by $T^{-1}$ we find

\[
\cosh x\overline{\Omega} = \frac{1}{2} \left( \begin{array}{cc} \cosh x\overline{\varrho_1} + \cosh x\overline{\varrho_2}, & i(\cosh x\overline{\varrho_1} + \cosh x\overline{\varrho_2}) \\ -i(\cosh x\overline{\varrho_1} + \cosh x\overline{\varrho_2}), & \cosh x\overline{\varrho_1} + \cosh x\overline{\varrho_2} \end{array} \right)
\]

After a few transformations

\[
\overline{\varrho_1} = \sqrt{(\alpha - \gamma \omega^2) - \beta \omega^2} = p - iq \\
\overline{\varrho_2} = \sqrt{(\alpha - \gamma \omega^2) + \beta \omega^2} = p + iq
\]

we find:

\[
(2.22) \quad P_1 = \cosh x\overline{\Omega} = \left( \begin{array}{cc} p_1 & q_1 \\ -q_1 & p_1 \end{array} \right) = \left( \begin{array}{cc} \cosh xp \cos xq, & \sinh xp \sin xq \\ -\sinh xp \sin xq, & \cosh xp \cos xq \end{array} \right)
\]
In the same way we also treat the matrix

\[ P_2 = \sum_{\nu=0}^{n} \frac{(2\nu+1)!}{\nu!} \Omega^\nu - \Omega^{-\frac{1}{2}} \sinh x^* \]

The calculation gives then

\[ P_2 = \begin{pmatrix} p_2 & q_2 \\ -q_2 & p_2 \end{pmatrix} \quad \text{with} \quad P_2 = \frac{1}{p^2 + q^2} (p \sinh xp \cos xq + q \cosh xp \sin xq) \]

\[ q_2 = \frac{1}{p^2 + q^2} (p \cosh xp \sin xq - q \sinh xp \cos xq) \]

With \( x = a \), the matrix \( P_1 \) becomes

\[ M = \sum_{\nu=0}^{n} \frac{(2\nu+1)!}{\nu!} \Omega^\nu - \Omega^{-\frac{1}{2}} \cosh ap \cos aq \]

\[ = \begin{pmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{pmatrix} \]

with \( m_{11} = m_{22} = \cosh ap \cos aq \)

\( m_{12} = -m_{21} = \sinh ap \sin aq \)

whereas the matrix \( P_2 \) becomes

\[ N = \sum_{\nu=0}^{n} \frac{(2\nu+1)!}{\nu!} \Omega^\nu - \Omega^{-\frac{1}{2}} \sinh ap \sin aq \]

\[ = \begin{pmatrix} n_{11} & n_{12} \\ n_{21} & n_{22} \end{pmatrix} \]

with \( n_{11} = n_{22} = \frac{1}{p^2 + q^2} (p \sinh ap \cos aq + q \cosh ap \sin aq) \)

\( n_{12} = -n_{21} = \frac{1}{p^2 + q^2} (p \cosh ap \sin aq - q \sinh ap \cos aq) \)

Considering the boundary condition (2.14) we obtain

\[ u_1(a, t) = (A_0, B_0) \begin{pmatrix} \cos \omega t \\ \sin \omega t \end{pmatrix} + (C_0, D_0) \begin{pmatrix} \cos \omega t \\ \sin \omega t \end{pmatrix} = 0 \]

\[ = (A_0 m_{11} + B_0 m_{21} + C_0 n_{11} + D_0 n_{21}) \cos \omega t + \]

\[ + (A_0 n_{12} + B_0 n_{22} + C_0 n_{12} + D_0 n_{22}) \sin \omega t = 0 \]

The coefficients of \( \cos \omega t \) and \( \sin \omega t \) must vanish in order that the above relation is satisfied at any instant of time \( t \).
coefficients $C_0$ and $D_0$ are then readily found by Cramer's rule.

$$C_0 = \frac{A_0(m_{11}n_{12} - m_{12}n_{11}) + B_0(m_{21}n_{22} - m_{22}n_{21})}{n_{11}n_{22} - n_{12}n_{21}}$$

$$D_0 = \frac{A_0(m_{11}n_{12} - m_{12}n_{11}) + B_0(m_{21}n_{22} - m_{22}n_{21})}{n_{11}n_{22} - n_{12}n_{21}}$$

5. Calculation of the voltage part $v(x,t)$

The condition

$$v(a,t) = \sum_{\nu=0}^{\infty} \frac{a^{2\nu+1}}{(2\nu+1)!} h_{2\nu}(t) = 0 \quad (\text{cf. (2.17)})$$

can be fulfilled when the function of time, $D^v h_2(t)$, is formally assumed as

$$D^v h_2(t) = (-1)^v h_2(t), \quad \left[ \frac{k^2 \pi^2}{a^2} \right]^v$$

for $k = 1, 2, 3, \ldots$

This relation must be inserted in $v(x,t)$:

$$v_k(x,t) = \sum_{\nu=0}^{\infty} \frac{x^{2\nu+1}}{(2\nu+1)!} D^v h_2(t) = \sum_{\nu=0}^{\infty} \frac{(-1)^v x^{2\nu+1}}{k\pi} \left( \frac{k\pi}{a} \right)^{2\nu+1} h_2(t)$$

Using the series expansion of the sine and superposing $v(x,t)$ we find

$$v(x,t) = \sum_{k=1}^{\infty} v_k(x,t) = \sum_{k=1}^{\infty} \frac{x^{2\nu+1}}{k\pi} h_2(t) \sin \frac{k\pi x}{a}$$

The Relation (2.28) is equivalent to the equation

$$Dh_{2k}(t) = -h_{2k}(t), \quad \frac{k^2 \pi^2}{a^2}$$

whence one can determine the functions $h_{2k}$:

$$Dh_{2k}(t) = \gamma \frac{\partial^2}{\partial t^2} h_{2k}(t) + \beta \frac{\partial}{\partial t} h_{2k}(t) + \gamma \frac{\partial^2}{\partial t^2} h_{2k}(t) = -h_{2k}(t), \quad \frac{k^2 \pi^2}{a^2}$$
This homogeneous differential equation has the solution

\[ h_{2k}(t) = e^{-\frac{\beta t}{2\gamma}} (C_k \cos \omega_k t + D_k \sin \omega_k t) \]

where

\[ \omega_k = \sqrt{\left(\alpha + \frac{k^2 \pi^2}{a^2}\right) \frac{1}{\gamma} - \frac{\beta^2}{4\gamma^2}} \]

(the case \( \omega_k^2 < 0 \) can easily be included in the calculation).

The function \( h_2(t) \) can also be obtained by superposing the \( h_{2k}(t) \)

\[ h_2(t) = \sum_{k=1}^{\infty} h_{2k}(t) \]

Inserting (2.32) into (2.29) we obtain

\[ v(x,t) = e^{-\frac{\beta t}{2\gamma}} \sum_{k=1}^{\infty} \frac{a}{k\pi} \left( C_k \cos \omega_k t + D_k \sin \omega_k t \right) \sin \frac{k\pi x}{a} \]

6. The solution \( U(x,t) \)

Inserting (2.33) into (2.13) we obtain the solution function

\[ U(x,t) = (A_0, B_0) \left( \begin{array}{c} p_1 \\ q_1 \end{array} \right) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right) + (C_0, D_0) \left( \begin{array}{c} p_2 \\ q_2 \end{array} \right) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right) \\
+ e^{-\frac{\beta t}{2\gamma}} \sum_{k=1}^{\infty} \frac{a}{k\pi} \left( C_k \cos \omega_k t + D_k \sin \omega_k t \right) \sin \frac{k\pi x}{a} \]

The coefficients \( C_k \) and \( D_k \) follow from the initial conditions (2.1) and (2.2).

We insert the condition (2.1) in (2.34) and we obtain:

\[ U(x,0) = (A_0, B_0) \left( \begin{array}{c} p_1 \\ q_1 \end{array} \right) \cdot \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + (C_0, D_0) \left( \begin{array}{c} p_2 \\ q_2 \end{array} \right) \cdot \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \\
+ \sum_{k=1}^{\infty} \frac{a}{k\pi} C_k \sin \frac{k\pi x}{a} = 0 \]
The \( \frac{a}{\kappa \pi} C_k \) can be regarded as the Fourier coefficients of the orthogonal system \( \left\{ \sin \frac{k \pi x}{a} \right\} \), for \( \sum_{k=1}^{\infty} \frac{a}{\kappa \pi} C_k \sin \frac{k \pi x}{a} \) represents a Fourier series for the function

\[
\left\{ - (A_0, B_0) \begin{pmatrix} p_1 \\ -q_1 \end{pmatrix} \begin{pmatrix} c_1 \\ 1 \end{pmatrix} - (C_0, D_0) \begin{pmatrix} p_2 \\ -q_2 \end{pmatrix} \begin{pmatrix} c_1 \\ 1 \end{pmatrix} \right\}
\]

Hence, we obtain the Fourier coefficients

\[
(2.35) \frac{a}{\kappa \pi} C_k = -\frac{2}{a} \int_0^a \left\{ (A_0, B_0) \begin{pmatrix} p_1 \\ -q_1 \end{pmatrix} + (C_0, D_0) \begin{pmatrix} p_2 \\ -q_2 \end{pmatrix} \right\} \sin \frac{k \pi x}{a} \, dx
\]

The result for the coefficients \( C_k \) is

\[
(2.36) C_k = -\frac{2k \pi}{a^2} \int_0^a U_1(x, o) \sin \frac{k \pi x}{a} \, dx
\]

To determine the coefficients \( D_k \) we have to consider the initial condition (2.2).

\[
U_t(x, o) = U_{1t}(x, o) + v_t(x, o) = 0
\]

Calculation gives

\[
U_t(x, o) = (A_0, B_0) \begin{pmatrix} p_1 \\ -q_1 \end{pmatrix} \begin{pmatrix} c_1 \\ 1 \end{pmatrix} + (C_0, D_0) \begin{pmatrix} p_2 \\ -q_2 \end{pmatrix} \begin{pmatrix} c_1 \\ 1 \end{pmatrix} - \frac{\beta}{2} \sum_{k=1}^{\infty} \frac{a}{\kappa \pi} (C_k, D_k) \begin{pmatrix} 1 \\ 0 \end{pmatrix} \sin \frac{k \pi x}{a} + \frac{\beta}{2 \gamma} \sum_{k=1}^{\infty} \frac{a}{\kappa \pi} (C_k, D_k) \begin{pmatrix} 0 \\ 1 \end{pmatrix} \omega_k \sin \frac{k \pi x}{a} = 0
\]

Here, \( \sum_{k=1}^{\infty} \frac{a}{\kappa \pi} \omega_k \sin \frac{k \pi x}{a} \) can again be assumed to be the Fourier series of the function

\[
\left\{ - (A_0, B_0) \begin{pmatrix} q_1 \\ p_1 \end{pmatrix} - (C_0, D_0) \begin{pmatrix} q_2 \\ p_2 \end{pmatrix} \right\}
\]

with the Fourier coefficients

\[
(2.37) \frac{a}{\kappa \pi} D_k \omega_k = \frac{\gamma}{a} \int_0^a \left\{ - U_{1t}(x, o) - \frac{\beta}{2 \gamma} U_1(x, o) \right\} \sin \frac{k \pi x}{a} \, dx
\]
7. The solution $J(x,t)$

Integrating (1.1) we obtain the solution for the current $J(x,t)$

$$ J(x,t) = - \int (q + a \frac{\partial}{\partial t}) U(x,t) \, dx + J_0(t) $$

With the abbreviations

$$ P_1(x) = \begin{pmatrix} p_1 \\ q_1 \end{pmatrix} = \cosh x \sqrt{\Omega} $$

$$ P_2(x) = \begin{pmatrix} p_2 \\ q_2 \end{pmatrix} = \frac{1}{\Omega} \sinh x \sqrt{\Omega} $$

$$ P_3(x) = \int P_2(x) \, dx = \frac{1}{\Omega} \cosh x \sqrt{\Omega} $$

we find:

$$ J(x,t) = - q \left\{ (A_0, B_0) P_2 \left( \cos \omega t \right) + (C_0, D_0) P_3 \left( \sin \omega t \right) \right\} - \frac{\beta t}{2 \gamma} \sum_{k=1}^{\infty} \left( \frac{a}{k \pi} \right)^2 \left[ C_k \cos \omega_k t + D_k \sin \omega_k t \right] \cos \frac{k n x}{a} $$

$$ + \frac{\beta t}{2 \gamma} \sum_{k=1}^{\infty} \left( \frac{a}{k \pi} \right)^2 \left[ - C_k \sin \omega_k t + D_k \cos \omega_k t \right] \cos \frac{k n x}{a} $$

The integration constant $J_0(t)$ can be found from the relation for $J_0(t)$ which can be derived directly from the basic equation (1.1).

The time function $J_0(t)$ satisfies the differential equation (1.1)

$$ U_x(o,t) = h(t) = - (r + \frac{\partial}{\partial t}) J_0(t) $$

$$ 1J_x(o,t) + rJ(o,t) = h(t) $$
Its solution is

\[
J(0, t) = - \frac{C_0}{r^2 + \omega_1^2} \left( \frac{r}{1} \cos \omega t + \omega \sin \omega t \right) - \frac{D_0}{r^2 + \omega_1^2} \left( \frac{r}{1} \sin \omega t - \omega \cos \omega t \right) - \sum_{k=1}^{\infty} \frac{C_k}{(r - \beta/2y)^2 + \omega_k^2} \left( \frac{r}{1} - \beta/2y \right) \cos \omega_k t + \omega_k \sin \omega_k t \right] - \sum_{k=1}^{\infty} \frac{D_k}{(r - \beta/2y)^2 + \omega_k^2} \left( \frac{r}{1} - \beta/2y \right) \sin \omega_k t - \omega_k \cos \omega_k t \right] + Ke^{\frac{-\beta t}{r}}
\]

The constant \( K \) results from the initial condition \( J(x, 0) = 0 \)

(cf. (2.2))

\[
(2.43) \quad J(0, 0) = 0
\]

\[
(2.44) \quad \gamma = \frac{C_0 - D_0}{r^2 + \omega_1^2} + \sum_{k=1}^{\infty} \frac{C_k}{(r - \beta/2y)^2 + \omega_k^2} \left[ \frac{r}{1} - \beta/2y \right] \cos \omega_k t + \omega_k \sin \omega_k t \right]
\]

Hence, we find the original integration constant \( J_o(t) \)

\[
(2.45) \quad J_o(t) = J(r, t) + c \left\{ \left( C_o, D_o \right) \Omega^{-1} \left[ \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right] - e^{\frac{-\beta t}{2y}} \sum_{k=1}^{\infty} \frac{a_k}{(k \pi)^2} \left[ C_k \cos \omega_k t + D_k \sin \omega_k t \right] \right\} + c \left\{ \left( C_o, D_o \right) \Omega^{-1} \left[ \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right] - e^{\frac{-\beta t}{2y}} \sum_{k=1}^{\infty} \frac{a_k}{(k \pi)^2} \left[ C_k \cos \omega_k t + D_k \sin \omega_k t \right] \right\}
\]

\[
+ e^{\frac{-\beta t}{2y}} \sum_{k=1}^{\infty} \left( - C_k \omega_k \sin \omega_k t + D_k \omega_k \cos \omega_k t \right)
\]
8. Numerical examples

Two numerical examples shall illustrate the switch-on transients problem in a shorted line. We have examined the maximum values of the power function at the point x=0 in dependence on the phase angle $\tau$ of the applied voltage

$$U(0,t) = u \cos(\omega t - \tau) = A_0 \cos \omega t + B_0 \sin \omega t$$

during the transient process. Calculations were performed at the ZUSE 225 computer of Innsbruck University.

In the first numerical example, the electrical constants per unit length were chosen as follows:

- resistance $r = 1$
- inductive reactance $l = 0.2$
- capacitive reactance $c = 0.002$
- leakage $q = 0$
- length of wires $a = 1$
- angular frequency of voltage $\omega = 300$
- voltage amplitude $u = 500$

This result (see table) shows that there is a notable strong resonance and superposition effect. For $\tau = 120^\circ$, the power function main peaks at $x=0$ increases to more than 205% of the maximum value in the steady final state.

+ The corresponding programs of the numerical examples are contained in (/43/p. 39 ff.)
The following table shows the results:

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$A_0=100.\cos \tau$</th>
<th>$B_0=100.\sin \tau$</th>
<th>Main peaks of power function during transient</th>
<th>Peaks in final state</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>3985</td>
<td>1992</td>
</tr>
<tr>
<td>10</td>
<td>98.4800772</td>
<td>17.3648176</td>
<td>3995</td>
<td>1992</td>
</tr>
<tr>
<td>20</td>
<td>93.9692619</td>
<td>34.2020142</td>
<td>4003</td>
<td>1992</td>
</tr>
<tr>
<td>30</td>
<td>86.6025401</td>
<td>50.0000000</td>
<td>4004</td>
<td>1992</td>
</tr>
<tr>
<td>40</td>
<td>76.6044441</td>
<td>64.2787608</td>
<td>4015</td>
<td>1992</td>
</tr>
<tr>
<td>50</td>
<td>64.2787608</td>
<td>76.6044441</td>
<td>4018</td>
<td>1992</td>
</tr>
<tr>
<td>60</td>
<td>50.0000000</td>
<td>86.6025401</td>
<td>4021</td>
<td>1992</td>
</tr>
<tr>
<td>70</td>
<td>34.2020142</td>
<td>93.9692619</td>
<td>4026</td>
<td>1992</td>
</tr>
<tr>
<td>80</td>
<td>17.3648176</td>
<td>98.4800772</td>
<td>4028</td>
<td>1992</td>
</tr>
<tr>
<td>90</td>
<td>0</td>
<td>100</td>
<td>4030</td>
<td>1992</td>
</tr>
<tr>
<td>100</td>
<td>-17.3648176</td>
<td>98.4800772</td>
<td>4032</td>
<td>1992</td>
</tr>
<tr>
<td>110</td>
<td>-34.2020142</td>
<td>93.9692619</td>
<td>4025</td>
<td>1992</td>
</tr>
<tr>
<td>120</td>
<td>-50.0000000</td>
<td>86.6025401</td>
<td>4020</td>
<td>1992</td>
</tr>
<tr>
<td>130</td>
<td>-64.2787608</td>
<td>76.6044441</td>
<td>4004</td>
<td>1992</td>
</tr>
<tr>
<td>140</td>
<td>-76.6044441</td>
<td>64.2787608</td>
<td>4040</td>
<td>1992</td>
</tr>
<tr>
<td>150</td>
<td>-86.6025401</td>
<td>50.0000000</td>
<td>4009</td>
<td>1992</td>
</tr>
<tr>
<td>160</td>
<td>-93.9692619</td>
<td>34.2020142</td>
<td>4005</td>
<td>1992</td>
</tr>
<tr>
<td>170</td>
<td>-98.4800772</td>
<td>17.3648176</td>
<td>4002</td>
<td>1992</td>
</tr>
<tr>
<td>180</td>
<td>-100</td>
<td>0</td>
<td>3985</td>
<td>1992</td>
</tr>
<tr>
<td>190</td>
<td>-98.4800772</td>
<td>-17.3648176</td>
<td>3995</td>
<td>1992</td>
</tr>
<tr>
<td>200</td>
<td>-93.9692619</td>
<td>-34.2020142</td>
<td>4003</td>
<td>1992</td>
</tr>
<tr>
<td>210</td>
<td>-86.6025401</td>
<td>-50.0000000</td>
<td>4004</td>
<td>1992</td>
</tr>
</tbody>
</table>
VII.2.

Fig. Peaks of the power function \( N(o,t) = J(o,t)U(o,t) \) versus phase angle \( \tau \) of the applied alternating voltage.

The following values were chosen in the second numerical example:

- Resistance \( r = 1 \)
- Inductive reactance \( l = 1 \)
- Capacitive reactance \( c = 0.01 \)
- Leakage \( q = 0.01 \)
- Length of wires \( a = 1 \)
- Angular frequency of voltage \( \omega = 100 \)

With \( N(o,t) \) tabulated, the following result was obtained for the peaks of the power function \( N(x,\tau) \) at the point \( x = 0 \):

<table>
<thead>
<tr>
<th>Phase ( \tau )</th>
<th>( A_o = 100 \cos \tau )</th>
<th>( B_o = 100 \sin \tau )</th>
<th>Main peaks during transient</th>
<th>Peaks in steady final state</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>1144</td>
<td>928</td>
</tr>
<tr>
<td>10</td>
<td>98,4800772</td>
<td>17,3648176</td>
<td>1166</td>
<td>928</td>
</tr>
<tr>
<td>20</td>
<td>93,9692619</td>
<td>34,2020142</td>
<td>1127</td>
<td>928</td>
</tr>
<tr>
<td>30</td>
<td>86,6025401</td>
<td>50,0000000</td>
<td>1028</td>
<td>928</td>
</tr>
<tr>
<td>40</td>
<td>76,6044411</td>
<td>64,2787608</td>
<td>1029</td>
<td>928</td>
</tr>
<tr>
<td>50</td>
<td>64,2787608</td>
<td>76,6044441</td>
<td>1037</td>
<td>928</td>
</tr>
<tr>
<td>60</td>
<td>50,0000000</td>
<td>86,6025401</td>
<td>1040</td>
<td>928</td>
</tr>
<tr>
<td>70</td>
<td>34,2020142</td>
<td>93,9692619</td>
<td>1042</td>
<td>928</td>
</tr>
<tr>
<td>80</td>
<td>17,3648176</td>
<td>98,4800772</td>
<td>1068</td>
<td>928</td>
</tr>
</tbody>
</table>
This example shows a clear dependence of the main peaks on the phase angle $\tau$ of the applied alternating voltage.

![Graph showing transient and steady final state of a power function]
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<table>
<thead>
<tr>
<th>Phase $\tau$</th>
<th>$A_0 \cdot 100 \cdot \cos \tau$</th>
<th>$B_0 \cdot 100 \cdot \sin \tau$</th>
<th>Main peaks during transient</th>
<th>Peaks in steady final state</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>17,3648176</td>
<td>98,4800772</td>
<td>1068</td>
<td>928</td>
</tr>
<tr>
<td>90</td>
<td>c</td>
<td>100</td>
<td>1043</td>
<td>928</td>
</tr>
<tr>
<td>100</td>
<td>-17,3648176</td>
<td>98,4800772</td>
<td>1042</td>
<td>928</td>
</tr>
<tr>
<td>110</td>
<td>-34,2020142</td>
<td>93,9692619</td>
<td>1038</td>
<td>928</td>
</tr>
<tr>
<td>120</td>
<td>-50,00000000</td>
<td>86,602540</td>
<td>1036</td>
<td>928</td>
</tr>
<tr>
<td>130</td>
<td>-64,273760</td>
<td>76,6044441</td>
<td>1012</td>
<td>928</td>
</tr>
<tr>
<td>140</td>
<td>-76,6044441</td>
<td>64,278760</td>
<td>1024</td>
<td>928</td>
</tr>
<tr>
<td>150</td>
<td>-86,6025401</td>
<td>50,0000000</td>
<td>1027</td>
<td>928</td>
</tr>
<tr>
<td>160</td>
<td>-93,9692619</td>
<td>34,2020142</td>
<td>1008</td>
<td>928</td>
</tr>
<tr>
<td>170</td>
<td>-98,4800772</td>
<td>17,3648176</td>
<td>1036</td>
<td>928</td>
</tr>
<tr>
<td>180</td>
<td>-100</td>
<td>0</td>
<td>1144</td>
<td>928</td>
</tr>
<tr>
<td>190</td>
<td>-98,4800772</td>
<td>-17,3648176</td>
<td>1166</td>
<td>928</td>
</tr>
<tr>
<td>200</td>
<td>-93,9692619</td>
<td>-34,2020142</td>
<td>1127</td>
<td>928</td>
</tr>
</tbody>
</table>
VII.3. Switch-on Transients with Open Wires

The transient processes with the wire ends open can be treated mathematically analogous to the case of shorted ends.

1. Initial and boundary conditions

We shall assume the initial conditions

\[ u(x,0) = 0 \quad x > 0 \]  
\[ j(x,0) = 0 \]  
\[ j_t(x,0) = 0 \]

and the boundary conditions

\[ u(0,t) = A \cos \omega t + B \sin \omega t \]  
\[ j(a,t) = 0 \]

Like in (1.18), the formal solution for the current is

\[ j(x,t) = \sum_{\nu=0}^{\infty} \frac{2\nu}{(2\nu)!} D^\nu f(t) + \sum_{\nu=0}^{\infty} \frac{2\nu+1}{(2\nu+1)!} D^\nu e(t) \]

where

\[ f(t) = J(0,t) \]
\[ e(t) = J_x(0,t) \]

and

The function \( e(t) \) can be found from the basic equation (1.1) and from (3.4)

\[ e(t) = J_x(0,t) = -q\dot{u}(0,t) - qu_t(0,t) = \]  
\[ = T \cos \omega t + E \sin \omega t \]

where we have put

\[ -B\omega C = qB = \Lambda \]
\[ A\omega C = qB = \bar{E} \]
2. Statement for $J(o,t)$

For the function $J(o,t)$ we set formally (cf. VII.2.3)

\begin{equation}
J(o,t) = \mathcal{F}(t) = \mathcal{F}_1(t) + \mathcal{F}_2(t) = 
\end{equation}

\begin{equation}
= \mathcal{F}_0 \cos \omega t + \mathcal{F}_0 \sin \omega t + \mathcal{F}_2(t)
\end{equation}

which we insert into (3.6)

\begin{equation}
J(x,t) = \sum_{\nu = 0}^{\infty} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_1(t) + \sum_{\nu = 0}^{\infty} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_2(t) + 
\end{equation}

\begin{equation}
+ \sum_{\nu = 0}^{\infty} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_2(t)
\end{equation}

We call the sum of the first and third terms $J_1(x,t)$ and transform them in the same way as in (2.9)

\begin{equation}
J_1(x,t) = (\mathcal{F}_0, \mathcal{F}_0) \left( \sum_{\nu = 0}^{\nu} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_1(t) + \sum_{\nu = 0}^{\nu} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_2(t) + 
\end{equation}

\begin{equation}
+ (\mathcal{F}_0, \mathcal{F}_0) \left( \sum_{\nu = 0}^{\nu} \frac{\nu}{(2\nu + 1)!} \mathcal{F}_2(t) \right)
\end{equation}

\begin{equation}
= (\mathcal{F}_0, \mathcal{F}_0) p_1 \left( \cos \omega t \right) + (\mathcal{F}_0, \mathcal{F}_0) p_2 \left( \sin \omega t \right)
\end{equation}

The function $w(x,t)$ is determined so that the function $J_1(x,t)$ satisfies the boundary condition (3.5)

\begin{equation}
J_1(x,t) = 0
\end{equation}

The function $w(x,t)$ does not satisfy the initial conditions.

The function $w(x,t)$ must be determined so that the initial conditions are fulfilled and that $x(x,t)$ becomes zero at the end of the line ($x=a$).
Thus, we have further boundary condition for \( w(x,t) \)

\[ 5.5 \quad w(a,t) = 0 \]

3. Calculation of coefficients \( \overline{c}_0, \overline{d}_0 \) and of the function \( w(x,t) \)

Using the boundary conditions (3.14) we obtain (cf. VII.2.4)

\[ 6.16 \quad J_1(a,t) = (\overline{c}_0, \overline{d}_0) \begin{pmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{pmatrix} \begin{pmatrix} \cos \omega t \\ \sin \omega t \end{pmatrix} + \\
+ (\overline{a}_0, \overline{b}_0) \begin{pmatrix} n_{11} & n_{12} \\ n_{21} & n_{22} \end{pmatrix} \begin{pmatrix} \cos \omega t \\ \sin \omega t \end{pmatrix} = 0 \]

This relation holds at any time \( t \). Therefore, the coefficients of \( \sin \omega t \) and \( \cos \omega t \) must be zero. The coefficients \( A \) and \( B \) are given by the boundary condition (3.4), whence the coefficients \( \overline{c}_0 \) and \( \overline{d}_0 \) can be found by means of Cramer's rule; the result is

\[ 6.17 \quad \overline{c}_0 = \frac{\overline{a}_0 (n_{11}m_{22} - n_{12}m_{21}) + \overline{b}_0 (n_{21}m_{22} - n_{22}m_{21})}{m_{12}m_{21} - m_{11}m_{22}} \]

\[ \overline{d}_0 = \frac{\overline{a}_0 (n_{11}m_{22} - n_{12}m_{21}) + \overline{b}_0 (n_{21}m_{22} - n_{22}m_{21})}{m_{22}m_{11} - m_{21}m_{12}} \]

The condition (3.15)

\[ w(a,t) = \sum_{v=0}^{\infty} \frac{a^{2v}}{(2v)!} D^v F_2(t) = 0 \]

is satisfied if we put

\[ 6.18 \quad D^v F_2(t) = (-1)^v \left[ \frac{2(k+1)}{2 \pi} \right]^{2v} F_{2k} \quad \text{for } k = 0,1,2,\ldots \]

\[ w_k(t) = \sum_{v=0}^{\infty} (-1)^v \frac{1}{(2v)!} \left( \frac{2k+1}{2 \pi} \right)^{2v} \cdot F_{2k}(t) = \]

\[ = \cos \left( \frac{2k+1}{2 \pi} \pi x \right) F_{2k}(t) \]
Superposing the \( \psi_k(x,t) \) we find the current part \( \omega(x,t) \)

\[
(3.19) \quad \omega(x,t) = \sum_{k=0}^{\infty} \mathcal{F}_{2k}(t) \cos \left( \frac{(2k+1)\pi x}{2a} \right)
\]

The relation (3.19) can be written as a differential equation of the form

\[
(3.20) \quad D \mathcal{F}_{2k}(t) = \alpha \mathcal{F}_{2k}(t) - \gamma \frac{\partial^2}{\partial t^2} \mathcal{F}_{2k}(t) = 0
\]

The functions \( \mathcal{F}_{2k}(t) \) can then be found from this equation.

\[
(3.21) \quad \mathcal{F}_{2k}(t) = e^{\frac{\beta t}{2\gamma}} \left( \mathcal{G}_k \cos \omega_k t + \mathcal{B}_k \sin \omega_k t \right)
\]

with

\[
\omega_k = \sqrt{\frac{1}{\gamma^2} \left( \alpha + \left( \frac{2k+1}{2a} \right)^2 \right) - \frac{\beta^2}{4\gamma^2}}
\]

then we have assumed that

\[
\frac{1}{\gamma} \left( \alpha + \left( \frac{\pi^2}{2a^2} \right)^2 \right) > \frac{\beta^2}{4\gamma^2}
\]

4. The solution \( J(x,t) \) and \( \mathcal{J}(x,t) \)

Inserting (3.21) in (3.19) we obtain

\[
(3.22) \quad J(x,t) = J_1(x,t) + \omega(x,t) = \\
= (\mathcal{G}_0, \mathcal{B}_0) \left( \begin{array}{c} p_1 \\ -q_1 \end{array} \right) \left( \begin{array}{c} \cos \omega t \\ \sin \omega t \end{array} \right) + (\mathcal{A}_0, \mathcal{B}_0) \left( \begin{array}{c} p_2 \\ -q_2 \end{array} \right) \cos \omega \\
+ e^{\frac{\beta t}{2\gamma}} \sum_{k=1}^{\infty} \left( \mathcal{G}_k \cos \omega_k t + \mathcal{B}_k \sin \omega_k t \right) \cos \left( \frac{(2k+1)\pi x}{2a} \right)
\]
The coefficients $\theta_k$ and $\psi_k$ can be calculated by the same reasoning as in VII.2.6.

Considering the initial conditions (3.2) and (3.3) we obtain the result

\[
\begin{align*}
(3.23) \quad \theta_k &= -\frac{2}{\pi} \int_0^\infty J_1(x) \cos \frac{(2k+1)\pi x}{2a} \, dx \\
(3.24) \quad \psi_k &= -\frac{2}{\omega_k} \int_0^\infty \left\{ J_1(x) + \frac{\beta}{2\gamma} J_1(x) \right\} \cos \frac{(2k+1)\pi x}{2a} \\
\end{align*}
\]

The solution for the voltage $U(x,t)$ is found by integration of (1,2):

\[
(3.25) \quad U(x,t) = -\int (rJ + 1 \frac{\partial J}{\partial t}) dx + U_o(t) = 
\]

\[
\begin{align*}
&= -\pi \left\{ (\theta_o, \psi_o) P_2 \left( \frac{\cos \omega t}{\cos \omega t} \right) + (\theta_o, \psi_o) P_3 \left( \cos \omega t \right) + \\
&\quad + \frac{\beta t}{2\gamma} \sum_{k=0}^{\infty} \frac{2a}{(2k+1)\pi} \left( \theta_k \cos \omega_k t + \psi_k \sin \omega_k t \right) \sin \frac{(2k+1)\pi x}{2a} \right\} \\
&\quad - \int \left\{ (\theta_o, \psi_o) P_2 \left( -\sin \omega t \right) + (\theta_o, \psi_o) P_3 \left( -\cos \omega t \right) \right\} \\
&\quad - \frac{\beta t}{2\gamma} \sum_{k=0}^{\infty} \frac{2a}{(2k+1)\pi} \left( \theta_k \cos \omega_k t + \psi_k \sin \omega_k t \right) \sin \frac{(2k+1)\pi x}{2a} \\
&\quad \cdotp \frac{\sin \frac{(2k+1)\pi x}{2a}} {2a} \\
&\quad + U_o(t) \
\end{align*}
\]

where

\[
U_o(t) = U_o(t) + r \left\{ \begin{array}{l} \sin \omega t \\ \cos \omega t \end{array} \right\} + l \left\{ \begin{array}{l} \sin \omega t \\ \cos \omega t \end{array} \right\} = 
\]

\[
= A \cos \omega t + B \sin \omega t + \\
+ r \left\{ (\theta_o, \psi_o) \sin \omega t \right\} + l \left\{ (\theta_o, \psi_o) \cos \omega t \right\}
\]
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### Development of New Methods for the Solution of Differential Equations by the Method of Lie Series

#### Abstract

This report summarizes the recent work in the application of the Lie-series method to the solution of ordinary and partial differential equations. After a short introduction the power series method, which is a special case of the Lie-series method, is described. Further discussed is the interesting concept of recursion formulas and the calculation of the "transfer matrix" (connection matrix), the derivatives of the solution with respect to the initial values.

The next portion of the report deals with the numerical evaluation of the Lie-series perturbation formula. This portion contains the results of the report /20/, which has been written together with H. Knapp at the IRE, Madison, Wisconsin. Suitable quadrature formulas and recursions, statements on the order and error estimation are given. Numerical examples finish the chapter and compare the methods with that of Fehlberg. Gröner's integral equation is proved which leads to short proofs and to various generalizations of the method.

The concept of Runge-Kutta is generalized to methods with multiple nodes, which is possible with the use of the Lie differential operator D. A general theory is developed and the method of Fehlberg is shown to be a special case. Stop-state control and the application of generalized Lie series to the calculation of switch-on transients occurring in the telegraphic equation is discussed.
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