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ABSTRACT

This report presents by example the application of the
critical path method (CP¥) for the planning and scheduling
of jobs on a computer, It provides a step by stepr precparation
and analysis of a network representation of a computer systen
application. Also, included is a glossary of relevant terms
and a fairly comppehensive‘bibliography on the subject of CP/

PERT and scheduling and sequencing.
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I. Introduction

This study, the planning and scheduling of jobs on
computers using the critical path method was prompted by
the reed of routine file maintenance during the cyclic
computer processing of an inventory management system.
Concurrently, with the conduct of this study, preliﬁinary
network representations are being developed by the computer
activity for select systems applications. The purpose of
this report is to present by example the application of CPM
for the planning and scheduling of jobs on a computer;'
thereby, providing the computer éctivity and higher manafe-
ment with an in-advance working example of CPM planning aﬂd
scheduling. Based upon a preliminary network répresentation
of one of the system applications, the MILSTRIP/4ILSTRAP
procass, a further refined and modified network has been
prepared for demonstrating the CPM techniaques., It should be
emphasized that the network used in this report has been
prepared primarily to demonstrate CPM rather than describe
a particular system applicatioﬂ. Consequently, it has been
distorted and somewhat simplified for the sake of demon-

stration.




II. Steps in the Critical Path Method Procedure

1. Define various computer jobs (activitics).

2. Establish precedence relationship for various
computer jobs (activities).

3. Prepare network diagram representation.

4, Istimate expected time to perform each activity in
networl:,

5. Analyze network with CP4 analysis techniaues.

a., Lstablish critical path(s).

b. Determine earliest and latest start time,
eerliest and latest finish time, and float (slack) time
fcr al. activities. especially file maintenance iohs,

6. Interpret results.

7 Pr=pere a table showing for each activity the sub-
sequent sequence time and activities that must immediately
preceed it,

8, Establish several feasible alternative sequences
for assigning and scheduling activities.

9. Evaluate alternative sequences,
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Example of the Critical Path Method Procedure

Basic Data for CPH Network Representation (steps 1-2)

Events by Number and Description

Event No.

1
6

9; 109;
123 112
15; 115;
18; 118,
213 1213
33; 133
363 1363

39; 139;
S4; 154{
57; 157
60; 1603
63; 1633

66; 166;
69; 169;
723 1723

78; 1783

209
212
215
218
221
22y
236

239

254

257
260
263

266

269

272

278

immediately4Precedinz
Event Description Event No's
Start Process
Start Initialization of 1
Process
Start‘Validatibn Process - 6; 1003 200
Complete Validation Process 93 1093 209
Start MRHSF Daily Process 125 142, 1125 242, 212
Start TWOS XREF Edit Process 12; 112, lub5; 212, 245
Start CHEF Process 125 112, 1u8; 212, 2u8

Complete MRHSF Daily Proces

Complete TWOS XREF Edit
Process

Complete CHEF Process
Start MSP Process
Complete MSP Process
Start IMDR Process

Start IMDR Process on
Machine I

Start IMDR Process on
Machine II

Complete IMDR Process on

"Machine I

Complete IMDR Process on
Machine II

Complete IMDR Process

s 1535 1153
18; 118;
21; 121;

333 175,

543 154,

215

218

221
1335 275, 233

254

57, 33, 157, 133,

257, 233
603 160;

4

260

603 160; 260

63; 163; 263

663 1663 266

69, 72, 36,

39; 169,

172, 136, 139; 266,
272, 236, 239
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Tamediately Proceding

Event Description

cal Path Method Procedure (cornt...)

Complete Tnitilalization of
Process
Start 1lst, ?2nd Cycle

Start ARHSF Daily Undate
Next Cycle

Start TWCS XRLF ¥dit Undate
dext Cycle

Start CHET Undate MNext

Cycie

Complete MPHST bdailwy ipdate
Next Cvcle

Complete TVWOS XRFEF Edit
Undete Mext Cycle

Conplete CHET Update Next

Start 5P Update Next Cycle

Complete 157 Update Next

9]
2
1)
L]
t
= |
t]

F Update Next Cycle

go.ete TLF Update Next

2né Cwvcle

End Process

Lvent
184y
93 284
125 112
123 112
125 112
1203 224
1275 227
1333 230
333 133
1515 251
783 199
1815 237
1785 278
299




11T,

(2)

Activify by Number, Description Duratic:. and

mmediately Preceding Activities (Steps 1, 2 and 7)

9-12;
209-212

- 15-333
215-233

18-36;
218-236

21-39;
221-239

54-57;
254-257

63-69;
263-269

66-723
266-272

100-200
124-1423
127-145;

1130-1483
151~175;
181-1843

100-112;

11%-133;
118-136;
121-139;
is;-lsv;

163-169;

166-172;

224-242
$27-245

«30-2u8

751-275

“8l-284

Activity

Description

Activity
Duration
(Hours)

Validation Process

MRHSF Daily Process

2

TWOS XREF Edit Process 3

CHEF Pbocess

4SP Process

IMDR Process Machine I 14

IMDR Process Machine II 12

Time Restraint Between 24

Cycle Starts

MRHSF Daily Update Next 3

Cycle

TWOS XRFF Edit Update . 3

Next Cycle

'CHEF Update Next Cycle 1

i1SP Update Next Cycle i

TEF- Update Next Cycle 2

Example of the Critical Path Method Procedurs (cont...)

J

Immediately

Preceding
Activities
S <3 191-18u;
231-284, 1060-200
9-12; 12u-142,
109-1123 224-242,
209-212
9-12; 109-112,
©127-1453 209-212,
227245
9-12; 100-117;
130-1433-200-212,
230-243
15-33; 115-123,
151-175; 215-233,
251-275
54-57; 15u-1573
254-257
50-57; 154-157;
254-257
181-184
9-12; 100-112
9-123 109-112
9-12; 109-112
15-33; 115-133
63-69, 66-72, 18-36,
21-39; 163-169, '
166~172, 118-136,
121-139




III. Example of the Critical Path ethod Procedure (zont...)

b. Network Diagram Representation (Steps 3-5)
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IITI. Exam)le of the Critical Path Method Procedure (cont...)
¢. Tabulation of Analysis Results (Step S5h)

The “ollowing input data was subjected to a CP4 Analysis
by use of a computer tlme-sharlng terminal. The output data
from the analysis consisted of the critical path(s), activity
(i,i), activity duration (DUR), earliest start tine (IS),
ecarliest finish time (EF), latest start time (LS), latest
finish timz (LF), total float-slack time (TF), Level (LEV),

cost when applicable ($).

(1) Input Data

an
y
" :'\i(\
M 2 ]
A R n X
s ] I R PN
9 [ ' : f BN 2N BN N
A 1. N e R R A
’A:’ ] Ago P fi, 'f a;;;, '9?r;;'
,00,1 PRANR I NG S R TR I SO .,i,;:,
a0 oo 00 g SR T 7 . oo
9::1? ’ :;v' ;7’:“,'9l;r "7w'n'nq’
Yy G el DI I Lw . - . e
R B 9 PO Bl B B 5’;%r’5'nﬂ’
S , 00,04 , U, 00,045 010,70, 0 ,»=21,2,00,
- IR N
25 ' ’OL‘l' ’ ‘3115791ﬁ09'933r P“tl‘dvvvvvy
§0,138,0,70,! o8 126,175,12,00,173,175,8, 00
o2 :t'E'“f'w ’ An‘{ fl~ ATRR (2e Ay AtahT
7&,1[;)’\1,0‘) e P » ,JJ' 7\_1, _/;,-,./,'J\_ NV S S ,-.;’J“:,
o AQ N AN AN 1o s AN
281,21 aa QJw,zon,o,oo,zoﬁ,zoa,u,J_,;w, 212,7,0¢,
4 ~ hed Nl o 2o T NN hf)l Ll o 1 ne
ﬁl(a’g:l) ') ' 1; ~4§)J'J,OO,-JI\),...\)..,\J’.au,._.»..‘ U gl gty
T~ { [ R ny
233.254,0 oa,duo,bsj, '00,235,273,0,00,235,275,0,00,
’ oo SN AN
054 057, 4,00,257,°60.2,00,080,253,0,00,550,26C,9,00,
s o) A aTn eTe A AN
265,265 ,14,00,26%,272, 12,09 268 ,272.0,00,272,272.0, 00
273°255.0,00,3355,82¢, 8,00,

1258
1,995,-1
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Example of the Critical Path Method Procedure (cont...)

(2)
200
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Qutput Results (cont...)
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TIT. Example of the Critical Path "ethod Procedure (cont...)
(3) Sumnarv of Pertinent. Analysis Results Relevant to
Reoutine File 'faintenance

Farlinat Latarct

Start Clart
, : Process Time=lir Tine-Ip
Activity Description - Time (T.0) (L°)
124-1472 ARHSF Daily Update Next 3 2 24
224-2u2 Cycle 27 49
127-1u5 TWOS XREF Edit Update 3 2 h?
7227-2u45 Next Cycle 27 67
130-1u8 ‘CHEF Update Next Cycle | 1 2 u6
230-2u48 27 71
151-175 {SP Update Next Cycle L 5 726
251-275 31 51
181-184 TEF Update Next Cycle 2 23 23
281-284 us8 43

20




III. Example of the Critical Path Method Procedure (cont...)
d. Establish a Feasible Scheduling Sequence (Steﬁs 7~-8)
There are many techniques and procedures availatle for

sequencing jobs. on machines in the literature. The state-
of-the-art is such today that none of them are_sufficient for
obtaining the optimum sequence for seﬁeduling jobs on a
computer nor are they practical for implementafion} There-
fore, the following technicue is presented for the sake of
demonsfration rather than recommendation. It is a fairly

simple technijue but will require evaluation before it should

be implemented. The technigque was developed by Hedgeson and .

Bernie®,

The technique concerne itself with the balaﬁcing of
assembly operations in order to keep the unassigned or idle
~time required to complete an assembly operafien to a minimunm,
Two formulations of the problem are presented in the refer-
enced technical paper: - |

(1) Min:mize the number of work stations for a given
cycle time,

(2) Min:mize the'cycle time for a given number of work
stations, |

The technique for the first formulation is the one that

is demonstra:ed in the following. The Algorithm (set of

rules) for this technique are included inrAppendix A,

*Reference: Hedgeson, W.B., and Bernie, D.P., "Assembly Line
Balancing Using the Ranked Positional Weight Technique", The
Journal of Industrial Engineering, Volume XII, No. 6, -

© 21
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III. Example of the Critical Path 1ethod Procedurc (cont...)

(1) Establish a table depicting by activity, the latest
finish time (LF), subsequent sequence time (MAX Subsequent
Sequence Time - LF), Process Time (DUR), and activities that
muét immediately precede it (see table 1),

(2) “Reorder preceding data table in order of.decreasing
"subsequént-sequence time" (see table 2).

(3) Defermine a desirable cycle tine. Since in the
current example, there are 143 computer hours recaquired to
complete two cycles and assuming four computers available,
an optimum cycle time would be 1u3/(u)(2)=1u3/é=18 Hours,

A review of table 1 reveals that the activity with the
longest duration has a duration of 1l4-hours, so a cycle
time of 1% hours is the minimum that can currently be
achieved with this data set. Since the optimum cycle time
of 18 hours is greater than 14 hours, the maximum activity
duration time, the 18 hours can be used when assigning the
activities to the computer,

If the maximum activity duration time had been larger
than the optimal cyecle time, then the maximum activity
duration time of 14 hours would have to be used as the lower
limit for cycle time values wheﬁ assigning activities to the

' coﬁputer.

In the following,a possible assignment and sequence of
operations was determined assuming a 22 hour and 18 hour
cycle time. The solutions have been presented both in a

tabular form and also a Gantt Chart.-
22




TABLE 1

Latest Finish Time, Subsequent Sequence Time, Process Tine,

and Preceding Activities.

Latest .
Tinish Subseauent Process Activities that
Activity Tine Sequence Tine fust Immediatelv
Activity Nunber (HR) Time (1R) Precede
9-12 9 v 2 71 2 -
15-33 15 5 68 3 9
18-36 18 23 50 3 Q
21-39 21 23 50 1 Q
54-57 54 9 Gu Y 15
63-68 63 23 50 14 54
66-72 66 23 30 12 An
109-112 109 27 46 2 131 -~
115+133 115 30 3 3 1oy 1N
118-136 118 13 25 3 52, 127
121-139 i21 48 25 H 109, 130
124-142 124 27 e 3 Q
- 127-1u45 127 45 28 3 9
130-143 130 W7 26 1 g
151-175 151 30 43 4 15 N
154-157 154 34 39 4 115, 151
163-169 163 L8 25 1h 18n
166-172 166 48 25 12 15N
181-184 181 25 48 2 53, £5, 18, 71
209-212 20¢ 52 21 2 281
215-233 215 55 138 3 22h, 2naq
218-236 218 73 0 3 209, 227
221-239 221 73 0 1 209, 230
2242472 224 52 21 3 109
227-245 227 70 3 3 169
230-248 230 72 1 1 109
251-275 251 55 18 4 115
254=-257 254 . 59 1y ) 215, 251
263-269 263 73 0 14 254 ‘
266-272 266 73 0 12 254 g
281-284 281 50 23 2 1632, 186, 112, 171
TOTAL: N3 iR

23




ITIT., Tmample of the Critical Path 'lethod Procedure (cont...)
(4) Tollowinrm the rules outlined in the Alzoritlm,

reference Appendix A, and referring to Table 2, the
activities are assigned to the computers. Essentially,
attention is given to the operations that must precede
and activities having the grecatest subsequent processin-
time are assigned first. The solutions, possible assicnment
and sequence of operations, are presented on Tables 3 and u

for the 18 hour cycle time and on Tables 5 and 6 for the 2?

hour cycle time.

24




TABLL 2

Subsecuent Sequence Times and Preceding Activitics in Order

of Decreasing Subsequenf Sequence Time,

Subsequent : : _
Sequence Process Activities That
Activity Time Time ust Immediately
Humber (HR) (HR) Precede
9 71 2 -

15 68 3 Q

54 bu Yy 15

18 50 3 Q

21 50 1 Q

63 50 in 54

66 50 12 5h

181 48 2 63, 66, 18, 21
109 46 ? 181
i2y 46 3 9
115 43 3 1724, 109
151 43 4 15
154 39 y 115, 151
127 28 3 9 '
130 26 1 9
118 25 3 109, 127
121 25 1 109, 130
163 25 1y 154
166 25 12 154
281 23 2 163, 166, 113, 121
209 21 2 281
224 21 3 109

215 18 3 274, 209

251 18 4 115
254 1 n 215, 251
227 3 3 109 ;

230 1 1 109
218 0 3. 209, 227
221 0 1 209, 230

263 0 14 754
266 0. 12 251

25




Station
Numnper/
Computer
(Yum' er)

I
(D)

IT
(I1)

III
(IID)

IY
(I
(IT)

VI
(IID)

VII
(I

VIII
(1II)

IX
(III)

TAPLE

Possible Assignment and Sequence of Activities

(18 Hours Cycle Time)

Activities
Assigned

9, 15, 54, 18, 21, 12u,

130

63, 151

66, 181, 109, 121, 230
115, 154, 127, 118, 22u4
163, 251

166, 281, 209,'221

215, 254, 227, 218

263

266

26

Tirnz (Hours)
Assisned -
Remaining (=)

2, 3, 4, 3, 1, 3
(16), (13), (9), (6), (5), (2)
1

(1)
(4), (0)

12, 2, 2, 1, 1
(6), (u), (2), (1), (0)

3, b, 3, 3, 3
(15), (11), (8); (5), (2)
14, 4
(h), (0)

12, 2, 2, 1
(6), (u), (23, (1)

3, y, 3, 3
(15), (11), (8), (5)

1y
(4)

12
(6)
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Station
number/
Computer
(Number)
I

(I)

IT
(ID)

ITT
(ITD)

TV
(1)
(1)

VI
(IIT)

VII
(I)

VITI
(II)

TABLE f

Posaible Assicnment and Sequence of Activitins

(7?2 Hours Cycle Time)

Activities
Assisned

9, 15, 5u, 18, 21, 124

151, 130

63, 127

66, 181, 109, 115, 118

121, 154, 163, 224

166, 281, 209, 215, 227

251, 254, 230, 218, 221

263

266

28

Time (ilours)
Assiznctl -
Renainin- (=)

2, 3, Ity 3, 1, 3
(20), (17), (13), (1G), ("), (&)
hy 1
(2), (1)
14, 3
(8), (5)
12, 2, 2, 3, 3
(10), (8), (B6), (3), (0)
1, i, 14, 3
(215, (17), (33, (0)
12, 2, 2, 3, 3
(10), (RY, (6>, (3), (0)
b, 4, 1, 3, 1
(18), (14), (13), (10), ()
1y
(")
12
(10)
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ITI. Exaaple of the Critical Path Method Procedurs fcont...)
c. Intarpretation and Evaluation (Steps 6and 9)
The interpretation and cvaluation has been deferred at
this time until the above techniaue has been applied to a
real network with real data, Some of the performance para-
meters under consideration for such an cvaluation are as
follows:

(1) PerformanceParanmeters

Nuantity of late jobs
Total late time
Total early time (slack time)
Total process time
Total maintenance time
rlaximum late time per late job
“Minimum late time per late job
Quantity of on-time jobs
Total quantity jobs
(2) Optimization Criteria
‘lany criteria are possible for optimization.
The performance, of course, will vary accordines to whish criteria
is optimized. A few examples of possiltle criteria ar=2 as
follows:
(a) Minimize quantity of late jobs.
(b) HMinimize quantity of high priority jobs tat arzs late.
(¢) Hinimize total late tine for jobs,
(d) Minimize quantity of jobs on a computer. (Tssaentially

will minimize scheduled idle time between job chan~e-ovzrs).
30




III. Example of the Critical Path “ethod Procedufe (cont...)

(e) Hinimize quantity of late jobs first and ninimize total
late time for Jjobs second.

(£) Minimize "make-span": Detérmine a scheduls thnf
causes the latest-finishing job to be completed at the earliest
possible time, ‘

(g) Given n jobs, m machines, for each machine there Is a
maximum available time., ¥%what jobs should be assig: ed to which

machine in order to mininize the idle ti~e on =zazh of the

machines, Assume certain jobs can be procassed only on ‘czritain

(not all) machines.
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CRITICAL PATII METHOD
CPi

(Project Planning and Scheduling)

IV. Glossary of Relevant Terms, Concepts, and Tenhnigues

Santt Chart: Planning and scheduling are presented simul-

taneously and are inseparable.
CcP{: Plannins and scheduling can be done indeperndently.,

Planning: The act of stating what activities must occur

in a project and in what order these activities must take

place.

Scheduling: The act of producing project time tables in

consideration of the plan and costs.
Planning: Concerns itself with the structual character-

istics of a project. It describes the precedence amons
project jobs, operations, or activities and is represented
and facilitated by the use of a graphic techniocue, the
arrow diagram or network representation.

Network: Is a graphical representation of a project plan,

showing the interrelationships of the various activities.

Cyclical Network: 1Is a network which has a number of

cycles or group of activities. Such a network can be
conposed of several condensed networks.,

Detailed Network: Is a network in which activities are

defined on a level of considerable detail thereby resulting
in a relatively large network,

Condensed Network: Is a summarized version of a detailed

netviork.
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(B

Glossary of Relevant Terms, Concepts, and Techniques (cont...)
Activity: 1Is a task or job within a project that cannot begin
until certain other activities are completed, They involve a
time - or other resource consuming'element of the projeét.

Event: Is the beginning or ending of an activity.

Activity on Node Network: Is a network in which the activities

are graphically represented by the nodes, The arrows are used

to represent only the dependency relationships among the nodes.

Event Oriented Network: Is a network in which the activities

are graphically represented by arrows. The nodes represent
either start or complete events. At merge and bhurst points,
dummy activities are introduced in the network to avoid -
ambiguities.

Critical Activity: Is an activity that if delayed will affect

all other activities following it and will thus affect the | “
completion of the overall project. If they are not completed

at given poinfs in time an overall project delay‘is incurred.
(They have no float).

Critical Path(s): One or more contiguous path(é) of critical

activities through any project arrow diagram,

Float: A certain amount of leeway or-float is associated with

all the non-critical activities.

Timely Control: Of a project requires awareness of hoth the

critical path(s) and the amount of leeway or float available
for each activity.

Types of Float: Three types can be identified: total float,

free float, and independent float.
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slossary of Ralevant Terms, Conzaepts, and Tresnionss (eont...)

Total Activitv “toak (or Float): It is the anount of time that

the activity completion tine can be delaved without affecting
the earliest start or occurrcnce time of any astivity or event
on the network critical path. It is computed by takinr the
latest allowable time of the activity's successor event ninus
the earliest finish time of the activity in question. (The

largest of the three floats).

Free activity Slack (or Float): It is the amount of time that

the activity completion time can be delayed without affceting
the earliest start or occurrence time of any other activity or
event in the network. Computed by taking the earliest expected
time of the activity's successor event minus the earliest
.finish time of the activity in question.

Independent Float: Is the leeway available no natter vhere

preceeding or succeeding activities are placed within their
intervals of float.
Readv-Time: The earliest time at which processing can besin.

Processing-Time: The amoutn of time required on the machine.

Due-Time: The time by which completion is desired.
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y ~ ATPLIDIY A

ALGORITIN

To finimize the WNumber of Vork Stations
for a Given Cycle Tire

ii(Hedncson and Bernie)

1. Select the work unit with the hirhrst positional
weight and assign it to the first work station. (It is
assumed that one would not try to balance the lin~ to a
cycle time smaller than the time of the largest work clement
on the line, therefore the first assignable work unit can
always be assigned to an empty work station.)

2. Calculate the unassigned time for the work station by
calculating the cumulative time of all work units assigned to
the station and subtract this sum from the cycle time.

3. Select the work unit with the next highest positional
weight and attempt to assign it to the work station after
making the following checks:

a. Check the list of already assigned work units. If the
"immediate precedent" work unit has been assinned, precedernce
will not be violated; preceed to step 3b. If the "imediate
precedent”" has not been assigned proceced to step b.

b. Compare the work unit time with the unassisned time.
If the work unit time is less than the work station unassicned
time, assign the work unit and recalculéte unassicned time.

If the work unit time is greater than the unassicned time,

proceed to step U,

6




APPENDIX A (cont...)

4, Continue to select, check, and assign if possible
until one of th conditions has been met: | |

a. All work units have been assigned.

b. No unassigned work unit remains that can satiéf§
both the precedence requirement and the "less than the
unassigned time" requirement.

5. Assign the unassigned work uAit.with the highest
positional weight to the second work station, and proczed

|
through the preceding steps|in the same manner.

6. Continue assigning work units to work stations until

all work units have been assigned. At that time a solution

- to the assembly line balancing problem will have been found.
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