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FOREWORD

Contracm Number DOT-CG-82504-A between the U.S. Coast Guard and The
a

Travelers ReLearch Center, Inc. (TRC) consists of fivc paralel activities. The five

final reports stmmirg from these activities are eit1d:

1) Applicability of National Data Buoy Systems to Refined National Re-

quiewets for Marine Meteorological and Oceanographic Data

2), C!haracteristics of National Data Buoy Systems: Their Impact on Data

Us:- axd Measurement of Natural Phenomena

3) Cos; Effectiveness Sensitivity of National Data Buoy Systems: An

Es.4ay

4) Computer Programs for National Data Buoy Systems Simulation and

Cost Mcdels

5) An Araysis of Cruise Strategies and Costs for Deployment of National

Data Buoy Systems

Each of these five reports is complete in itself, but it must be recognized that

in all instances tAe other four activities both influenced and contributed to the results

presented in each individual report.

The present UJG/TRC contract is an outgrowth of a study of the feasibility of

Natioti Data Buoy Systems performed by TRC and Alpine Geophysical Associates for

the USCG during 1!67. Need was evident for investigation, research, and analysis

in greater depth in several areas to support the concept formulation and deployment

planning efforts of the newly-formed U. S. Coast Guard National Data Buoy System

Designated Project Office (NDBS DPO). This report and the other four cited above

satisfy some of those needs.

All five TRC reporto hAve benefited from the close cooperation and guidance

affordeid by the U,-CG NDBS BPO. Contributions have been made by Capt. J. Hodgman

(Project Manager), Cmdrs. V. Rinehart, J. Wesler, E. Parker, amd P. Morrill, and

LA. Cmdr. W. Merlin (Contract Monitor). Acknowledgment Is also given to the follow-

Ing individuals for sigtflcan cotributions to this repoi Dr. Ferris Webster, Woods

Hole Ooeanographic Institution.
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SUMMARY

The ultimate goals of this study are twofold: (1) to provide sufficient informa-

uon to National Data Buuy Systems (NDBS) designers to assist in making deciaions

pertinent to the design of tht operational system; and (2) to provide a "users' manual"

to inform data users of the properties of data that might be provided by the NDBS. At

thls time, these goals cannot be completely attained because of Lack .3f basic informa-

tion and understanding related to three problem elements; viz., system character-

istics, natural variabflity, data use techniques. It is recognized, however, that suc-

cessively better approximate solutions to satisfy these goals can be made available to

the NDBS DPO in an evolutionary, iterative fashion. A structured approach and an

initial effort to attain the goals is presented in this report. It is not suggested that

the concepts applied, the method of application, or the method of presentation de-

veloped in this report are definitive. But the framework developed herein for com-

paring NDBS characteristics, natural variability, and data use techniques is believed

to be. adeqvite for its purpose within our present state of knowledge of the marine

environment.

The fundamental objective of the NDBS is to collect systematic measurements

of the marine environment and to retrieve from these measurements information that

will be useful for a variety of national purposes. As a "windov. through which the

natural marine environment can be observed, the National Data Buoy System must be

designed with care. It is not !easible to attempt to observe 11 the natural processe-

occurring in the marine environmcnt through the NDBS window. Rather, economic

factors dictate that a carefully selected set of phenomena be chosen for otserva,;on.

It is important that the NDBS be designed to match the national arine data require-

ments to the natural environment. It is important, too, that users of this system be

clearly aware of its limitations.

The proposed NDBS will route the data collected from the ocean and atmosphere

to many different users. For example, from the buoy system, the data will go to

government agencies, industria organizations, scientific institutions and to the gen-

eral public. In some cases the dissemination of data will be direct; In others an

important intermediate role will be played by data processing centers. At these
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centers, state-of-the-art data uie techniques will be employed to convert the informa-

tion into a form for maxr, m util!oy to the ultimate users.

An important function of the data processeri. will be their feedback to the design

and operation of the NDBS. Feedback from the ultnate upers to the -ata processing

centers will likely lead to a sharper definition of the data buoy system requirements.

The NDBS will collect measurements over a three-dimensional spatial array of

points in the ocean at regular intervals in time. At each array point, a time series

of discrete values of a set of oceanic parameters will be obtained. These parameters

might be, for example, temperature, salinity, water velocity, surface wind velocity,

etc. The time series for each parameter will represent the combined influence of a

broad spectrum of physical processes typically, such processes might be tides,

waves, hurricanes, diurnal heating, etc. The purpose of the NDBS must be to provide

information about selected processes that is required by a set of users.

As has been mentioned, economic considerations dictate that the NDBS can only

return information on a selected class of processes in the marine environment. To

attempt to monitor all oceanic processes in the wide sense cannot be economically

justified. It is therefore necessary to develop criteria by which the information-

uollectng ability of the NDBS i be evaluated. These criteria must be clearly under-

stood by both the system designers and by the data users.

The concept used in this report to describe the NDBS system resolution is that

of the spectrum. Any time series can be decomposed into a set of spectral compon-

ents, each contributing to the variablity of the parameLt- being measured. This de-

composition can be a powerful tool for resolving physical processes which are super-

posed in the data record. The design of a buoy data-collecting system can be conven-

iently formulated in terms of matching the spectral content of the natural environment

as seen through the spectral "w ndow" of the buoy system to the spectral content re-

quired by the set of data users.

The quanUti used to classify oceanic and atmospheric processes in the spectral

sense are frequency (for time variability) and wave number (for space variability).

By specifying both frequency and wave number, it is possible to unle-ely categorize

all marine processes. This oategorizatlon is referred to here as an f-k representa-

tion, following the usual abbreviations for frequency (AT and wave number (k). Graphs
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with frequency as one ordinate and wave number as the other are used heavily in

this study. You will find in this report, therefore, sets of f-k graphs reprebenting

classes of natural phenomena in the ocean and atmosphere, and the window character-

istics of various buoy system designs.

The f-k graphs of Section 3.0 show the natural processes affecting the variability

of specific parameters. A presentation in graphical and tabular form of known major

oceanic and atmospheric phenomena which could be sensed by the NDBS has been

undertaken. For each of a certain class of parameters to be measured by the NDBS,

a f-k graph has been prepared showing the natural phenomena affecting that parameter.

Also shown on each f-k graph are the windows implied by hypothetical sets of buoy

system characteristics.

Some of the system characteristics under control of the NDBS designer have

been studied with regard to the data requirements of the user and the natural vari-

ability of the environmEnt. This study has considered alternatives for NDBS design;

these have been illustrated by example applications.

Unfortunately, knowledge and theory of processes in the marine environment

a- not yet sufficient to permit definitive design criteria to be established. The em-

bryonic NDBS w *.± be a vital instrument in the collection of knowledge that will aid

its ovn evolutionary growth. Until further critical knowledge is obtained, there must

be a degree of arbitrariness in the choice of some system design factors.

Guidelines have been provided in this report for the feedback of data use tech-

niques to the data requirements. Somewhat greater detail is provided an illustrative

example where a particular data user - the Public Weather Service - is discussed.

There is a potentially large number of data users each of whose needs and modes of

operation should be investigated in detail, if maximum benefits are to be derived

from the NDBS and the output of t , data use techniques are to have the most favor-

able possible performance cost characteristics. This problem is broader than (but

not independent of) NDBS design.

The following ar. recommendations for further stud), and experimentation:

(1) It is recommended that the NDBS DPO sponsor a corinuing study of

the interface between the needs of data users and the design and operation of the
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NDBS. This study should establish priorities for parameters to be measured

and the design requirements of the system.

(2) The NDBS DPO should support the early deployment of single buoys

and small networks to obtain more information about natural variability. Re

quirements and priorities should be defined by a scientific organization that will

also be responsible for analysis of the data, thus assuring continuity throughout

the entire scope of the investigation.

(3) Similar experimental programs should be conducted in both natural

and iaboratory test environments to determine the performance and effectiveness

of various hardware combinations being considered for use in the NDBS.

(4) The present study should be extended to examine the effects of instru-

ment sensitivity on system design. This study should also consider the data

quality requirements of NDIBS users.

(5) The present study should be extended to examine the system design

requirements in the vertical dimension. Such a study can only be effective in

conjunction with additional studies of natural variability.

(6) A survey of available information -1i terms of specific regional and

seasonal segments of the marine environment should be compiled into an easily

used form, such as a handbook.

V
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1. 0 INTRODUCTION

1. 1 Background of the Problem

The specific area of interest in this study is the attainment of a suitable bal-

ance among certin characterist.-s of National Data Buoy Systems (NDBS), the time

ana space variability of the geophysical parameters to be monitored by this observing

system, and the techniques likely to be applied in the derivation of environmeial

information products from the data provided by the NDBS. A general description of

the NDBS as one component in the larger setting of an environmental prediction

system identified this problem area prior to the undertaking of the work reported

here. [I]

This study of marine data use analv sis is being performed by The Travelers

Research Center, Inc. (TRC) ir the context of a contractual effort inten ded to provide

on a broad basis, information and assistance to the U. S. Coast Guard Nation&I Data

Btioy Systc.ns Designated Project Office (NL.S DPO)} which has been assigned the lead

agency responsiL":ty for planning and msaagement of the development phases of

National Data Buoy Systems. The concept of National Data Buoy Systems imposes on

the Designated Project Office a more complex task than normally has been faced by the

scientific coordinator of a conventional observational expedition, in which the data

users are more sharply defined. The national system context necessarily shaped the

study objectives selected from the broad range of possible goals implied in the problem

area identified above. The initial objectives chosen by TRC in coordination with the

NDBS DPO may be ideally defined:

(1) To provide sufficient information to the system designer to allow him,

within practical constraints, to rationally decide, at each of many branch points

in the development, what course will result in a system beat structured to

measure the portions of the spectrum of natural variability of interest to the

manifold direct users of the data.

(2) To prepare a "Users' Manual" in which these users are fully informed

* of the properties of the potential data to be collected by the NDBS in such a

ma,,,er that they can evaluate the impact of the data collection procedures on

..... b~oI



the quality and utility of the envrormental information piWucts they expect to

derive from the collected data.

in the real world, of coi-:se, these objectives cannot be fully achieved

immediately. Lack of delinitive scientific and operational knowledge with respect

to all three problem elements (viz., system characteristics, natural variability, data

use techniques) precludes thi 3. Many indications of this knowledge gap in the scientific

literature will be noted in the remainder of this report. However, it is evident from

previous studies that sufficient benefit could be obtained from the NDBS to justify its

development and implementation in the near future. Thus, while it is useful to identify

idealized ultimate objectives to properly set the direction of the study, it is necessary

to recognize that only successively better approximate fulfillment of these objectives

can be made available to the NDBS DPO in an evolutionary, iterative fashion.

Thus, the context in which this study has been carried out shapes not only the

objectives selected, but also the approach adopted to complete the first iterative step

in achieving the full objectives.

1.2 Approach

The approach adopted for the 1 968 TRC study of Data Use Analysis was to first

develop a framework in which tentative National Data Buoy System characteristics .,)d

measures of the natural variability could be easily zelated and compared. Section 2, 0

of this report describes the firs% version of sL.h a framewo-k. As noted above, it is

not suggested that the concepts applied, the method of application, or the method of

prese:"*ation are definitive, but it is b-'ieved that the framework is adequate for Ita

purpose within our present state of knowledge of the marine environment.

The next step was to make a general classification of probable data use techniques

in categories relevant to this framework; this is also outlined in Section 2. 0.

Thlrd, a first application of the framework and classification method is pre-

sented in Election 3. 0. For this first approximation, hypothetical system character-

istics were derived from the preliminary design considerations developed during the

1967 TRC feasibility study J 2) with cognizance .f the parallel TRC 1968 marine data

requirements refinement effort. These were used in conjunction with the known facts

and informed estimates of natural variability derived from the pooled knowledge anxd
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experience of rneteorologi.sts and occanographer" within 'RC and seiving as consultants.

To say that the result is aefinitive, particulirly with regard to oceanic variability,

would be to deny the existence of some of the most urgent data collection needs which

the projected NDBS is to satisfy. Finally, the general classification of foreseen data

use techniques was applied in Section 3.1,) to indicate matches of possible data use

techniques and hypothetical system characteristics deemed most suitable at this stage

of investigation.

L: Section 4.0, those NDBS characteristics that are under the control of the

system designer are identified and the alternative'- available to the designer broadly

specified. Examples of hypothetical regional deployments are used to illustrate an

application of the framework to two parameters: ocean current and air pressure.

Specific scales of interest are identified based on our present (deficient) state of

knowledge of the natural variability in these two regions.

In Section 5 0, the framework is applied from the viewpoint of a typical poten-

tial NDBS daUta user: the Public Weather Service. In this perspective, the procedure

of application is to first identify the phenomena producing parameter value variations

of particular interest to this user. These are then either translatable into specific

requirements in terms of future NDBS system design characteristics, or matched

against a prescribed set of characteristics to determine which data use techniques

(data processing and analysis procedures, prediction models) are likely to produce the

most effective prodict available from the given system.

Sections 4.0 and 5. 0 show that the accomplishments of this study conprise only

the first steps toward achievement of the idealized objectives defined at the beginnlg

of this introduction. Some areas of further study are identified in Section 6.0.

3.
J __ Il I t H , , q_ H I I ' I I Il I3



2.0 PRINCIPLES FOR ANAl V7TNG NDBS CHARACTEP, iSTICS, NATURAL

PHENOMENA AND DATA USE TECHNIQUES

2.1 NDBS Characteristics

The National Data Buoy %,stem is one cost-effective means with which to

sample a portion of the natural environment. That portion of the environment that

can be best sampled by buoys is the oceans and the lower part of the atmosphere. [2 ]

Agencies, organizations, and individuals who are potential recipients of data

from the NDBS have subaitted requirements for parameters to be measured in terms

of necessary and desirable characteristics of measurements. From the combined

requirements statements submitted t: TPRC emerges a general picture of required

tin and space scale characteristics. In simple terms, the NDBS will consist of an

array of sensors, placed in the ocean and the bottom layer of the atmosphere as shown

in Fig. 2-1. This array is on a spatial grid with some specified constant or space

variable grid spacing and total extent. In general, for each transmitted report, meas-

urements are obtained over short time intc vals (I. e., the duration of observation)

at a synchronized time at ail horizontal and vertical sensing points (see Fig. 2-2).

These synchronized measurements are normally interrupted by long periods of inac-

tivity when compared to the ave, aging period.

Two speciai extreme cases may be considered as extensions of this scheduling

pro'edure. At one extremc . e duration of observation may be extended to provide

continuous measurements. At the other extreme, the duration of observation may be

decreased to produce a series of instantaneous measuiements. Throughout the re-

mainder of this renort most of the discussions and illustrations apply to cases between

these two extremes.

Alternative procedures niay also be applied over the short time period of

measurement. In one case, !t is assumed that measurements made over the duration

of observation will frequently be integrated to obtain a single average, in which case

"duration of observation" becomes synonymous with "averaging period". Alternatively,

other statistics of the measurements or the complete continuous measurement over the

short time period may be provided in its purest state. We will consider the first pro-

cedure as the normal case thromghout the remainder of this report.

5I
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Finally, a full range of spatia: analogies to the time scheduling procedures

outlined above is possible in principle. However, it is generally physically impractical

to collect instantaneous measurements over ) spatial region about a nominal array

location. The usual procedure is to collect measurements only at the array points.

The resulting set of measnrements is spatially analogous to the instantaneous measure-

ments in time described above as a limiting case. There is however, a class of

measuring techniqu., which can average spatially. Indirect measurements of o.;:ean

currents through pressure or electric field observations are integrating techniques,

as are acoustic aremometry or thermometry. The use of concurrent weather radar

observations in con>.nction with an ),-ean buoy system raises the possibility of

combining extensive continuous observations over the sea surface wilh an array of point

measurements. In this report, the spatial observations will be assumed to be point meas-

urem ents.

The physical cons:ruction of any sensor imposes a limit on time and space scales

to which it can respond. That is, any senisor will be unable to respond to the variability

of a physical parameter having a time scale less, or a spatial scale smaller, than

some ipecific value. This vzauc depends on the construction of the sensor, and is

reterred to here as the response time or response distance.

A final basic system design factor is sensitivit, the accuracy with which

parameter values are recorded and transmitted. Sensitivity considerations must be

caref-ly taken into account in good systems design, but a detailed consideration of

instrumental sensitivity is not critical at this stage of planning for te NDBS and is not

discussed extensively in this report.

2.2 Data Flow

In this report we will consider "users" to denote an intermediate group (I. e.,

eact user ma have its own ultimate recipients of environmental formaton products).

ino recipients of these products wil be referred to as the "ultimate users", when

necessary. An example of the distinction arises in the case of the Weather Bu~reau,

which would be the "user" in our terms. The general public would be the "utimate

users" as the recipients of weather forecasts.

The NDBS will gather data from the natural environment and Fig. 2-3 shows

a possible representation of data flow. From the buoy system, the u ta is routed to

7
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the data processing centers where state f-the-art data use techniques will bc employed

(i. e., Fou;'ier methods, etc. ). This is a critical link in the data flow chain. The in-

coming data must be matched to the particular data processing techniques that are being

employed by the users at the time the NDBS becomes operational.

As more information is gained about the environment, the data processors will

undoubtedly revise, their req,;,vezcts. These revisions will be fed through appro-

priate feedback charnels to the operatc -s of the NDBS.

The data centers wi! i provide their data products to the ultimate users. A feed-

back channel from the ultimnte users to the data processing centers will likely result

in still further revisions of requirements.

2.3 Data Use - General Considerations

Data output from the NDBS might appear in a form such as seen it. Fig. 2-4 and

could have a variety of uses ranging from archiving to complex processing in an auto-

mated phys.cal prediction model. We propose that the most demanding use of the

thc;red data to be considered in this study is to produce estimates of the values of the

required parameters at times and places at which no measurements are avaiable. This

use of the data does not restrict the applicability of our consideratonp as much as it

might appear at first glance, since in most cases such an objective will be a necessary

internediate step, even If the information product ultimately desired goes beyond his.

If the time at which the data is desired is oi little interest, one might fill the gap .y

d1acing a sensor at the point desired and thereby solve the problem. However, if the

data value is desired at some future time, a large range of practical problems arise

which cannot be solved so easily. These comprise in total the environmental prediction

problem.

A maich more comprehensive discussion of these prob-,'ms than is possitle here

is given in Ref. 1.

Historicall, there have beer.. three general approaches used in the environmental

prediction problem. In a gross suems, these m y be labelled statistical, empirical,

and physical

(1) The statistical approsch is based on the availability of a large representh-

tive sample of put data representative of the location of interest and, In general, a

set of similar observatorn at an initial time.
9l l



2) The empirical approach applies sorne simplified physical principle, gen-

erally with a more limited past dam. sample that is sufficient to show that the sim-

plificatinn is valid. A set of similar observations is required at some initial time

prior to the time for which the prediction is made.

(3) The physical approach &pplies more detailed physical las, to a set of

initial data obtained from recent observations prior to the time at which prediction is

required.

In principle. fullest appl'cation of the physical approach to the environmental

prediction problem would require that the physical state at initial time be described

over the full spectrum of scales of variability in the atmosphere and ocean. This

would be true even if the prediction were only desired for a limited portion oi the

spectrum, because of the possibility for significant energy transfers between widely

different scales of variation. Thus, a purist would deny the validity of the physical

approach to the predictL.,n of global atmospheric or oceanic circulations, unless it in-

cludes explicit consideration of physical procesoes down to the scale of cloud or ocean

spray droplets. However, experience has shown that useful, physically based predic-

tion models cpn be developed with the effects of smaller scale physical processes either

omitted or included in gross approximate ways. Therefore, distinction between these

three approaches is somewhat overstated here, for the purposes of highlighting a few

of the different ways in which the NDBS data recipient might use the data to extract only

one class of environmental information (viz., prediction of the marine environment).

It is expected that data gaC 3red from the NDBS will have significance insofar as

it reduces uncertainty in the marine meteorological and oceanographic information, e. g.,

insofar as the differences between forecast values of a parameter at a future time and

the actual values observed at that future time are. reduced in some statistical sense

with NDBS data from thost) obtained without NDBS data. We assume that as uncer-

tanty is reduced, the prediction has increasing significance and value to an increasing

number of users. This underlying assumption is qtite difficult to confirm in detail, as

anyone who has struggled with the problem of estimating benefits obtainable L t.m

environmental information services can confirm. [3 J Still, it forms the justification

for many of our present' operating envirownental information systems.

10
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2.4 Data Analysis: Spectrall Representation

A series of measurements of an oceanic parameter will usually show complex

variations with time. An example is the time series of ocean current shown in

Fig. 2-4. 141 In the general case, this variability will have a random (or noise-like)

character. It probably ca.nmot be described by any explicit mathematical relstonship

because each set of observations of the parameter will be unique. Often, meaningful

representations of such signals can be obtained by using the spectral method to otein

a description of the variance of the parameter as a function of frequency. Such a

representation of the time series (Fig. 2-4) is shown by the spectrum in Fig. 2-5. (41

This method can re applied with generality to any time series, and does not require

(or imply) that the series be composed of regular oscillations. For geophysical

processes, most of which produce variability with random properties, spectral tech-

niques provide a powerful frameyork for describing the basic characteristics of the

geophysical system.

Observations collected over the array points of a data buoy system at any point

in time can be treated as space series in complete analogy with the time series

collected over time at any point in space. The result of spectral methods will provide

a description of the variability in space In terms of the variance of the parameter as

a function of wave number. (Just as frequency can be thought of as equivalent to the

number of cycles of variation in a unIt time, so wave number is equivalent to the

number of cycles of variation in a unit distance.) As with time variability, the space

variabi'ity produced by most geophysical processes has a random character.

Nearly every physical process will have a spectral represeitation In the hori-

zontal space dimension different from that in the vertical. A few will have one spec-

tral representation in the north-south (y) dimension and another in the east-west (x).

However, forthe purposes of this report, a generalized horizontal wave number is used.

This will adequately describe most atmospheric and oceanic processes. The varia-

bility in the vertical does not play a critical role at this stage of planning for the NDBS.

Vertical vwriability must be considered carefully in planning a complete NDBS, but

this factor has not been considered within the scope of the present report.

Using both the frequency (f) and the horizontal wave number (k), natural

processes in the mar'he environment can be separated and categorized. This method

iiJ
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will be used extensively in th- report to examine design alternatives for National

rXa Buoy Systems. Any system that is finally implimented vull necessarily impose

limitations on our ability to monitor, understand, and precict the marine environment.

By describing the system in the frequency-wave numbe- domain, those limitations

can be outlined most clearly.

2. 5 Ptpresentation of Processes in the Marine Environment

Natural pr' cesses in the atmosphere and o('an can be categorized by the fre-

quency and wave number of te variability which they produce in various physical

arameterb. An example of this categorization is shown in Fig. 2-6, where the

spectrum of variability of sea level is shown. [5 1 In this spectrum where the axes of

period and wave length have been used in preference to frequency and wave number,

energy peaks corresponding to concentrations of variability can t - seen. These peaks

(or perhaps '1nounds" might be a better description for this figure) can be related to

physical processes. Thus, for example, it can be seen that tidal effacts have asso-

ciated energy concentrations with periods of nearly a day and with wave lengths of

from I to 10, 000 km.

Graphs simflai to Fig. 2-6 are used throughout this report to classify natural

phenomena and to exmmine the implications of systems design alternatives. Because

the abscissa used is frequency (f) and the ordinate is wave number (k), such diagrams

will be referred to hereafter as f-k graphs (see for example Figs. 3-1 through 3-17).

The basic units of the f-k graphs are:

(1) Frequency in cycles per year

(2) Wave number in cycles per earth's circumference, 1. e., cycles/

25,000 miles or cycles/40,000 km,

For convenience in interpretation, the f-k graphs h,' '-)een labelled with

co cresponding period and wavelength equivalents.

The f-k graphs of natural phenomena have been compiled from the best informa-

tion curreitly available. This information is not sufficient to produce a definitive set

of f-k graphs. The frequency and wave number properties of many marine processes

are barely understood yet. However, estimates for the properties are given here in

order to provide some guidance in buoy system design. It should be clearly recognized

13
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that a high priority objective of any data buoy system should be the acquisitio," of more

complete knowledge about the natural variability of the environment.

In Section 3. 0 a separate f-k graph is presented for each of various parameters

which the NDBb might obse've. On each graph, regions have been enclosed showing

the limits of various oceanic processes which affect that parameter. The limits of

these regions depend on the physical properties of the natural processes in the marine

environment. They do not depend on the sensitivity or accuracy of any data coilection

system. In fact, the amplitude of variability in the third dimension of the f-k graph

(as shown, for example, in Fig. 2-6) is unrelated to choice of sensor accuracy or level

of detection. Such choices, while of great importance to system design, have nL been

considered within the scope of this report.

2. 6 Representation of Data Buoy Sstem CharacteristicE

The spectral range of natural phenomena of national interest in the marine

environment is extremely broad. Even the linted spectrum of Fig. 2-6 covers 10

decades in wave length (or wave number) and 12 decades in period (or frequency), Any

national data buoy s3 item will only be able to respond to natural processes within some

limited area of this frequency-wave number domain. Unless this area is clearly kxuown

and carefully chosen, there is the possibility that a buoy system will fail to collect the

data needed for specific national purpose.

The region of the f-k domain within which a data collection system can ref pond

is known as the system "window". A central issue discubsed in this report Is the

matching of systems windows to the natural environment which is to he monitored.

There are a number of ch-'-es which can be made in systems design. Their

Influence on the spectral window o the systWm is briefly summarized here. (In the

following discussion, the word "frequency" should be interpreted in the general sense,

referring to either frequcncy or wave number.)

(1) Samnpling rate. The sampling rate in either space (x, y, z) or time (t) must

be carefully matched to the smallest space or time sL.les at which the system -an

respond to significant variance in the parameter being measured. h the frequency

corresponding to the sampling rate is less than the frequency of significint variance

in the parameter, the high-frequency variability will be folded into the system window



and will appeai "aliased" as low-frequency variation. Countless observational pro-

grams have been ruined by careless regard for aliasing problems.

(2) Duration of individual observations. (Cutoff frequency. ) By averaging over

a period in tim-, the highest frequency to which the system can respond can be lowered.

By this means, high-frequency "noise" can be prevented from contaminating the sys-

tem through aliasing. The highest frequency to which the system can respond is called

the "cutoff" frequency. The cutoff frequency can be controlled either by sensor design

(time constant, spatial dimensions) or by sampling procedures.

(3) Duration of a set of observations. The longer a set of observations is

extended in space or time, the more accurately can the spectrum of variability be

estimated. This is not true it the spectrum of the processes changes in time or space

(nonstationary or inhomogeneous processes).

(4) Accuracy of observations. Accuracy of observation (sometimes called

sensitivity or threshold) is not critical to the estimation of spectral properties. As

accuracy is decreased, the only result is an increase in the uncertainty of the estlm&ted

value of the spectrum. This is not to say that acc Iracy is unimportant, but that it does

not play a critical role in the sp ctral formulation. (See Section 6. 0 for further com-

ments on accuracy. )

(5) Position and timing accuracy. (Synchronization.) Inaccuracies in position

and timing will increase the uncertainty of the estimated value of the sp.ctrum.
Syncnronization of a set of measurements over an array is not critical to the spectrum

if sampling iatez, have been properiy chosen.

Fig. 2-7 shows diagramatically how design rhoices are related to the system

windomr. Definitions of the numbered boundary lines are as tollows. Boundaries )

and ® ,: Cutoff wave number and frequency (kc and fc). Any variability with wave

number of frequency greater than these values cannot be detected by the system. By

the nature of their definition, cutoff frequencies and wave numbers are not sharply

defined. Boundaries © and ( : Folding wave number and frequency (kN and

where N st'inds for Nyquist*). Any variability with wave number or frequency treater

*The nyquist frequency is defined as the lowest frequency coinciding with one of

Its aliases: it ' the reciprocal of twice the time interval between sampled values.
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than V N or fN that can be detected by the system will be folded into the system window.

This folding process will "alias" high-frequency processe. into low-frequency images

and can degrade the system effectiveness. It is therefore important in system design

to guard against any large amplitude variability in the "aliased region" of Fig. 2-7.

Aliasing can be prevented either by increasing fN and kN by sampling more intensely

or by decreasing f and kC by increased filtering at the sensor. 1 6 )

The folding wave number and f-iuency are sharply defined by the sampling

rate. if a sampie is collected every As units (of time or space), then fN or kN 1/

(2 A s).

Ff, 2. 3 shows how system design choices can effect the response to natural

processes. Possil-e physical processes are labelled P,, P2' P and P Discussions
2' 3 4'

of these processes are given below.

Process P (e.g., large-scale atmospheric disturbances) is wholly within the
I

system window, and can be adequately monitored with the chosen system design.

P'ocess P2 (e. g., tides) is wholly within the system frequency window, but is

aliased with respect to wave number. Such a design may be fully adequate if only

time variability is of interest.

Process P3 (e.g., wind generated waves) is within the aliase' region. It is

folded into the system window represented by regions P1,, and may corrupt the quality

of the information of interest. In this example, both k, and f should be lowered by
C

systems design changes.

Process P4 is beyond the system response. It cannot be detected.

4f
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3.0 COMPARISON OF NDBS C6ARACTERISTICS, NATURAL PHENOMENA, AND
DATA USE TECHNIQUES

3. 1 Background

In Section 2. 0, a somewhat abstract framework was developed upon which a first

comparison of NDBS charncteristics, natural phenomena and data use techniques can

be easily made. In this section, the f-k grapnical approach is applied within this

tLamework to compare several different sets of NDBS characteristics witn the time

and space variabilih of atmospheric and oceanic phenomena, as presently understood

Thc comparison is presentced graphically on an f k diagram and is followed by inter-

pretation with respect to data use techniques (prediction models).

A refinement of the treatment of the system characteristics iliustrated in Fig.

2-7 is offered in many of the following f-k graphs. The refinement graphically

illustrates the potential information gained b'v not averaging over the duration of an

observation Perhaps this is best illustrated by example. Suppose the wind is sampled

every 3 hours over a duration of ,bservation of 15 minute with a sensor response time

of 10 seconds (Fig. 3-11). The data received during the ob3ervation in its unprocessed

form allows another window to be opened in the aliased region between ,he 10 secone

cutoff frequency and aL',ut the 15 minute duration of observation (see Fig. 3-i). On

the other had, if the data is averaged over the 15 i-,inute period this second window is

lost and x-riabilit" in thi . indow is not detected. Thu-,, the -ut.'; -eqt ncv Oc-.m,,s

the 15 mi,ute line, ar' the width of the aliased region is reduced.

4 should be noted that the limit' of the window in Fig. 2-7 and 'ill the similar

windows in the following f-k graphs re-present a somewhat ideal case. In realiy, ir the

presenrce of noise t2he !imits o Lhe windows mright not extend to as high a frequency

and. _r wave number as the Nyquist frequency.

There are two im!portant underly ing simplifications in the presenta.ion of the titural

variabilit .of phenomeua o:n f-k gr'hs. First, Ude variability of natura ,heromena as in-

dicated on these g aphs in this .oction ar, representative only of >orizon tal s-ace ..aes A

separate set of graph. w-uld be necessary for the vertical scales of variability in the ocean

and atmospher e. The work requi -ed for thiv second set was outside the practical sc(xe "A

the prest'nt -tudy, Second, the k axis on the t-k iraptis is assumt to b a :alar mranitd,.,
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independent of horizontal direction. At this point in outr lmi )w]edge of the environm-ent

and wlthln the unrefined framework that has been. set forth in Section 2. 0. this is a

useitul simpli;fication. For example, the representation of directional characteristics I
of G1. !f Stream meanders (i. e. , along and across the main axis of the streaun) would

unnecessarily complicate the resulting graphs. Under this simplification the position

of1 (line 'in Fig. 2-7.) on the f-k graphs is deter ,ini-d by a tuniformly Fpaced grid.

The framework developed in Section 2 (in particular the f-k graphs' is a very general

anproach to a complicated problem but it c -i serve as a "~first approximation."

The scales of natural variability depicted in the following graphs (Figs. 3-1 through

3-17) are based on Pome observation, a goA- l-Al of inference. and some theoreticaijy cal-

culated liimits. The scalc.6 are indeed a "first guess" and indicate the pressinlg need for

the developm-,t of the NDBS in order to develop greater understanding of the phenomena.

3,±2, Mjor ceanographic Phenomenaf

There are a variety of oceanic physical variables ranging from bathyxnetry t

surface waves. This rtport is only concerned with the phenomena that affect the

p:~im~r 3to be measured by the NDBS. In this section the discussion is devoted to

the oceanographic parameterb: viz., current. galinity, water temperature, sound

speed, ambie,,t noise, anmbien4, . gh and ransparency. * Thus- We L e concerned

with the motion, the thermohaline state, and some of the biological matter in the

ocean.I
Ocein currents are particularly impoi-tant because of their ability to transport

all physical properties and s'tspended material in the oceans. Some of the most im-

portant of thesc properties are heat, mass, momentum, salt, and disolved omygen.

Thierefore, a presentation of the pertinent oceanic phenomena must include most forms

*Th~e projected NDBS will probably measure at least 20 parameters, three of
which are concerned with wave measurements (e. g. height, period, and direction),
for which Zt-k graphical analysis are not presented. The windov , required for these
measurements are well-known, and do not coincide with the windows of ctr)ncern for
the rest of the parameters. Surface gravity waves with periocib between 1 and 30
seconds are indicated in some of the tables and f-k graphs for the purposes of demon-
strating possible sources of -olse and allasing. Four of the parameters- --current
direction ancd speed hnd wind direction and speed--have been collapsed into two param-
eters: current and wind vectors. This was done for convenience of representation.
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of ocean currents. The currents are m-odified bs' astronomical. therwxal, and geo-

graphic factors which act and interact in the ocean.

Another influ- xtiai factor causing variation ;.n several of the oC-ean phrameters is

1ological matter. Parameters influtaced by biological matter include trap sparency,

ambient light, and ambient r--A se.

Ocean phenomena display a w~ide spectrum of time and space variability (varia-

tio. s in frequency, f, n'nd wave number, k, see Fig. 3-1I) as well as variations in their

reiative frequency and location of occurrence.* in Table 3-1 are summarized the

characteristic space, ime, and anplifiide scales and the characteristic-geograpfical

location and occurrence of oceanic phebcmeaa affecting the NDBS sensors. The

graphical representation of these phenomena is found ir Fig. 3-1. Table 3-1 end

Fig. 3-1 represent an attempt to summarize our fragmentary informatioa about ocean.

variability. The use of the "phenomiena" concept represents a coazv nlence for corn-

munication and summary purposes at our present state of knocwledge.

Some of the pointE worth noting in Table 3-1 and Fig. ;'-I are as follows. Large-

scale wind-driven gyres and therinohaline gyres (Item I and 2 In Tpble 3-1) are theo-

retically two distinct phenomena (e. g., they have two distinct drivkng forces). In
reality, they may not be distingulchab:le, because of tbeir common space and time

scales. The characteristic time scales of Item i ancn 2 are estima-ces based on someI theoretical limitts and a few observations. There Is~ oni, -anua-guous ev- dence for the

postulate that the thermohaline gyres have smialler Preedt, than large-scale wind-

driven gyres.
Philosophically, Items 3 (probabl- a part of Item 12). 4 (also probably a part ofI

Item 12), ~, 8, 9, 10 and 12 (Table 3-1) all might be considered as wave motions, and

all have the same characteristic locations, occurrence, and (probably) apeed amplitudes.

As more is learned about ocean currents, we will likely recognize iLhat many of the

phenomena are really manifestations of a few fundamental processes.

1ile Deep Scattering L.ayer (Item 13) and plankton and/or algae bloom (Item 14)

are included because they could cause variations in several of the parameters (i. e.,

sound speed, ambient light , noiso, and transparency)

*Most of the ocean phenomena that appear in Fig. 3 -1 occur in all oceans although
certain types appear to be more common in some locations. The irequency of occur-
rence is based on the likelihosod of a phenomena occurring at any one buoy.
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I Large-Scale Wind Driven Gyres 10 -Small- Scale !-onvectivfc Eddies
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Fig. 3-1. Major Oceanic Phenomena
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Appearing in Fig. 3-1 are several hypothetical NDBS samrning schemes (i, e.,

grid spacing of 100 ana 50 n mi, reporting periods of 3 and 6 hours. , etc. ,, intended

to give the reader an understanding of tht effects of various NDBS sampling designs

on the windowb (defined in Section 2. 6).

Possible matches of different NDBS sampling schemes and data use techniques

(prediction models) are listed in Table 3-2.

In Table 3-2, the emphasis is on prediction of phenomena (i. e., most of the

phenomena that appear in Tabl: 3--1). At the bottom of each phenomenon column is a

list of the parameters that might bc used in the prediction ot the phenomenon. The

basis of Table 3-2 is the classification of prediction models outlined in Section 2. 3.

In some cases no prodiction model is applicable, and in other cases no single prediction

-odel class is uniquely applicable. In the second case the most applicable class is

listed first. The principles upon which a choice of the most applicable prediction

techniquc was made are stated in Section 2. 6. There are many cases of potential

aliasing (see Section 2. 6, 4. 0) of phenomena in Fig. 3-1. For the construction of

Table 3-2, potentially aliased phenomena are treated as if they will be discriminable

from one another. In addition noise arising from 1- atform motions were considered

to be non-existent in this table.

A tentative conclusion that might be drawn from Table 3-2 is that the 24-hour

reporting period, is for most phenomena, just as applicable for prediction purposes

a, Le 1 hour reporting period. However, future (1 ta on the scales of variability of

many of the phenomena could reposition them on the f-k graph and lead to drastic

changes in the contents of Table 3-2. Still, for designers who must make decisions

in the very near future, Table 3-2 should be helpful in early design decisions.

3.3 Major Atmospheric Phenomena .
This section is similar to Section 3. 2, as it is concerned only with those pheno-

mena that affect the atnospheric parameters to be measured. Tnese parameters [

include wind, air temperature, atmospheric pressure, dew point, Insulation, preci- [

pitation and atmospheric electricity. Thus, in this section we are concerned with the

motion and energetic state of the atmosphere.

n the atmosphere, various forms of instability are responsible for many of the

phenomena that tre of interest in this report. These instabilities are produced by
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TABLE 3-2
POSSIBL.E PREDJCTION MODELS APPLICABLE FOR~ VARIOUS
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processes such as ener*- absorption fro)M the suin, radiation 'nt() Space, c'ondJctio?

convection, condensation, and evaporation.

A sumnliiy of the time and space scaics of variability of atopei pnieroirien.

is presented in graphical and tabujlar formn in Fig, 1-2 and Table 3-3. Again, c.h-?

estimates of phenomena scales in Fig. 3-2 and Table ")-3 are tentative, but do carr,

a higher degree of confidence than those of Section 3. 2, because of the relativ~ely

better understanding of the atmosphere.

Interpreting the variability scales associated with ,'articular atmospheric

phenomena shouild be cross -referenced in using Fig. 3-2 and Table .-

Table 31-4 is similar to Table 3-2 in Section 3. 2. It explores the possible pre-

dliction models that might be applicablk for various NDBS sampling schemes. The

emphasis is on predi( "ion of the phenomena appearing in Table 3-3. For the purposes

of constructir., fable 3-4, any problems aris,.-gfrom an inability to discriminate be-

tween phenoinena (i, e. , aliasing; st ' Sections 2. (; and 4. 2) or Platform motions are

ignored,

One comparative observation that may be drawn from Table 3-4 is !hat for the

range of reporting periowds considered, prediction techaiques for atmospheric phenomena

are much more sensiti, to a change in reporting period than were the oceanic pre-

diction tec-hniques. Other implications of Table 3-4 for the early decision stages in

the design of the NDBS are treated' in Seciion 4. 0.

3.4 The Paraieters to be Measured: A Discusslon qnd Grap hical Anralysis

A brief discussion and graphical a-nalvs~s is offered for each of a set of 15

parameters (see first too-tnote in St.,tion a.2) The discussion ars-i analy-se are con-

cerned with the procesges and,. or phenomrena which influence parameter vartability.

aud any 4pecial noise prol;ctmF the to combined sensor platform motions or naturkl

high frt.~aency oscillations ir p1.arametric kvlue,,- A more detailed discj.s~ton of plat-

form mooring motionis is gi-,tx in Appendix B. The effect at these motions on the

senLSer outpuit are discuq!e-i in this section
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3.4.1 Current

The only major oceanic phenomena (see Fig. 3-1) which do not influence the

current are the Deep Scattering Layer, planktor .d/or algae bloom. Figure 3-3

presents on an f-k ,graph the phenomena and processes affecting the variab~iity of

current. There is, of course, a marked sir :arity between 1ig. 3-1 and Fig. 3-3.

Oceanic motions basically cKcur continuousl. in all oceans (see Table ' -1) and gen-

erally have their highest s:eeds at the surface (maxima of more than 5 kts are found)

and decreas,, downward to speeds estimated to be several centimeters per second.

A possible exception to this are the turbidity currents* which have been calculated

(adthou.-h never observed) to have speeds as 4igh as 5o kts. These currents, if they

exist, could pose a serious problem to anchored buoys in cert.ain oceanic and coastal

regions. Wlen the time comes to deploy the buoys, the little infot'mation available

about these currents (i. e., suspected areas of occurrence, etc. ) should be taken into

conside:ation in selecting buoy deployment locations.

The current is probably the most susceptible paiameter to nc: -e due tc sensor-

platform motions, Serious distortion (noise) may be introduced into a time series

current record in many ways due to the motions induced by the platform and/or

mooring (see Appendix B), as well as by the imp,-,rfect response of the sensor to the

noise and platform transients and to the real transients which appear to exist in the

sea. There are basically two types of errors that ean occur when measuring currents

from a fixed or moored platform, First, there are those errors that can occur with-

out any motion of the supporting platfirm or mooring, such as distortion of the near-

su.face flow past the platform and the dynamic error of the current meter itself;

second, there are possible errors dr"z to mooring motions (platform-mooring syE'em)

in company with sluggish response of the meter, when exposed to a suddeii chimge in

the current. The second type of error is the most serious and could possibly lead to

phase shifts and attenuation of certain parts of a time series speed record (see Fig.

B-1 in Appendix B). The slack and elasticity of the suspension element also can lead

*A Lurbidity current originates on sloping bottoms. It is a gravity current

resulting from a density increase by suspended material. It also is callEd suspunsion
current and density current.
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to system time constants larger than those of the sensor in both airection and speed

respwnse depending on the type of buoy and mooring used. These time constants can

be of the order of 1000 seconds.

Vertical motion of the current meter (heaving of the platform transmitted to

the meter) can also cause distortion in the speed record of a current meter. Some

current meters also tend to tilt from the horizontal when encountering strong currents

or moderate to heavy heaving.

The best available solution to many of these problems appears to be found in a

Savonius rotor meter with built-in OESE (Oceanic Environmental Sensing Equipment)*,

on a taut moor. The current meter must have rapid response in both direction and

socd and be able to operate accurately over a wide range of speeds (the NDBS re-

qui~eme~. . (*. 0 to 10 kt). In addition, the current meter should be insensitive

to vertical motions and able to integrate accurately to zero all the undesired cyclic

motions that occur from mooring-sensor-platform combinations. The meter must

also sample at a sufficiently high rate or have a large enough cutoff frequency to

minimize aliasing problems.

The occurrence of distorted records from r-rrent meters could introduce noise

into spectrum bands in both frequency and wave number. Noise may appear across

the entire band or at only a few discrete frequencies or wave numbers. The noise

band in frequency spans all wave numbers (although its intensity might vary with wave

number) and similarly, the band of noise in wave numbers span all frequencies, thus

crea .ng areas in which increased difficulty arises in resolving phenomena. Un-

fortunately, there are too many variables involved to be able to arrive at exact limits

for the bands of noise as they would appear on the -urrent f-k graph. Howcver, a

graphical display of the possible uoise from platform motion is given in Fig. B-5 in

Appendix B. The approximat-e fnits of these bands would be 104 to 106 in wave

4 9
Pumber and 10 to 10 in fr3queney. Tle upper limit was suggested by Toth and

Vochon. [7]

An important consexquence of slow response often associated with mooring motions,

is that the correponding timh constant of the mooring system may far exceed the

*Th'e OESEL is capable of measuring linear accelerations, angular rotations,

and the forces in the three coordinate directions.
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duration of ob rvation. Thus a time constant larger than many physically significant

putiods of natura' variation might result. Therefore, a 10 minute duration of obser-

vation could possibly presenm sampling pioblems. Again, this may be av¢oided by the

use of the Savonius rotor current meter with OESE instrumentation and a taut moor.

3. 4. 2 Salinit

The processes affecting the variability of salinity are advection in the presence

of a salinity gradient, evaporation, precipitation, melting and freezing, and run off.

Evaporation is influenced by atomspheric humidity, wind speed, an%' ,a tempera-

tbre differences. Precipitation is influenced by that genE-al class of phenomena

identified as atmospheric disturbances (see Fig. 3-2).

It is obvious that the f-k graph of phenomena and processes affecting salinity*,

Fig. 3-4, should contain man: A the phenomena of Fig. 3-1 and Fig. 3-2.

Instead of indicating all influencing phenomena on the salinity f-k graph (Fig.

3-4), several summarized estimates, based on Fig. 3-1 and Fig. 3-2, of the scales on

which these processes act are in icated on Fig. 3-4. The estimate of the scales of

advection processes takes into account those phenomena which generally have a

moderate to strong salinity gradients issociated with them. These are the large-

scale wind-driven gyres, thermohaline gyres (not shown on graph), surface and

interm' current meanders, surface and submarine topographic eddies, inertial cur-

rents, internal waves, and small scale convective eddies. Also indicated is the

thermocline, which is the result of many of the aforementioned processes. The

general estimate of evaporation minus precipitation (E-P) is based on all the phenom-

ena in Fig. 3-2 and some advection phenomena. The runoff estimate roughly takes

into account time scales of atornospheric disturbances with associated precipitation

and the time and space scales of -river out-flow; the effects of run-off were considered

to be neglectable when more than 1!00 km from a coast.

Noise in salinity data can occur in three ways. irt errors could occur in the

collection of corducttvity measurements due to the motions of the combined sensor

*The processes of melting and freezing are not considered in this report as

affecting salinity because the proposed system is to be placed in relatively ice free

areas.
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I
suspension syst.n (moving) through a salinity gradient. Second, erroneous results

can possibly occur because of the inaccuracies in the empirical relationships linking

conductivity, chlorinity, salinity, and density. The determination of the important

density parameter becomes increasingly difficult when changes in density occur with-

out changes in chlo-inity. Third, errors may develop due to failure of the constancy

of composition hypothesis. Errors are most likely to occur from this type of noise in

coastal waters where runoff is present.

These roroblems can be partially resoived by having a low response conductivity

meter (10 or more seconds) on a taut-moor buoy and by adoption of the recommen--

dations of the 1962 UNESCO Joint Panel on the Equatons of State oi Sea Water which

will establish universal empirical relationships linking conductivity, crdorinity,

salinity, index of refraction, and density.

There are two bands of noise that pobsibly can occur in salinity: one in wave

number and the other in frequency. These bands are primarily cau&ed by the plat-
4 6

form sensor motions and might span a range from 10 -10 in wave number and

104-106 in frequency depending on the response of the conductivity sensor. An

additional problem is that the ti-e constant of the buoy system can become sufficiently

large to mask some physically significant periods of natural variability.

3. 4. 3 Temperature (Surface to Bottom)

Temperature has been the most intensively measured phy sical parametcr in the

ocean. The temperature structure of the vast majority of the ocean is fairly uniform.

Only a small fraction of the ocean is warmer than 6'C and almost half is cooler than

20C. These stattios can be deceiving since the smali portion of ocean water above

60C is exposed to the atmosphere a, : the therm- 1 interactions which take place at the

air-sea interface modify temperatures of both air -and sea.

There are several quasi--periodic modes effecting the temperature variability.

These modes are annual, semi-annual, and diurnal in time and i" pace have wave

lengthO from 40, 000 km (circumference of the earth at the equatr) to 20, 000 km

(circumference of the eafth at 60'N or S). Estimates of the time and space scales

of the above processe.: and phenomena and the resultant of many of their interactions,

the thermocline, are found graphic'dlly displayed in Fig. 3-5.
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I
The noise problem in v ensuring temperature from a platform aris('s rorr r\

sources: (1) natural "noise" (unwanted fluctuatious) found in th, envirom-ent, and

(2) platform induced noise associated with the free movements of the platfor._ -moorriw

sensor system.

The first problem is apparent from se-veral detailed studies of the temperat . 'C

structure appearing in the literature. The Hecht and White report [8] is a fairiy

representative study. They report frequneies of temperature oscillation ranging

from 0. 05 cycles/hr to at least 43 eyCle I'm in (g 2 hr 1. 4 see, respectively).

With rapid response sensors, it becc s increasirn-ly e' .ficult to separate the lat-

form suspe sion motions and natural .cillations Sc ial scales of temperature cou,.

be as small as 10 cm F9] with a mean size dt ,, n a 60 cmr

Therefore it may be concluded that sonie n, rature flucuatilms a:t" sall

scale and/or high frequency (with these characteri. ,e not necessarily oc. ,ring

together) and of large enough amplitude to be significa t. Baer and Hami h-v, su T-

gested an approach to this problem which seems adequate for the surface la er'

throvgh the permanent thermocline. [10] Their approach to a system to ohservt, t:.e

hourly ani longer fluctuations is based on a relatively inemensive thermis!,r ( r oaeri

sensor) that had an error of one staidard deviation equal to 0. w"C*. The 'Ve, .Ige

30 samples which are taken at specified times from 3o rn.n before the o c,rm.',tion

time to 30 min after it would then be recorded. The sensor should have a fi-i- o 0.

stant of several minutes (see Fig. 3-5). The sampling rate would be non -uniorimly

distributcd to give more readings near the center of the interval than near the ,\

tremes. An estimate of the standard deviation of average errors obtain, d by this

procedure is less than 0. 0055'C , which is akquate for synoptic purposes. Sampling

schemes such as this are designed to allow a ow pass filter to L mposed on the

environmental data. Such fiiters can be shaped by selection of saniping i-tervals

within the 60 minute duration of observatiAn, thus :!lowing for seP. -ti( ) of the filter

*The NDBS requirements indicate a required accuracy ( 0. 01 C. This seems

to be too stringent in the upper layers of the 'tan due to the lai ge dyr 'nic r .,ge of
this portion of the ocean.
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shape wvhich would provide the be(st match for local variability" Small scaIc, tempera-

ture fluctuations, that would be particularly enhanced by tht, free movement of the

platform -id sensors, would also he spatially averaged out b., this tykpe of filtc-, The

proceduy'e is describe(] here as merely one of many posscale solutions to some fore-

seeable problems. Ultimately, the averaging period or the characteristics of the

filter should be determined for the geograpical] locations and dcciii of thi, sensor,

Measuremeihts taken by the first buoys deployed mnigfit well confirm Lhat tempe)(rdtures,

in the deeper layers of the ocean (below the permanent thermnocline) are fairlY constant

in space and time and have a s-nll dynanm.- range. There, a greater accuracy of the ' ensor

would be required, if the high frequency niiose pro!hem is neglig;Ible or can be over come.

3. 4. 4 .Water Pressure (D~epth)

Water pressure is a pararnet-r that will ocv usod primiarily for determining 'Lne

depth of the sensor iackage. It will also be influenced by several oceanic phenomena.

Aimong the phenomena which will be most easily detectable are surges (sorietimies

-feri-d to as "storm tides") and tsunamis. Both of these phenomena have been

id-ritifi ble from the time series record of a bottomi-mounted pressure sen,"or.

Tsl. ianiis could present a detection problern in an observation schedule which

sanip; t,, at disc, ote intervals in Lime, The11i frequency% of occurrence of thevse waves

its rire and the duration of the phenomena could be as little as Several nours* as

shown in Fig, 3-6;. In some cs the probability of detecting these waves is quite

small especially for a short dur-tion of observation (tsunamis can tr-avel in excess

of 350 1K s).

(.tl, r long-w ' enoryena, such as tides, will also be detoctble from bottom

liziou"ted s( sors, Tiwse waves could have periods ranging fromn 2 minutes, to semil-

innual, or [-rhaps longer. Most of these -waves ocecur continuously or at least fre--

qiientlN and tU o.re should be no problems arising from non -continutaus sampling.

*Tsunamls Luuually occur in series, gradually increasing in height until a maoxi-
X1..fl is reached between abo~ut the third and eight-h wave. Following the maximum,
thu a 'ain 'ecome smaller. Waves may continu to formx for several hours or even

qayS . Fu inlis waves in the deep oceans arc -)ften impericeptible to the casual
)srer. 1 is only near shore that the scalbs of wve~ height becomne extreme.
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l ' ;)I,( -'SUle tl,i) %k wih I rt no 4 1'toin moite((Id o li i he b t toh lz nt l

and vertical ino t~r -~lt. Pni~- t2 \i ent a k i o s 11 ;_!. ('t at to telb I r m ,_ '

dete-C t p I wal tOCT 1 h. A' fen( on .,a, !)u t %o, 1 1 he -si pia I f i cte r iin i Ti th depC !th IoI

tho -sensor package .

lPlatforrn-sorsor -,tilons, call be d~c-ede by the pressure sensor since there

wvill be. some indication of the de-pth of the sensor .-I& s a function of tinit, ;urin,2

the duration of observation. A prcss,.ro.- sen-sir could conceivalA respond t( high

frequencY o < 'illanioizo of thc i;jiatforn inoo'-in'g sy~steM. These oscillations could
4

oc Ir! frequeniex ''ft-v een 1t - I! (see Appendix M1 although he nigher freq(uenczces

aIre UnlikelY to he pres, nt in the pres sure reco-rd, unless an extrem 1v sensitive and

rapid rezyonse sensor is use. IPrifilig of :the. platform and in rig couid al,;()

piresent somie chanv s In ressuTre "t me)Pt Of tilt senSOr's, hUt os hs hlaiutes

would probalyl Ibe wi thin - c (a~racLV Of m easi1re. ent

3, 4, on pe

In nearly ail the wce,_us and adhjacent seas samud sp eed is g ,vorned ",v tem-era-

ture, salinity, and i-res sure (c. Ct.edniyo sea water ,* Therefore., :ti

assui_ , e all thelr! s.'e Aii 1Peoiem h : I pkaIred in the t& ;eat T.5!hn

arid~ t ressmre f-raplls shudappear onr the soiund -4 ;(eed 1-k ja-kj '1 11- F1 -L -7 Fil

exceptions to thi5 sui 'I~nre stirces tlnaImis a surfa,.v gray tvaae whwch

appear on h pr essure f-1K g> (se~e Fir7 3 - 6), Thi s i tN tuse, s ;'nd sedi

I sensi t' e ~o pres sure cl hsingt And die preis sure chang-es which artsscnt'

wvith VUse phenomit ena resui t in 'ii ialer va? mati onz sIn s ~dspeedi Uthan Ct range oM

alccu rac o.± - I fps). Tidal f :roes do(14 mitc: i heIe t t s;ound cl threj

Pressure changes Nit tliro ,o enrtieaniL iahngs ~ae~nrt~

hv tid-al currenjts.

oise.f souind spfeed nica jsurenyi (-nt j: :iS v 5'ste th' toe ft OUCflt7 and

wave nium her hanids due to i I f~msnor; to lto z s iainn ;Qi-

i:.g hje uen rep,_ tAN -.ithfeqecisashg a. PesI On '-K K raph). 1',

*1In are~as w rethe constanin N. IV,;~stnh poLntht~. s I,;svmrously in err,

liecause of -Ln ablunduance o~f .)ne or m. re themi cals ir sot)icn the so(,und S;1Eed- Ci]

have an additional dependence on th-se chemnicals.
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urw'kely that these oscillations occur wit!- enough spatial amplitude to effect the sound

sped data. A more realistic estimate of possible frequencies ot noise de to buoy
46motions, would be in the range of frequencies from 10 -10 . Noise generated by

platform-sensor motions only take on significant amplitudes in the presence of strong

temperature and/or salinity gradients. Str,.,g horizontal gradients would give rise

to noise in the wave number band between 10 4-106

3.4.6 Ambient Noise

The variability of ambient noise is influenced by a number of phenomena. Its

primary source appears to be wind aud wave action on the surfac, ,hich results in

noise propagating downward. In additian there is noise from ships, especially in the

major shipping routes, and submarines. This type of noise can reach very high levels

and carries for many miles. A third type of noise is probably more sporadic and is

biological in nature. Among some of these biological noises are shrimp crackling

and low frequency whale noise (-20 cps).

A mode of variability for ambient noise is probably diurnal, as indicated on

Fig. 3-8. The deep scattering layer and plankton and/or algae bloom have also

been entered on the f-k graph for ambient noise. Plankton or algae blooms will

probably not contribute to ambient noise directly but it is speculated that increased

feeding activity of other biological species on the plankton or algae may lead to a

substantial increase in noise. On the other hand a bloom such as the "red tide"*

would result in a decrease in feeding activity due to the death of large numbuzs of

fish.

Scales of atmospheric disturbances and surface gravity waves are also indi-

cated on Fig. 3-8 because of the primary source identified above; viz, wind and wave

action on the surface.

The problem of sensor-platform motions will probably be acute for ambient

noise. There are probably three sources of platform-sensor noise: the noise of the

platiorm interacting with the wind and waves; noise of mooring vibrations and

*'Red tide" is the name given to a g iwth of Dnoflagellatis (single celled

plant-like animals) in surface waters in such quantities as to color the sea red and
kill fish.
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oscillations; and noi6? of flow past the sensor. The latter t vo types of noise become

particularly pronounced in regions of strong currents. One possible solution to these

noise nroblems is to perform - spectral analysis on the oforementioned noise and

filter the output of the ambient noise sensor with filters designed from the results of

the analysis, Of course, these filters coidd remove wanted signal with the noise.

At this time the platform-mooring effects on the sensor can only be grossly estimated.

3.4.7 Ambient Light

A4ablent light is the visible radiation (about 0.4 to 0. 7 microns in wave length)

in terms of its luminous efficiency in sea water at a given depth undisturbed and

unaffected by the platform or detection equipment. The primary source of this light

is solar radf-tion, but some consideration might be given to bioluminescence. Light

will bfer a decrease in intensity on passing through sea water because of absorption

of energy by the sea water; absorption of energy by suspended material including

organisms in the water; scattering by the sea water; and scattering by suspended

particles. The ambient light may also be reduced by cloud cover.

The variability of ambient light displays strong diuLnal and annual modes due

to daily and seasonal changes of the sun's positiom in the sky and is affected by the

biological activity, e. g., deer scattering layer and plankton and/or algae bloom*

(see Fig. 3-9). In coastal regions the water may be clouded by run-off, which carries

small sedimentary particles in suspension, and strong wind mixing, which in shallow

regions may stir up the bottom sediments. Most of the atmospheric phenomena which

appear in Fig. 3-2 effect the variability of ambient light. Some of these phenomena

possess strong enough winds for deep mixing in shallow areas. In Fig. 3-9 (the f-k

graph for ambient light) appear the estimates of scales of atmospheric disturbances,

run-off; diurnal anc' annual modes, the deep scattering layer, and plankto Ond

algae blooms.

Platform-sensor effects in relaton to ambient light could possibly arise from

the platform -r mooring casting a shadow on the sensors. The motions of the

*See Table 3 . for the characteristic space and time scales of plankton and/or

algae bloom.
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platiorm probably will not effect the measurements, The instrument response time

is taken as nearly instantaneous. The duration of observation time was taker. .xs 10

minutes to allow a decreased cutoff frequencv through averaging and Lo minimize the

effects of the shadows cast on the sensor by infrequent small pasring clouds.

3.4. 8 Transparency

Transparency is a measure of the ability of water to transmit light of different

wave lengths. Thus, ambient light is dependent on the tiransparency of the water. The

variability of transparency is also effected by many of the phenomena and processeb

that ambient light is effected by, but it is not dependent on variable amounts of solar

radiant energy ree~ching the surface of the ocean. Therefore, the processes affecting

transparency are the absorption and scattering of light by the sea water and by sus-

pended material in the water, including organisms. The phenomena and processes

effecting transparency as indicated in FLg. 3- are sporadic, annual, and semi-

annual plankton and/or algae bloom, the deep scattering layer and run-off. Atmos-

pheric phenomena with assoe4 ated strong winds (e. g., synoptic-scale disturbances,

hurricanes or typhoons, squall lines, internal and mounto' waves, thunderstorms,

and water spouts) could effect transparency in shalilow coastal regions where winds

might be strong enough to t tir up bottom sdiments. These phenomena are also

indicated on Fig. 3-10.

There ar- no foreseeable problems in collecting transparency data from plat-

form-sensor motions. The instrument response time is nearly instantaneous a-d the

duration of observation is taken to be 10 seconds.

3.4.9 Wind

The wind In the atmosphere is affected by every major atmospheric j. nomenon

(F . 3-2 and Table 3-3). In Fig. 3-11 these atmospheric phenomera are graphically

represented on an f-k graph that also shows three pronounced modes of wind variabil-

ity. The diurnal mode is associated with daily solar heating and cooling which is an

influencing factor in many of the atmospheric phenomena Indicated in Fig. 3-11 (i.e.,

convective clouds, thunderstorms, and sea breeze). The semi-annual mode is found

in the tropics where six month seasonal cycles tale place. The annual seasonal

changes of global scale account for the last moot of variability.
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General wind speed is a fairly good indic-itor of the intensity of an atmospheric

phenomena (see Table 3-3) and is an essential paramecer for prediction purposes.

Since this parameter is a vector quantity, there is a greater chance for noise

to be introduced into the time series record by platform-sensor motions. It takes

little imagination to picture the gyrations in anemometer goes through fixed to a

surface-follow'ng bjoy on the top of a 10 m mast in heavy seas. These gyrations lead

to erroneous results, since the horizontal wind vector is the parameter which is

supposed to be m,-apred. In theory the anemometer should be fixed (in an Y y, z

sense) and remain in the horizontal plane at all times. 'he motions of the platform

do not easily allow these ideal conditions to be realize& Certain types of platforms

ride low in the water (I. e., a spar buoy, non-surface following) and minimize the

vertical motion (heave) to near zero and horizontal :notions (pitch and roll) to angles

smaller than 10"-20". In this case effects of piatform motions may be fairly small.

Pond points out that in the above situation with rapid response anemometers (hot-

wire) the error arising from the correlation between the turbulent veloulty components

and the componewcs produced by the buoy motions Is p, obably 10-20% [11] He also

shows that it is extremely important to keep the mean tilt very small. A surface

following buoy will tend -o have considerably more heave, pitch and roll. This in-

creased motion must be compensated for by a much slower response anemometer that

will not respond to any significant extent to vertical motions. This type of ane. ioni- .er

is available today and some rough calculations based on *" ie series records of wind

speed, heave, roll and pitch c an ONR 40-ft discus buoy anchored in the Gulf Siream

during H1urricane Betsy (12] hav i realed the errors in wind speed due to buoy

u.ntioms were rarely larger than ±5%, with an average of about ±3%, of the recorded

wind speed. No calculations were made of error in wind direction, although no serious

errov- are expected. It may be concluded, until further data is takeu (I. e., sirnul-

taneous data from a fixed and floating platform with identical anemometers), that a

well designed platform-anemometer combination will keep error within the prescribed

limits *

The requiremnts state a maximum allowable error in wind speed of 0. 5 kt

or 3% whichever is larger.
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The optimum aiveraging period ;r duratic. of observation for ',he wind ;(to-

appears to be about 15 min (c. f. , Ref. 13). Samiples during tiis period shci:1d be

tal..zn ccvitinuousiy or very rapidly (e. g., every 210 seconds). An instrument res!-onse

time of 10 seconds seems wo be desirable and practical considering the buoy,, motions

and the mechanical limitations of the type of anemometer needed.

3. 4. 10 Air Teninerature

Air temperature is a very sensitive indicator of the presence of atmospheric

phenomena. Thus, Fig. 3-12 is a replica of Fig. 3-2 (the myajo:r atmospheric pc

nomena). The~re is also the strong diurnai mode associated with solar radiation, the

semi-annual mode of the tropics, and] annual -mode of the globai seasonal cycle,

An important influencing factor in the vat iaLiiii- of air temperature is the air--

sea temperature differences. This difference influi-nees air temperature~ directly

through sensible heat transfer (eddy conduction) and indirectly through its efffeCts on

such processes as evaporation and back radiation. The effect of the sea surface

temperature (and thus air temperature) on the formation of nv-owl of the i-henomena

on Fig. 3--12 is probably cons iderable

There are probably enotigh high frequency fluctuations in air temperature over

the water to v Atrrant a slow response (of the order of 10 seconds) tenmperature probe.

The duration of observation was tikken as 10 minutes to provide a decretse in cutoff

frequency through averaging If any additional filtering of high frequency (.-10 - 10)

fluctuations is desired.

There are no platform sensor problems anticipated for air ternperatnire.

3.4C.11 AIr Plres-sure A

With normal sensors, air pressure is not as sensitive a parameter to atmospheric

phenomena as air temperature, see Fig. 3-13. Phenomena such as the see breeze, tnttornalj

and mountain waves, and convective clou.ds should not contribute to detectable variabi-11

ity of the air pressure. These atmospheric phenomena ha c .3aoctated pressur-e vairia-

Hons which are probably smaller than the allowable error of 0. 1 mb.

The three modes of variation arise from the sanme sources as these mo(1es for

air temperature (e. g. solar heaLing, serni-annual seasonal changes in thetrp[s

and annual seasonal cycles).
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There appears to be no need for a rapid response barometer. A response time

of about one minute would be sufficient to obtain the needed data and be well within the

practical range of a durable barometer. A duration for the observation of 10 min-

utes is estimated to be adequate for the retrival of desire data.

3.4.12 Dew Point

Dew point is the temperature to which a gf-o- -z- -el of air must be cooled at a

constant pressure and consttit water vapor content in order for saturation to occur.

The three modes of variation in dew point remal;a the same ac in air temperature,

pressure, etc., as shown in Fig. 3-14. The diurnal mode of dew point is indirectly

related to solar heating. Solar henting over the ocean through various processes

usually increases or decreases the water vapor of the lower atmosphere.

The duration of observation and instrument response time as shown in the

figure were both chosen because they will fulfill the needs for gathering accurate data

and qre practical from the standpoint of instrumentation.

There are no problems expected from platform sensor motions.

3.4. 13 Insolation

Insolation is affected only 7y the atmospheric phenomena which have associated

clouds. Therefore, all atmospheric phennmena In Fig. 3-2 have clouds associated

with them and are indicated In Fig, 3-15.

The source of the diurnal mode of variation is obvious, and the annual mode is

associated with seasonal cloud changes and the changes in the declination angle of the

sun. The semi-annual mode is again due to seasonal changes of the tropics.

The duration of observation is taken as 10 minutes to minimize any effects of

passing clouds casting shadows on the sensor. Also a 10-minute averaging period

will compensate for any platform sensor effects whicl., might arise from the departures

of the sensor from the horizontal plane due to pitch and roll. Fisting instrument

response time of 30 seconds is estimated to be adequate.

3.4. 14 Precipitation

The phenomena with associatea clouds capable of producing precipitation are

indicated on Fig. 3-16. The sea breeze, and internal and mountain waves, rarely
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have precipitxtion associated with them and conseqi'"ntly should contribute little to

the precipitatirsyn variability.

Th e annual, semi-'-nnual and diuumnl modes of variability have the sie

characteristics as similar mnodes in the previous parameters.

This parameter i8 of a different characw.r from the o)thers discussed. The

precipitation measurement defined in the r'equrements represents an integral over

a given number of hours; ior example, the total amount of rain that has froIlen in the

past three Nmors is recorded. In terms of the windowsa indicated on the f-k graph

this ieai's tbat all the lines which imply the b-idaries of Cie wimidews !n time fall at

one frequency, the reporting frequency (see Fig. 3-16). In other words, the &,ration

of observation (averaging period) and the instument response time are equal to the

reporaing pericA. This type Gf sampling eltminates any chance of aliasing the data,

with a corresponding 'toss of detailed high frequency intormation.

-1 4. 15 Atmopheric Eiecic~

The variability of this parametor is associated -with several atmospheric phe-

nomena and also possesses a diurnal iand an annual mode. Very often, atm',spheric

electricity is associated with variou.x types of clouds found in the phenomena indicated

in Fig, 3 -17. At times the elec&.Acai content of these clouds reach such levels that

rapid discharges occur in the form of lightnng.

More tha 50) years of data L,;n the atmospheric charge has revealed that it has

remained basically constant over that period of time. It is also known that Aa

atmosphere is continuslly losing its charge at a rate that would deplete the atmos-

phere eAthini 30 minutea. It is inferred that 90% of the recharging to done by thunder-

storms and the remaining 10% by the ocean. Only synoptic mear-remnts of this

parameter will reveal if there are arky correlations between it and other globu.d

atmospheic phenomena.

Data on atrn.opheric el ft.tricity has shown a diurnal and annual mode of varia-

tion. T7he m.,A cause o' 'ihis variation in not fully understood.

The duration of observation (10 m.n) and instrument response time (10 see) have

been choeen so that representative eata may be collected within the state-of-art on

variations in the pararnetir,
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4, 0 IMPLICATIONS FOR NDBS DESIGN

4.1 Back.round

The NDBS DPO has the task of desigiing a marine observing system with suitable

system characteristics to yield observational data with characteristics that meet user

requirements within budget, technical and cost effectiveness limitatihns. r tinction

must be made among:

(1) System characteristics.

(2) Observational data characteristics.

(3) Characteristics of data requirements.

System characteristics are relevant to system design and pertain to the system

components, subsyster s, or systems. Some flexibility in selecting system character-

istics is available to the NDBS designer for matching observational data characteristics

(output of the NDBS) to Lhe data requirei- ents as shown in Fig. 4-1 within the feasibility

constraints. Relevant system design characteristics (Tabie 4-1) include sampling

intensity and interval. location accuracy and synchronization, parameter range and

accuracy, transmission time, and filtering. These may vary as functions of location

and time.

The marine environment is influenced by a variety of phenomena and processes

that are associated with natural variability and occur over characteristic space and

time scales. The choice of system characteristics influences the resulting oberv--

tional data characteristics; that is, the natural variability in certain scales miy be

faithfully reproduced. ,hile In other scales the variability may be decreased and in

certain other scales the variability may be allased. In addition to the above, the choice

o system characteristics i.wfluences the rsytem costs. Trade-offs that effect thfe

selection of certain system characteristics are of importance to the NDBS designer.

The range of suitable system characteristics avallable to the designer to match the

NDBS output to the requirements is dependent upon the amplitude of natural variability

which itself varies with wave number, frequen"v, space and time as shown in Fig. 4-2.

Knowledge of natural variability is, therefore, of importance to the NDBS designer.

Further ditscussion of system characteristic alteranives available to the NDBS

designer will be given in Section 4.2.
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TABLY' 4-1
REL.EVANT SYSTEM DESIGN CHARACTERISTICS

S'ystei., Design Characteristics

Sampling intensity

Location accuracy

Svnchronization

T'ransinission tim-l

Paramneter accuracy

Paramneter range

FiJLering

Amrpli tude

- -~kk fiunc tpar-ameter (p) phenomnenal

f func 1parameter ~P), ph4enom~nal

sma~e' lomcati --n (x,y), depth (z)

Unit, or season

Ii g. 4-2. Dimensions ol Natural Variabilith
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The i.6'7 TRC NDBS Feasibility Study ,rade cieai that data requirements exist

that are a. to be bvond the a. iicipated scope of availahle funding. Herizontal spaxig

buoys, le-eis neasured in the verticai, frequeauy of reporting, ai-id number o

paraneters measured all i-.ipact on buoy :ystem costs. Ne-ded is a iogical design

rationale that relates data r-equirements. data uses, and systen, and data character-

istic, in a cost-effective !ashion that maximizes benefits. Unfortunately, knowledge

and iheory of marine envirotinental pr-esses are not yet at the stage where all the
details of logical system design can be handled in a perfunctory manner. In fact, the

embryonic ND!'" wi contribute considerably to the knowledge thaL will aid its evolu-
tionarv growth.

- LI
This section or g~nie;. information on natural vari"abiity to assist the system

designer in the deterinjn.ion o te observational dat-i characteristics that will result

from the system design c arscteri's-'-.cs, Which obser-ationai scc::tes ,ill be faithfully
reprodueed? Wtizvh scates wil be ali.ed b) the stem design and may require that

tteriig techaiques t a included in the design? Several additioa! questonts a-e reie-

Vant to s obLective:

(.I Wbnt are dbe esigl relationships >etwee.n re:esenta;ive" observa-

tiots in the nnarine en. :oronment a,.d the intended dkla Ese

2 What is the oigna.- ,noise ratio in the naLfiral -nvi omir .a?_ ?

(3) What filter characteristics arF requlret to cr._ iate ,a-wanr d scales

or noise from the observed data?

(4) what sensor response imes re desia'ble and what ra ge of sensor

response times &re ae2ceptabie?

(5) What observation dura.iAon is desirabie?

j6) What sca'es of natural variability are taithfuily metured by the

system design? W,.&t scales axe rot resolved? VVThat aliasng night result U0aleva

proper filtering is provi ed'?

(7) What anwnan - signals may reault from sensor package tation effects

and how can these be k. idled?

(8) What ia the spatial, correlation of the data collected?
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Whiie complete answers to the above eight questions are beyond present under-

I -Standing of the marine environment and .-- ,'ers to several of these questions are at

this time fragin-itarN at best, an organization of existing information can be per-
formedt in ore-tae rational prelinrinary design decisions and to bL,- id a base of

understanding that can be augmented in the future (see re.:oimendations Section. 6. 2).

In the next section Ave ... lj discuss general considerations believed to be relevant

to the NDBS design. Sections 4. 3 and 4. 4 Will present examples of the use of graphical

and tabular iniorrnatio7 contained in this report and their relevance to NDBS design in

the Deep Ocean (DO) and Coastal N trth America (CNA) regions. Section 4. 5 will sum-

rnarize the major consequences of this information for NDBS design.

4, 2 General Cons iderat ions of System Design

It is relevant to ask the question, "What marine environmental information is

required by developers or designers _.f the NDBSW While answers to this question

are at present only preliminary, this report contains relevant background information

and presents a structure for handling this problem. The answer to the question may

be addressed both from the ideal point of view of information that would bc, most usefulI to the designer or from the practical point of view of what information is available,
Let us first discuss the answer to this question from the ideal point of view. Ideally,

one would like all relevant information on natural variability for the dimensions shown

in Fig. 4-2. This pertains to each parameter which is observed by the NDBS and 8180

those parameters that influence the performance of the NDB$. Information is con-

sijered relevant if It has influence on the design of a buoy cornpcaient, subsystem or

system to meet the observational requirements of the data user. Ideally, the system

designer may desire the variability of each parameter presented in terms of a proba-

bility frequency distribution or typical distributions in space (x, y, and z) and time

and the acuracy that is significant for the expected data use (see Ref. 14 and recomn-

mnendations Section 6. 2).

*Deep Ocean data buoy networks are defined to be those more than 400 n mi
from the shores of Coastal No;,th America. CNA data buoy networks are those within
400 n mi of the North American shore.
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The natural variability of a parameter is dependent upon the scale of natural

phenomena, i. e. . a wave number (k) in the horizontal, a wave number (n) in the

vertical and a frequency (f, in time. No information on the vertical wave number has

been assembled for this study. The variabiLity of a parameter also is a function of

space (i. e. , x, y, and z locations on the earth) as well as time of the year or season.

A data buoy observing system such as the NDBS must be designed to observe relevant

information about particular parameters for particular locations and times of the year.

Of particular importance to the designer is the fact that natural phenomena occur over

very broad ranges of scale and due to cost limitations the natural variab iity in all

scales cannot be observed. The designer must, therefore, select NDBS characteristics

that measure information only as it s relevant to the data requirements and the in-

tended data use techniques. The selected NDBS characteristics should eliminate un-

wanted scales from the observational data characteristics to the extent feasible.

How does one design an observing system to make "representative" observations?

This will be diasussed with reference to Fig. 4-3. System characteristics such as

sampling Lintensity (f and kN), observation duration (fc 1), instrument response time

(fc 2), path length (kC 1 ), the spatiai analogue of duration time), and instrument char--

acteristic length (kc 2 , the spatial analogue of response time), delineate "windows" in

the frequency, wave number space within which the natural variability may be fully

resolved (i. e. , in time and space) by the observing system. For certain band of

scales the natural variabilit is only partly resolved (i. e., in time only or space only).

The significance of the partially resolved information is dependent upon:

(1) The intended data use techniques.

(2) The variability amplitude in relation to the amplitude of the variability

for resolved scales.

(3) The accuracy requirements for data use.

Likewise, +'- variability may be aliased from some wave bands which are only par-

tially resolves.

One Is concerned, therefore, with suitable filtering of information In time and

sp, .e (x, y and z).
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Let us uow continue this discussion with reference to Fig. 4 The six perti-

nent system characteristics fN' I C' fc 2 ' and kN, kc , ad k delineate six regions

on this figure within which something can be said about the resolution capabilities of

the NDBS. Ideally fN is grefter than fC1 and kN is greater than kc 1. The amplitude

of the natural -'Lriability for each parameter, as shown in Fig. 4-2, is of importance

to the NDBS with respect to identifying phenomena.

The discussion of these six regions of Fig. 4-3 will be made with cross-

reference to Table 4-2. In Window 1, covering the low frequency and small wave

number region, natural variability s completely resolved by the NDBS. Within this

window, however, variability may exist in parameter observations due to natural

variability in the &aisled .,3gion which will not be discriminabie from natural

variability in window 1. Aliasing from Potential Windows 2, 3, 4 can be eliminated

by suitable filters.

In the aliased region, the NDBS would not resolve the natural variability for a

parameter. Likewise, the natural variability in frequency or wave number which

occurs in this region can be an alias of variability in Window 1 and/or Potential Win-

dows 2 or 3. In the aliased region, however, the natural variability can be partially

resolved proi ided it is known beforehand that the variability in the aiased i ,,ion

occurs with scales which are not aliases of scales with significant variability in Win

dows 1, 2 and 3. *

The natural vauiabillty in Po-'-ntial Wind. 2 can be fully resolved by making

use of the continuous analog record over the period of observation; the average of the

analog r,.ord filters out the natural varibility occurring in potential Window Z. The

natural variability in frequency in this window, however, may be allased into Window I

unless a low pass filter (e. g., averaging) over the ouratlon of observation is applied.

Time filtering may be desirable, if the time variability amplitude in either window

canot be neglected relative to the natural variability in the other, and the scales of

only one of these windows are of interest to the user.

*The exception to this is the region in the censer of the aliased region (entirely

enclosed by dotted lines) from which no decernable information can be obtained about
natural variability.
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TABLE ,-2
RESOLUTION Oi. NATURAL VARIABILITY BY SYSTEM CHARACTERISTICS

Window/ Range of Scales Remarks
Region

W<f and k k Natural variability in this Window corn-
N pletely resolved;

Aliasing possible for natural variability of
scales fN < f < fC 2 and/or in all other

N 2,except region 6

Potential 1 < f < f and * Natu. di variability ui this Potential Window
C CWindow 1 2 is resolved if no temporal averaging is

2 appiied
k < k N  Natural variability in frequency in tfe

N Potential Window may be aliased into
window 1 above unless low pass filter is

applied in time

Potential f < f and * Natural variability in this Potential
Window N Window is resolved if no spatial aver-

3 aging is applied
k < k < k I Natural varisbility in wave nwmber in

C I this Potential Window may be allased

into Window I above unless lou pas
filter in space is applied. '/.'

Potential fC < f < c and * Natural variability in this Potential
Window 12 Window is resolved it no Temporal and

4 spatial averaging is applied
k < < k Natural variability in frequency and wave A

C 2 number in this Pctential Windu* may be
alased into Window 1 above unless low

pass filters are applied in time and space
* Natural variability in frequency may be

aliased into Potential Window 3
o Natural variability in wave number may be

aliased ato Potential Window 2

Aliased fN < f < fc or * Natural variabilltv not resolved in center
Region N box of aliased region. Possibly partially

resolved within liaad region
k < k < k Natural variability in frequency or wave

N number within this region may be an
aliased c, variability in Window 1. 2 or 3

6 f > fc2 or k N k c Natural variability unresolved, undetected

C C



In Potential Window '1,, the natural variability is fully resolved i the continuis

single observation is not spatially averaged over the observation distance. The natural

variability in wave numi in this window, however, may be aliPsed into Window 1

unless a low pass (e. g. , spatial averaging) over the observation distance is applied.

Space filtering may be desirable, if the space variability amplitude in either window

cannot be neglected relative to the natural variability in the other, arnc the scales of

only one of these windows are of interest to the user More representative buoy

deploymeats may reduce tUie amplitudek of space variability in Window 3.

Ta Window 4, where wave numbers and frequencies are high, the natural vari-

ability is resolved if no spatial or temporal averaging is applied. The high irequency-

wave number variability in this window, however, may be aliased into Windows 1 and/

or 2 and 3 unless a iow pass spatiai and temporal filter is applied to both the space and

time observations,
Ln Region ', (i. e., f > fC2 or k > kC2) the natural variability is undetected.

The importance of the aliasing is dependent upon the relative amplitudes of the

variabilities within the respective windows and the accuracy desired in the particular

parameter g.y the i,3er. From presently available observational data, the importance

:A aliasing to the NDDS and the need for filtering can only be surmised. Extensive

data from test buoy deployments will be required to provide further information in

this regard* (see recommendations ii, section 6.2).

The system design problem is one of obtaining the best (cost effective) design

that b, feasible. At high cost, a simple solution that would yield complete scale

resolution for the NDBS would be to set fN = fCl = fc, and kN = kC1 = kC2 and

measure all of the scales of natural variability explicitly. Tils is analoguous to

expanding the size of Window I to span all reieiant frequencies and wave numbers.

This high resolution is obtained, however, only at exceedingly great cost thu is well

in excess of budget feasibility. This simple design solution, therefore, must be ruled

out as unacceptable. The 13DBS designer is, therefore, confronted with the task of

determining the most suitable values for f fCl and fc2 and k ad kC1, ad kC

No~ 1  n ~ n N' ~ 1 ad
*Note that practical problems arise from unresolved high frequencies and wave

numbers being allased into obeer,,tlons corresponding to windown at loper frequen-

cies andi or wave numbers.
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withirl reasonable cost limilations. The systen) d( s:gnr nius' concern him sejIf with
the amplitudes of the natural va. abilit" in the frq n.:- i;cnmber space as well

as the marine environmental space (location, depth)~ and season. It is perhaps of

importance to repeat that at this stage of the NDBS systemn desiga, the parameter kC1

has becnr taken enual tok -fr.ijost parameters and instrument packages wide~r con-

s ide rat ion.

The system designer shoaid attempt to match the observational d'ita character-

istics to the user requirements as closely as possible within feasibility constrants.

Alternatives in the matching process that are available to the NDBS syste-, designer

and will influence the ebservational data characteristics and costs of the NDBS are

shown in Table 4-3. As is indicaLed in Section 5. 0, the user data requirements should

alto be delineated. Application of a common framework by both user and designer is

desiraible. This information will asit in the identification of the system character-

istics and filtering that are 0--sired in the design; these also depend upon the space

and time characteristics of the sel.,,cteu deployment configuration and the uatr&I

variability of the desired parameter as a function of wave number and frequency.

4. 3 Considerations Relative to Deer) Ocean Design

To make this discussion more meaningful, let us consider as an exam-ple R

possible set of Oeep Ocean NP ~s characteristics in the frequency-wave number space

and the varisbility of the cr "ent parameter. Thi- values selected from these Deep

Ocean NDBS characteristics result from the hypothetical deployment shown in Fig.

4-4, for the North Atlantic Ocean. As in this deployment, it is likely that preferrnd

values of system characteristics will not he constants, but will vary in spa-'e kx. y a n

). Preliminary values, based on uur present knowledge of natural variability in the

North Atlantic, indicate that greater horizonal reaolutiun would b~e deuirable in

delineating surface weather parameter patterns in 'lie oceanic region covering the

* hurricane and tropical storm approaches to the cciumental Ui. S. (region tLA in Fig.

4-4, weras oarerdetail wilsuffice over most of the remainder of the crpan,

The system space characteristics approximately corresponding to th,-ve shown in

Fig. 4-4 for Region HA are -&belled HA in F'igs. 4-5 and 4-6. Those corresponding
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TABLE 4-3
SYSTEM CHARACTERISTIC ALTER' VTES AVAILABLE

TO NDBS DESIGNER

(1) Frequency -- increase fN

vary fC 1

vary fc

filter part or all n;-iural variability for fc < f < tc2

(2) Wave Number - vary k,

v'ary kC1

var kC2
filter part or all natural variability for kC1 < k < kc 2

To the remainder of tbe deployment region are I.abelled OC. Preferred values will be

de' rmined by furth er trade-off studies and by extensive interaction between the NDBS

desigrier and the data user Final preferred values of system characteristics must

await otservatton.l data form an i".al NDBS.

Fjg. ;-5 coatams the pielimiinar. Deep Ocean NDBS characteristics and also

identfies the scales 0i tht ;Ihenomena that influence current velocity in fretuency-

wave number space Ab wa indwated in Fig. 4-2, there are three addttional dimen-

sioas ol importance o the variability of a parameter that are not presented on this

diagram, for current; they are tlie 4magnitude of the variability, the variation of vaj-

ability in depth z) and the varlabiliy with seimon or time. The variation (4 variability

in horizotal (xy) is grossly represented by the division into the two regioas HA and

OC. A brief summ1a&ry of the stut. of knowledge or the variability of the curreat with

space and time as collected in ths study is given in Table 4-40. In Fig. 4-5, three

system characturistics ure identified relative to the frequency axis: the 6-h-ur

temxoiral saanplig int-aity, a 10-miaute duration of observation, and instrument

response times of 50 and 10 second-A. (As noted above, these values are considered

representwive and rot necessarily preferred values..)

*It is revognized that the state of knowledge of th, n~ura variability ci the cur-

rent parameeir as a function of wave number, frequency, spikt and time is incomplete.

The oerslioakl NDbS will itself add to the state of knowledge 4f natura1 varlabilttN w

the marine environioent- See also recommendat ions of sectiou 6.2.
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Let us flCVAl interpret the elicci these selected system characteristics or fl(h

resultin; observation, . The -surface gravity Aave6 dep)icted on Fig. 4-0 Aere diefine~d

as those surface waves v Oth cr'sbetxkeen I and ;0 -second-,. A.; noted pi'tviC)ulVy

these phenomena are indicatcd :- some of the graphs so!i'lv tor the [purposes ot

demionstrating posioible -- urce s ol fl(.is- and aliasing. The gravity waves w ith periods

of less than 10 seconids vkil' 4 deftected at all by the 10-second nen.,or reslpons.e

The longer period waves 10i-,u -;, rids) , however, %ill be folded (allased) ilit(

Window 1 (see Fig. 4-3 if the observation is not averaged and it the amnplitude of the

variabilL)y in surface gravity Aaves tor th~e space-tuine (it. ovinent is significant

(over a long period of time) relative LO the variability 4~ he current. Reference to

Table 4-4 for si-a surface gravitY ves idicates characteisLtic speed a-s high &- 2 kt.

This will occur over all oceans, with the greatest amp~litiude found near the ocean

surface. D)ue to this large amplitude in the upper ocean layers, filtering miust tie

considered for current mt asuring instrumnent to b loved near he surface. This

could be accomplished by utilizing the )o-second .nstrwnent response time. Here the

lack of precision or conipletencss of the data in Table 4-4 becomes apparent, Sinct'

the considerable spat- Ix, y and z) variation of current variabiiity due to surface,

gravity waves is only handled i.L -"uss tashion. (A collection ot '.etaile6 information

concerning surtwce gravitN w~aves Nwa6 co isidered bevaid the scoje of this s.dvse

Section 6. 2).

Returning to Fig. 4-5, the indicated 10-nmnute obser-vation duration will allow

filtering of all trtxquency variability for periods lesii than 3 minutes and vill, there-

fore, allow surface gravity waves to be filtered numerically, if -desired, in the

resulting observational data It should be mentioned that some version_-e the

Savrvnius Rotor current metAer provide a 0-second avcr 7im: ' n the inzstrwrient , Ickage,

by, counting. This instrument filters the fravity waves iu urthe,- num~erical

filte ring.

The 6-hijur temporal samipliag intensity will resolve temporal variability in thfe

current velocity for phenomena with periods greater than 1.2' hoUrA. UnreSolved 'AIll

be the naturadl variability associated with such phenomena. &_ smnAIl scale convecti"ve

eddies anti convective Kddies Awith periodis greater than 10 rdnutes. In Table 4-4,

internad wivea and small1 scale convective eddieB indicLe a ctiiracterijtic fspe-t'd
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amplitude of 25 centimeters/st ond. This would indicate that some aliasing W the

a,-4ociated Window I (lower left hand corner of Fig. 4-5) is possible.

The high wave number phenomena surface carrent me,aders knd internal current

meanders, surface topographic eddies and marine topographic eddies will not be

resolved by the gTid spacing characteristic c this deployment area. The aliasing

possibilit es of these phenomena in the resolv~le window can be handled by judicious

seJecti-.a of dtplovment lcations in the Deep Ocetn. Deployment locations houdd be

seiected which are unlikely to be influenced by small scale phenomena. In practice,

his may have to be determined by trial and error; ... g. , by surveying prospective

sites and installing temporary buoy networks.

Fig. 4-6 conLains the preliminary Deep Ocean NDBS characteristics and also

identifies the scales of the phenomena that influence surface air pressure in frequency

wave-number space.

The preliminary characteristics shown will not fully resolve the particular

phenomenon of interest in Region HA during certain seasons of the yemr, viz. , the

hurricane. This phenomenon falls in the aliased region (see Fig. 4-3). However, it

can be partially resc'ved, since the lower wave number scales which are its aliases,

and which lie in the same frequency band (i. e. , those contained by synoptic scale and

large scale atmospheric disturbances) contribute little natural variability in Region HA.

during the hurricane seaBun in that Region. Partial resolution of the hurricane scales

(i. e. , estimation of its variab.,lity in the time or frequency domain) by the NDBS can

provide Invaluable supplementary infoxaiation o that gained from other observing

systems and/or theoretical models.

The phenomena in Fig. 4-6 containing higher fr-quencies that also fall In the

allased region can produce serious allasmg problems since they occur in conjunction

with the hurricane, and can produce significant natural i ' - in the parameter of

concern, viz., air pressure. Therefore, it would be prefer&, - to eliminate the

presence of the center box in the aliased region (see Fig. 4-3 and the second footnote

in Section t. 2) thus, allowing time filtering to be applied. This could be done quite

simply by extending the duration of observation Lo obtain a continuous time record of

air pressure in Region HA during the hurricane seasons.
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4. 4 Considerations Relative to Co&astal North American Design

Let us now consider an example of a possible set of Coastal North Amierican

characteristics in the frequency wave number space, and the variability of the same

two parameters discussed -Section 4. 3., The values seJected for those charae*-r-

istics result from the hypothticaI deploynnent show;; in Fig. 4--7, for thp Gulf ut

Mexico a'nd ad j aert waters.

Again it is likely that preferred valuei of eystern spasce (x, y, an~d zI character-

istics will themnselves vary in space. Preiiminary values based On our present

knowledge of nztur~a variability in these Aaters suggest that greater horizontdl

.esoiution is desirable in the YucataL and Florida straits (Regions S in I ig. 4- , with

coarser resolution in the v?,cinity of the irid-Gulf current eddy (Region~ E in Fig, 4-.'),

and still coaxser resolution elsewhere (Region G) in Fig. 4-7. Systern Space char-

acteristics corresponding approximuately to th e snacings shown un Fig. 4 -7, aVe

corresponding labelb in I'ig;. 4-1- and Fig. 4-9.

The inc reased dt tail un the horizontal o,.btained by- the f iner Gull wresh now b rings

soie t' the large,- scale surface meanders and topographic eddies within full re-solu-

tion capatbility as shown in Fig. 4-8. Fix. 4-1) shows that mature hurricanes car. also

be fullY resolved in the eastern and. central Gulf regions, as can the larger extra-

tropical pressure disiurbances fow-id in this area during the w inter season.
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0 IMPLICATIONS FOR TIl E NDBS DJATA USER

5. 1 Background

Who is the NDBS data user? We have identified two classes of NDBS data users

in Section 2. 0. One class of NDBS ud..ta users is located at the data processing centers

as shown in Fig. 5-1. The observational data from the NDBS are input to the data use

techniques at the processing centers. Tie products output from the data procesziing

centers are intended to satisfy the secondl general class of users - the ultimate user.

There may be several classes of processing centers; for example, some processing

centers may be concerned with archival a-nd retrieval, others wvith analysis, predicti n

anrd interpretation. Likewise, some processing centers may Le a"'omated, others n,..-

h~e manual and some n combination of men and mrachines. Some processing centers

may he operated by government agencies, others by private organ iz adions. Some

processirg centers may be operationally oriented, others may t- - search orie,.ed.

Table 5 -1 indicates a partial 'ist of government users of NDRS dlatw. Some of these

government users are ultimate users, some participate in the processing furfctIon, anro

some government user-s fall in both classes. Table 5-2 indicates a partial list of

ultimate users, having operations that are environmentally sensitive. Most of these

users are indtustrial (.ryanizatlons; that have economiric performnance measures (prefit".

In this; section of ti-e report we are primArily concerned with the data processitig

user 4f the observationsq collected by the NDPS We are concerned primiariiv x-vith the

problem c howN the (i.ta procetssi-ng uscr ,hoaldi ascertairn the data requi rir<f its ot

the data use techniques that art, to te s4atisfied by the olbserving system (here, th-~

Nt)RS). \Ve %ill ailst. develop a comn A-n laguago to facilitate the interactions

nteessary hetween twe data user and the NDB 5 fsystem designer.

As hacgrovnd to tls discuss o;.n, let us consider the problcnm of the dats user

with reference to Fig . --2. The primary problem of the data user is the develonment

rind operation (,I data Lise techniques. Here. we wAil consqider the data use as- prc -

diction, Ithoxigh arvhival and rotriev .--, andirsex- have also beer listeld earlier

as potential uses

As~ was imnplied In Section, 2, the~ pretion u.se 'Aill probably placw' the n c'st

strizgen, and comprehensive demands on the operating system- Thujs, itr t~rl ,
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TA131 E > 1
A PAR{TIAL.1LS'T OF GOVERNMENT USERS OF NDBS

Air Weather i~ ce Health, Educatioii and Weliare

Coastal Engiiieering Rxes. arch Center Maritime Administration
ULA

N .4S A
Lake Survey , UsA

National Oceancgicaphic Data Center
Atomic Fnte rgv Coummss:Oen

Chiel of Naval Operationsi
Bureau of Coome rc.,al F ist-leries

Naval Electronics ,aborator-,

IBureau of Mines
Naval Mine Defense L-aboratory

Bureau of Spoi-ts Fi sik'r ies
Nav al Air Systeni Commanid

U. -- Cua~ Guaard
Naval Under-,at- r Sound' Lat-orat or,,,

Coast & Geodetic! SurveN ESSA
Na-. ai uceanographic.- Office

F SA 1415farc~h Laboratorie,
N aval kceaflgraphilc lns r-Lurentatien

U. S. We at ltr Bu aau Center

iNatio'nai \%e altwr 1&corde C0-te r FS:SA N av ai kkeathe r Sei 'icv
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TAJALE 13-2
A PAR1TIAL LST O ECONOMIC USERS

Constructon Idustry Heat, light an4 Poer

Offsh'ore Oil and Gas lnsurce

Tranzportation InXuut t PuhLic 'Works

land, aviation) MAnin

Agricuiture Air Resource Management

Commercial Fishing Watec Resource Management

General Public

these techniques are obiective and may require use of electronic computers., other

techniques are subjective. The data usr V; toncerned with the desi red output fr I-

data use t_-hniques that ic intended to reduce the en-Ironmen;val uncertainty for an ul-

timatc user with enmvronmentaily sen:ve operations. Fig 5-2 is arraqnged in what

might normally be considered reverse or&er, CAr discuss n will trace the analysis

sequence t., define the data -eqoJrenents of data use tecrmiqe, in 4Qrationa, the

NDBS observational data atx' input to data _se c -dquest. The uncertziry which

exists in the data products provided to the Zltimate user is due to "ur restricted

ability to explain the natural variability in Ipace and time b the observational data

and the data use trchmiques. The data use technique developer shouLd obt ai:. a suit-

able balance betwe'n the natural vari....ity, the data use technique and te ob-srva-

tional data input in order to rcduce the unexplained (and therefore, unexpected)

natural variability which is significant to tty uitimate user in a benefit-cost sense.

In a broad sense, the data use technique developer is confrontad with a trade-off

problem. It is necessary for him to ascertain a measure of performance, signifi-

cant to, tit, ultimate user, and to perform a trade-off analysis oA alternative onser., -

tion, analysis, arid prediction systems using the ultimate user's performance

measure vs. cost. The nv'i-dimensions of concern to the data use developer are

presented in Fig. 5-3.
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r TI'tm s 0 Fhi da t,[ 11sc (Wvcioper are not indep endent. of those which con -

cern the ND>ciesi,,-ner f'igure .-)4 r(esult:: from overlai~ping Fig. 5-2 and Fig. 4-1

and lndicates an interface 6etvwce ti ( NI3's desigfer -rid th( data use developer. The

dlata user must specif, the datarjoui e~enis the data use techniques. The NDBSI
designer wfl'1 atteinot1 U, mratch the NDB-' h!;erv-alhinal data characteristics to th;ese

* ncata requjrecaents within t)-ie feasitve dryri of mne NDPIs. In tisj section, we

are eo.-odwjtV-,o thte data user sho:.uld a.-Iert-ain his data requrements and '.,.w

zhese sh.e2hi1 be seiid

* ~- 5.2 eeriCosdexatiws o' 0D-ta 17ser

'-he data requi rm --ats o4, dIata ts echniquas shuuld bespeeied in tervs oi

thce paramii~zters required as %eA] as pertinent parameter Characteristics, This

specifica#tion may bemade i vore twixiu~ way due to tlke nterrelatianship oYf tf*e

quantities to be disoused b-elow. (Thie mnethod of s8pecifyinFg the relative data require-

ment-s for data u.-e tzchiiqv(s is given in Table >5 3, In addition to the pertirient

parameters, we are c nerne- with tespecifileation of what is frequenth~ reforre6

to aE a rpresentative observation. The scales (x, y, z, 0 are specified for which

the natural1 variabliity needs to b,? resolved iby the observing sv stein. Since the

natural variabiliv varzes as a functioni of space jlocation anad depth) anti in tme

or season as well ae; with f'requencey xid wave number, ac~curacy requirements

are necessary to define -the natural variabilitv in these four dimensions. The

accuracy requ~renaents statement should bex made as tfk least stringent precisiou

required to be satisfactory to the data uiserL In addition to the scales which are to be

resolved, a staitement should be made of the scales which should Lx, filtered from tf~e

data rid any paraxneterization or eaivironxnental event identification within these scales.

Several data use system constraints are also pertinent. Thene inolude transnussi-n

time, observation time(s), observation interval {usuailty continuoub for wn operational

user) and space in the marine environment that is to be observed.

The I{DBS bystetn designer is undertaking trade-off studies in terms of' ali NDBS

performance measuire and cost which allow a rela lve ranking of the match between

tile NDE3S observational data characteristics and the data requirements of data use
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TABLE J3
REI.EVANT DATA I{F .UREMF \TF FOi DATA USF TECHNVPuEs

Paramete r(s)

Scales (x,y, z,t) to resolve Natural Variability

* Accuracy required I t(space:location (x,y), depth(z); time or season))

* flange

Scale-s (x,v,z,t) to filter .- pacameterization of events

Data Use system coniraints

* Transmission time

* Observation time

* Observation interval (if not continuous)

* Volume of Marine Environment to be observed

techniques (see Fig. 5-4). The data user is also undertaking trade-off studies in his

performance-cost environment. Therefore, it is necessary that a close interaction

exist between the NDBS designer and th,_ qtta use developer 'see Recommendations,

section 6. 1),

Let us consider the problems of the data user first from an ideal point of view

and then from a practical point of view with reference to Fig. 5-4. leally, the data

user knows the sensitivity of the ultimate user's operation, a pertinent performance

measure, and the pertinem environmental factors. The environmental factors in-

clude the parameters which are output from the data use techniques. The sensitivity

of the ultimate user's operations to environmental factors indicates the precision

necessary in the output of the data use techniques. Ideally, information is available

to bound the problem. "This informaton would describe the ultimate user's perform-

a,-e with no environmental support, with ' j)erfect" environmental support aid with

environmental support with the precision of climatological variability.

Ideally, the data user would also have at his disposal a trade-off analysis of

alternative data use techniques measured in terms of ultimate system performance,

as determined above, aid cost to provide the environmental information. This would

require that he have avaiiable a state -of-knowledge on the precision of each of the
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dpta use Lechnique- as a function oif input data requirementn- Ior giveni levels of

natural variabilit). Hc would then N, able to, ideaily, make a selection of' the niost

desirable data use technique iii a c,):t performance senisE) and would be- in a position

to specify the dat~a requirements ot a particular data use technique in a forml con-

sistent with Table 5-3.

Practically, his stau -of -kno-,wledge falls far short of that ideai re,!uired. The

data user may not have a clear pioture of his ultiniale user in terms of the informa-

tion required, forims, erironunental factors, sensitivity and relevant perfformance

reasbures. Our state-of-know ledge on the prec-ision of the outpDut of data use tkech-

niques as a function of the input data is fragmentary Our present operational data

use tech)niqufei, art- snaped b the existing available observational input data which is

very v_ mxitive from the marine enviornment. In a practical serqe, budget constraints

are of equal importance to technical teasibility con.Qtraints. The practical solution Is

to choose from aniong alternative technique development sequences which build upon

the present operational state-of-the-art, to formulate improved data use models,

develop the associated techniques, and proceed through a test and evaluation stage

which may result in a ieedback to a "revised model" formldation stage. The

practica! approachi is to take small iteps to reduce relevant uincertainty, i.e. , unex-

plained natural va-iability that is pertinent to the ult~mate user, starting with the

present operational system,

These general concepts can pe~rhaps be bo 1ter understood with reference to a

particular example which will be addrezsed in the next section.

5. 3 A Meteorological Data Use - The Public Weather Service

In this example of meteorologica; data use by a Public Weather Service, we

wiil discuss, in order, the three major canstdci-ations indicated on Fig. 5-5 to

arrive at the NDBS data requirements.

* 'Weather sensi,.ivity of the general public ultimate user,

* Natural variabj (it) a~s a function of f, k, ipace and time, and

" Applicable data use techniques.



It shu 11d hc mient incd tha Lb ht section (0 i) is to be inteiep r ted str ictl, as an cx -

anmpic of protc du rc The data, pr( vtldcd do not repro sent the re.sult of an cx haust xc

study but rativer thc state ol i-dormation readilyv available to the authors.

53. i WecathPer Sensitiv-ity Of the General Public User

The activities of the general public are diverse and vary betwreen sections of the

I ited States as well as betwe .. cities, urbrn and rural areas. On~ly a broad over-

vie'w , ai 6e considered iere, although we are considering an area of the United Stes

within which the potential obs-er-. ational data from theI NDBS is important input to the

d-ta. use techniques as indicated ini Fig. 5-1. Such an area i.,: the megalopolis ex-

tend-ing from Washington, D.C. to Boston, Massachusetts. Table 5-4 contains S.onle

typical activities of the genic al public which arc v eatheor sensitivte. In the upper

group of activities, criteria whicn measure satisfactory p~erform~ance include. satis-

factory accorypiishmcent of activity, human comfort, and enjoyment. In the lower

grout), c-iteria include dollar loss to property as well as death and injury . The

environmental factors causing this sensitivity are related to the paramieter-s and, or

phenomnena identified. Phic phenomuna identified have a specific meaniing to the gcn-e-,al

public and represeaL a mode of iniformation "parameterizatlo-,n" for con. 'unicating

comnbinations of parameters to the general public, e.g. , a hurricane signiifies high

wind speed (in excess of 75 mph), strong surf', storm tide., and heavy r'ain.

Most of the general public, operational decision options require short lead times

of .' to 2 hours. F )recast information is useful, bowex er, for planninig ope ration~s

for 0 to 136 hours. The forecas9t frequency >hould bic such to provide information with

greatest prey i..ion at the timle required by the gcneral public for decision and plAanning.

Generald public decisions arc most frequently made in the early morning and everting.

-5. 3. 2 Natural Variability

Wt. are concerned with the n-itural1 variability of thle particular parameters and

phenomena indicated in Tab~e 5-4. The important paramneters include precipitation,

temperature, wind, dew point and sunshine. The phenoniena indicated include ex-

treme values of these samec parametcrs. 'Fig. 5 G portrays the frequency -wave

number set, s of major atmosphe-ric phenomena. Separate diagrams for the -wind

*It should be noted that THW operates a commercial weat -,er forecasting service,
The 'Travelers Weather Servicea, covering the Hartford, Connecticut area.
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Fig. 5-5. Public Weather Service - Data Use Analysis

TABLE o-4
ENVIRONMENTAl. FACTORS FJR PUBLIC WEATHER SERVICE

Activity Meteorologicat Parameters or Phenomena

.. Work outdoors precp, sunshine, T, ,T d

SDry Clothes precip, sunshine, T, qT d
=d

Grounds Mainitenance precip, sunshine, T, 9

& Home Repairs

Auto Transportation precip, T

Outdoor Recreation precip, sunshine, T, ,y/

Danage to Property precip, T, ,Y/, hurricane, tornado, thunderstorm,
cold wave, heavy snow, freezing rain, storm tide

Damage to Life& Uimb precip, T, 9/, hurricane, tornalo, thunderstorm,
cold wave, lxeavv snow, freezing rain, storm tide!
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i o<..It~ tce"t rat ul, (, & u oI I t, 1) reciIitAt I( U lr(- (i L!~ ! I(. ifictluotO (!i' 1, 4

through I ig, -- 1. Information on the aiimpiituue of variability A the,,e paramieters is

not provideu in detail sinct- ;uch data (,ol iction was b)t' \nd t hc scope ot tfli 11-.vesti -

gation (see Recxommendations , SeC-tion r;.

5. 3. :3 Data Use Techniques for Pub-lic \Weather Service

The present state-uff-,7i-art of data Lise tee firique5: to support the public eathter

service are combinations of suhective and vbA)ective methods. 'The maljor phenomena

which influence the important parameters range downward in fre(ouencv and wxave num-

ber from Lne thunder-,torm, : s shcmn in Fig. 5~-6'The presentlY oper-ational oh)1CCtive

numerical wveather predictions teclhniques of the U. S. Weather Bureau are designed

to support each of the )perating services, such as the public weather service. These

analysis and pr#e KU__.n techniques afe desig-ed to predict the synoptic scale and

large-scal atirospheric disturbances. Data intensity over land areas are adequate

to suppc(-t these tech, ques. Ovei, ocean areas, however, the, horizontal ob-.ervatioa

itensity is univ adequate for the large-scale atmiospheric disturbances. The general

public, however, is sensitiyc to scales of Wrmospheric varlability which are not

predictable by present operational numerical Aesther pretdictions. Th.o public

weather service utilizes data use tech'niquc.: of ainalysis and prediction Ahlk.6 are

suitable to suppc'-t the general pubixc o. the scales of concern and kithin the i4bserva-

onl imnations. The state -o' -trw -.--t allows for subjective and ob?-ctivo' z-,I'

miethods. For foreasting, s5ubjective, kirv'matic, stat.'stical and lin,4ted -Jhysical

numerical techniques arc avaflable. 't here Is no unique technique andA the destgn and

dlevelopment of improved ainalysis and p-ediction techniques is a ccontinual process.

A conservative approach is to -xpect little evolution from the present operTational

data use t-chniques.

6. 4 NPTBS Data Ret.quirements for Public Weather Service

The data requiresi as uiput. to tOw dk~la use wochni'ques for the public w&eathv~r

qervice dei~ends upon -\;hich techniques are to be utilired; particularly, whaE scalev

will be observed- and analyzedi and preic~ed expiiciteiv (in deciil, aiid which

scale-i wkill be' "pmaaeterized' or fore.:L~ &MIn a statlst'cai sentii 'The "asumpton

made iiere is that init~all w~e 91h -needyif the data reiuirelients v ith no mr
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stringency than is necessary for the data use techniques being presently used or

detlaitely planned for use in the near futere, Since the public weather service of a

Megalopolis (Washington, D.C. to Boston, Mass.) is adjacent to the coast, the NMhBS

meteorological data complements the meteorological data over the land as input to the

data use techniques. The parameters required include temperature, wind, dew point,

precipitation and sunshine as well as pressure. Pressure is a parameter required

by the data use techniques even tho,,gh the public is not sensitive to pressure. The

available information on natural variability has been summarized on f-k graphs for

parameters measurable by the NDBS. Figures 5-6 through Fig. 5-1 indicate scales

which should be resolv-d, parameterized and filtered.

A i mewhat higher wave number resolution is required adjacent to the. coast

a ,.icw c wave number resolution (100 1 mi) would be suit ule at approxi-

mately 300 n mi from the coast. Along the U.S. east coast, this would resolve the syn-

optic scale and most hurricane disturbances. The 3-hour temporal sampling intensity

would be suitable. The requirements call for a parameterizing and filtering of all

scales of frequency greater than - 103 and wave length less than 150 or 370 kn. For

parfneterization, we require information on tL -ccurrece (or not) of non-resolved

phenomena as they yield a characterist.c signature on the parameter time series,

e.g. , squall line, thunderstorm. Short period parameter intensities pertinent to

design climatology should also be acquired.

I
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6.0 CONCLU]DING REMARK~S AND RECOMMENDATIONS FORl FURTHERI STUDY
AND EXPERIMENTATION

(6.1 Concluding Remarks

* A framework has been constructed relating the Natiomk' Data B~uoy

,;,stem characteristics to the natural variability of the marine !.vilron~rment tc

as.-ist thie NDBS systemn designer in specifying observational data characteristics

that are to be matched with the requiremerts of dat, use techniques. Ii nis fra.me-

w;ork is usable by the INDBS designer in trade-offs between cost and effectiveness

(or utility) of the ND2BS observational data characteristics needed to satisfy the

data requiremen ts.

* A structure har, been established relating:

- Marine environmental data requirements

- Data use techniques

- Natural variability of phenomena

- Needs of ultimate data users relative to mission environmental

sensitivity

Trhis structure has been devised to assist data u.~ers in documenting and revising

data ecquiremevnts commensurate with intended data use techn '-ues (predictionl

models).

0 A compendium has been made of the sc~des of natural vaciabliLY Of

meteorological and oceanographic parameters to be measured by th , NDBS.

Natural phenomena have been "parameterized, " to make possible 'road anal -

yses of the ability of various buoy networks to resolve these phenomena. it is

clear that existing information describing the amplitide of tho natural variability

and its variation in space and time (season) is inadeqtI-. Field experiments

in the marine environment will. be reeded to overcome ts lack of iuatrnlation.

6.2 Recommendations for Further Study and Experimentation

The resuit8 of the present study are limited by gaps in our present knowledge of

the natural marine environment.
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Certain of these identified fknowieAgc gaps may u~candidates for obsernational

and theoretic-! studies ii, the near luture. TIhe results of these investigations w-ill

likely iruluence the ceployinent ol instrumented buoys in the 1'irst phases of the NDBS

,: -ogra-m. Prelimninar investigations should focus on specific parameter- and

regions of the ocean that arc of high-priority L )nceern to NDBS development. It is

recommeinded that the ND131 DPO sponsor a continuing study of the interface between
the needs of data users and the design and operation of the NDBS. The advice and

cooperation of major operational data users having presently-defined tcehniques Ind

pi.ocedures for data use wvould be solicited to estalN -;h initial prio,-ities for collection

of data. It is suggested that the results and future plans for the conV suing DATA

Users, 'NDBS Interface Study be periodically reviewed by an appropriate Data Users

Advisory Group, r porting to the N ,DBS £90".

As a first step toward initiation of the recommended In~terface Study, a general

frarnewurk for observational and theorcticai study should be developed from results of

several present marine data collection programns involving buoys. Amiong these pro-

grams are the W1101 - ONR mfe'-red buoy studies in the Atlantic, the SIO-ONL-

Northern Pacific (NORPAC) (.yeriment, and the ESSA-coordinatcd BOMEX experi-

ment in the Carribean. Briefs outlin-mg the imipact of Ciesu. experiments on NDI3S

development arid implementation should be prepared for tho,, ,4DBS D1PO. These briefs

would be based uponi scientific analyses of the experimental resulWts. The brecfs and

scientific analyses would be available for review and use by a selected Scientific

Advisory Group, repKting to the NiJBS IWO.

To augment p~resent scie:.tific investigations, it is recommended that NI)BS DPC)

support observational studies dirc L(e t obtaiiang bette!r definP on of natural vari-

ability having specific application to high-priority NDBS design rejuiremt'nts. To

obtain this better definition, NDl-)I~i DO suppo-rt should include the early deployment

of single buoy ads llntoks of buo~s with observational -a-~racteristics detined

b ascenific organization that will alse bc resp)onsible for cialysis of the data. thus

assuring continuity tiroughout the o ntire scope of the scientiuic investigation.

Sun? lar experimiental programs sliould be conducted in a Lest environment to

determine the )erforniancc and en, eltiveness of varl )us hardware combiun:ions under

consideration for w-c in Llt NIMhS. The olbject of thes-,e ,xpe ri nwnts is to anticipate
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problems and seek feasible solutions. For example, problems may result from mis-

matching system characteristics with the natural environment. * 7ossihble solutions

for such problems might be achieved by some type of filtering of the sgnal, by changes

in some system component properties, or by replacement of the eatire system. The

design of tn, sie .u& s should include planning for "benchmnark 'standards (e.g. , simul -

tareous measurements from fixed platf'-rms), and for the inclusio.. of a wide range of

environimental conditions.

The Pres -i~t study has necessarily been restricted in its scope to those critica I

design proble-ns o1 tairm diate concern to the initial formulati n of a data -buov svyster.

The., z .± us t) -n lit, e or rio consideration of ot' r system design probiemns whic:

an iess -"'essir:L but which must b-~ carefully constclered in reachin~g the final oper-

ational "S.,ten Thc )resent study should thus b extenided to i..clude a cons13e ration

of su, fa-:tors as:

(1) Instrun'. nt sensitivity. Nkiat accuri-cy or threshoid should be ',hosen

f - measurement of each of the natural parameters to be observeo?

(2) ata quality. The des;,-n of the sensor and hardu 7re systemi wil

interact %, ith the data use techniques to affect the quality of the daita. The etect

of syv;tem design alternattives on quality should he exnloved.

(3) 19:ia exttc A. The dui-ation of -. :wection in 'both spact, and time

will affect tite usctulness of data obtained. This design ,haracteristic can - titer

trade-o considerations with instrument sensitivitv in some situations.

(4) Vertical variability. Little is known of the natural variabilitv in the

verti-ii dimnension. ';tudies, possibly in c rnbination witi, additional obsei-

'ational programb should be undertakei, Io define desigi. requirements in the

vertic -l.

An extreme exam~ple to ili1u, rate this point, a current n_ ter wil h
etaicharacteristics mnounted on a higb'-orofi!c buoy, moored in shalle N water with

mi elastic, large-scope mooring in a region of mild currents and strong .vinds w-uld
most likely )roduce highly erroneous curr~n' data.



A survy of availahle information irl terms of specific jeg na an,. seas n:4i

segments of the marine environment should be compiled inL an cas11vus( 1 form, jc

as a handbook, such as Ref. 1-4. This readily accesible K, se)t,-statc-, K

handbook would he of considerable use to d,si4,ners of tht NDRP, and to desi. r.

other marine data collection systems anti , nt vewlop( rs of techni-ues for t: •e ,

marine data. An important by-product sueh a s-irvey eIfort ,o.uld be the idc ltific_'

tha of gaps in our prestnt state-of -kno,vledge w,..ch mu ultimatei\ he fil led iK t.

perimental research.

.
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I. iNERTIAL OSCILLATIONS

Pure inertial motion occurs when centripetal acceleration due to the deflecting

force of the earth's rotation is balanced by centafugal force of the p-1h of curvatire

2
(2CIsinq)c =- - (1)

where fl is tha angular velocity of the earth's rotation, 0 is the latitude and c is the

velocity of a wat-r parcel relative to the earth.

The period of the inertial oscillation is given by

IT

T = sin1 (2)

and is therefore dependent only on the latitude. Oscillations of this period may also

occur in combination with other flow components. In very low latitudes the iwrtial

period becomes large and therefore 50 latitude was arbitrarily chosen Ra the upper

limit ,,ongost period, to be represented in Fig. 3-I. The lower limit (shortest period)

that appears in Figure 3-1 waF dictated by restriction of buiov placement ,-iove 60'

latitude cie to ice problems.

The radius of a pure oscillation is g.ven by

R c (3)

and is dependent of the .slocity and the location of the oscillation. Atthough R

constitutes the radius of the trajectory of an indlvidual particle In the oscillation, It I#

possible for entire oceans to be subject to such an inertial oscillation. "lwrefore,

the limit for the lower wave numbers (long wave lengths) should be dictated by the

physical limits of the ocean basin. The limits m the upper wave numbers (sho. -&

lengths) are prescribed by the minimum dimensions of an indivi al particle trajectory

at a particular latitude with a particular particle speed as can be mean from

Equation (3). The limits for the latitude have already been identified; the lower limit
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on the spcid was identifield as the staied accuracy of measu:'ment in the users

I ,quirements which was 0. 05 knot (2. 5 cm/sec).

I1. INTERNAL WAVES

Internal waves can only exist in a non-homogeneous medium iuch as the sea.

They form between subsurface water layers of varying density. The limiting fre-

quencies (angular frequency) of internal waves are

Q < l <Nm (4)

where -0 is the inertial frequency equal to farci the arular velocity of the earth

times the sine of the latitude and N is the maximum value of N(z) which is Brunt-m

Vaisala's frequency defined as

N(z) dp g 1/2(5)
dz 2

c

here g is the gravty, p is the denslty and c is velocity of sound. The Brunt-

Valsa]a frequency is a measure of the stability of the oceanic stratification.

Observed vai"r s of N in the ocean are of the order !0 - radianisec whilem
-4

< 1. 5 x 10 radfan/sc. Internal waves have been observed to have speeds of

0. 11 to 0. 60 knots. With observed values, and the relationship c :: f/k, limitig Ve

numbers are obtained at a particular frequency.

IL. ROSSBY WAVES

Conider the very simplest ca,- of an idepl (non-visctis) homogeneous.

incomupressible ocean In purely horizontal motion in wtitch there exists a simple

sinusoidsJ disturbance of wave length L. The relationship betven the phase velocity,

c, the. zonal velocity, U, and the change In the Coriolis parameter (20slnw) with

respect to latitude, 0, may be expressed as

L 2I U-c (6)
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The value of 0 is detern. !ned by the ititude and here agaun the limits of ii0 to 5- were

chosen for reasons stated above. The range of zonal speeds was chosen to correspond

to the range specified in the users requirements- viz. , 0. 05 to 10 knot:. The phase

velocity waE given an unrealistically large range for 0 to 40,000 cmi/sec, for the

purpose of exploring the area which is bounded in Fig. 3--1 by the resulL of Equation

(6). The relationship to relate frequency and phase velocity ,s c f/K.

t

A-5



APPENDIX B

MOORING AND PLATFORM MOTIONS

B-1



This aopendix is intended to generally descibe the possible moti-ns that a sing e

moor platform (surface and/or subsurface) i undergo under oceanic environmental

conditions. These motions can affect the data collecting capabilities of many of the

sensors on or suspended frc-n the platform. At tL..es, serious distortion may be

introduced into the time series rcoord obtained from thes. ;ensors. This distortion,

generaily termed "noise", may be induced in many ways by the motions of the platform

and/or mooring, as well as b, the imperfect response of the sensor to the resuling

transients and to the real transients which appear to exist in the sea. The sensors to

j [ be used by the NDBS will be affected to varying degrees by platform and mooring

motions. The current meter is the most susceptible to these platform-mooring effects.

The term mooring motions gierally refers to the mooring and float (surface or

subsirface) as one system which oscillates at variou, modes. A surface platform

(float), partiulnr~y of the surface filowing type, ,mdergoes many gyrations due to

surface waves. These modes of oscillation differ from mooring motions which arise

primarily from currents. The reader is referred to the Proceedings of the Buoy

Technolo Symposiums (1963 and 1967); (Marine Technology Society) for more detailed

informatio about platform motions due to sea surface waves.

Mooring motion ts the change in the equilibrium position of a moored platform in

response to a change in the direction andi speed of the current flowing past the mooring

and platform. The maximum amplitude of these motions occurs near the surface and

decreases to zero at the bottom. These motions beccme acute with respect to current

measurements wRich are made relative to the mooring so that mooring motion is

present s an extraneous signal in the zaeasurexm 't. Other NDBS sensors are

sensitive to these motions only in the presence of gradients of thc- varameter values.

In the presence of a rotary current (e. g., the Inertial current) the motion is

particularly pronounced if the amplitude of the ro y components excees the mean

current. The mooring is swept through an tf-gpflar orbit with the hi equency of the

rotary component at speeds that may attain a significant fraction o the measured

Wds. The amplitude c the rotary components can be considerably attenuated in

the relative flow passed the mooring ,ad platform tend to move with the current. For

example, a simple model may be derived 1151 to demonstrate that in the

presence of a 100 cm/sec rotary Inertial current of 17.5 hour period, the float or
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platform speed would be a steady 10 cm/sec for a given practical mooring compliance.

The speed of the mooring cable would decrease apprxArmately linearly with depth,

Therefore, the measured -arrents at depth an be contaminated with spurioua indica-

tions of rotary flow by the motion. At mid-deptha (2000-3000 meters), the speed of the

moor in the previous example would still be 5 cm/sec which is comparable to the

speeds expected in de,,-. water. The diaplacement of the mowring is approimately

proportiom-l to the horiz.,. .. nl drag a non-linear functkon of speed) and as a result

harmonics and inter-modulation frequencies are generated In the reco-rted velocities.

Several oscillatory modes have been detected or calculatedl from simple mooring

motion models and obse-rnationw. 115, 16, 17 1 The first mode acts like an inverted

pendulum and 's an oscillation of the entire mooring-platform system. For moor-

ings such as being used by WHOI (taut wire moor) the oscilla.ion periods is of the

order of 100 seconds. There is a second mde ( ote) of oscliatlon which occurs

between the float and anchor (see Fig. B-1). Its characteristic period Is shorter than

the first mode.

The first mode will alwaye be highly over damped and it is unlikely that it will

appear as an oscillatory motion unless the flow contains coherent fluctuatioa at a

resonant frequency. Although tae first mode will probably not appear as an oscillation

there will b, -ome distortion of the spet acord. Thlis di tortion can be estimated

from the Fofonoff and Garrett simpl, t,-retical model I U I Flgure B-2 displays the

response ct a mooring to a step function change in current where K is the mooring

compliance or "softness", u is the current speed, and u is the relative speed mea-0 r

sured by a current meter.

"be second mode (or type) of oscillation can be executed under certain conditions

and has been detected in current meter records. In May, 1964, a subsurface taut-wire

mooring (#161, WHO!) was set southeast of Bermuda in a depth of about 2500 meters
Record #1612 (depth 494 meters) contained a persistent rotary oscillation of the

instrument case for speeds above 22-24 cm/sec. The oscillations started and stopped

abruptly. Fluctuations of the vane and compass readings become coherent with a

period of about 4 seconds at 40 cm/ ec and increased in period to 9 seconds, then

ceased abruptly at 18 cm/sec. The pressure case had an external fin rigidly attached

to it, so the oscillation converted a rotary motion to the case with peak-to-peak
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Fig. B-2. (After Fofonoff and Garrett, It17 1)Response of a Mooring to
a Step Function Current. The displacement unit is Ku.
(where K =mooring compliance or "softness" and u
current speed) and the time unit Ku.The displacement (a)
Is shawn for a current applied at t =J and removed at t =10
units. The mooring speed (b) ricaled by uo i8 subtracted
from the current to yield the, relative speed (c) that would be
sensed by a current moter on the mooring.
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ampl.ptude of 30-400, The suggested exciting mechanisms for the oscillations is vortex

she.dng. This type of oscillation probably occurs frequently in taut-wire moorings,

but io usually not recognized at lower sampling rates and in the absence of a fin to

transfer t,a .adon to the instrument case. There is a possibility that the vortex

sheddL-,g frcqenci;s become locked to the m-oring oscillations mode (m -" 2) and is

"pulled" towards the resonant frequency. There were no comparable oscillations at

deper levels (#1614, 1494 meters) wh-re the currents were much weaker.

To arod complacency in accepting plausible explanations, spectra of kinetic

energy density from two half-hour segments of the current record were prepared. The

first spectra was taken just bef re the outbreak of ru. -y oscillation and the second

just after, Th(re is a stTong 8 second peak in the second spectrum which is the rotary

oscillation. However, a relatively strong peak in energy density occurs in both

spectra at 12 seconds. It represents an irregular speed fluctuation in the currents

record with no corzespondlng direction fluctuation. Fofonoff 1 16] has referred to

this peak as a "Aurgng" mode. The f-k graph, Fig. 3-1, of major oceanic phenomena

doss not show any surge mode with periods of the order of 12 seconds, which should

point up further the tentativeness of this graph on others appearing in this report.

Mooring-platform motion degrades the quality of the measured currents and

possibly many of the other parameters being measured in a region of gradients. The

magitude of t4J a motion has to be estimated to determine the conditions under which

it "., not negligible, Te effects in measured currents or other parameters can be

mini ized by techniques provided through a knowledge of the mechanics of the mooring-

pla-form motions. It is possible to construct models of mooring motionq and

estimate numericadly the motion for a given mooring configuration and current profile.

However, the Afculty of specifying a profile continuously in time from measurements

at iliscrete depths and be uncertainty of drag calculations make it desirable to obtai

an independent measure of the motion to evaluate the numerical model, In May, 1964,

WHOI conduct" mooing--plattorm motion experiments at sea off the Coast of Bermuew"

Two anchored buoys, StAtlon 158 in 2670 meters of water and Station 160 in 2157

meters of water, wore vivally tracked by two tracking azimuth telescces on a threv-

mile base line. The teklecopes vmre located 200 fee' %bove nea level and could locate I
the 7-foot toroidal surfswe flat up to 17 miles away under the best conditions.
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Unfortunately, t - floats were not always visible, especially during daylight hours 'wen

the flashing bcaconb on the floats could Dot be seen. F me of the results of this ex-

periment are seen in Figs. B-3 and B-4. Th. spatial excursion of Station 158 are of

tht order of 1 km. Statio., 160 has a smaller scope*, 90% as compared to 100% of

Station 158, and thus underwei t excursions of the order of 0. 5 km.

In addition to all these modtc of oscillation there are various forms of motions

associated with surface platforms. Some platform designs have mar-,n ed to eliminate

much of these motions by riding low in the water (placing the center of gravity of the

platform well below the sea surface). The surface following buoys (e. g., the discus or

boat hull) undergo a series of oscillations excited by surface waves, wind, currents

and mooring tension. These oscillations can take the form of yaw, swing, roil, pitch,

riding, and heave, dependini! on the buoy configuration and the orientation of the buoy

hull to the accelerating forces. Certain buoys eliminate some of these oscillations,

but most of he surface platfo, ms undergo riding (a fore-and-aft movement due to cyclic

tightening and relaxing of the anchor cable) and heaving. These two types of motion can

be transmitta-d down the mooring line and therefore might possibly be detected in the

near surface sensors on the mooring, as well as the platform mounted sensors. In

theory, the oscillation of the surface platform and near-surface moor associated with

surface waves should integrate to zero or at least possess distnguishable periodicities.

These zxcursions and oscillations can be graphically reprr ,nted on an f-k graph

(Fig. B-5) as bands of noise in frequency and wave nmnber. These bands are meant

to represent the limits of possible noise (distortion introduced into sensor recordo for

a variety of buoy configurations and moorings. It is not suggested that noise will occur

at all the frequencies and wave numbers in these bands, but it will probably occur at

several discrete intervals within these bands. Thi. band in wave --umber is estimated

to extend from 104 to an upper wave number determined by the sensor dimensions,

- 108. The band in frequency i estimated to be from 10 to 109 The upper limit

(10 9) on this band was chosen because of the findings of Toth and Vacbon [ 7 1 who

found "vibrati,"a energy due to variations in cable tension and vortex shedding arc

grouped in discrete frequency intervals, the highest of which does not exceed 60 cycles

*Scope is the ratio of mcorlng line length to depth. It can also be expressed as

a percentage.
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per second. " Oce buoy and mooring combinations have been selected, exieisive s,-a

tcst will have to be performed to determine the effect of moo~. g motiorq on sensor

records.
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I report presents a framework by whichthe characteristics

J~' rprtpeensa rmwokbywih~h caa L iste of Nati onal Data

Buoy Systems, the variability of natural phenomena in the oceans and atmosphere,

and data use techniques, mav be compared to better define what marine environmentjl

phenomena National Data Buoy Systems can measure most effectively. This framework

is based on the utalization of hypothetical buoy system characteristics which would

colie t measurements over a three dimensional array of points in the ocean at
regular intervals in time superimposed over wave spectral anfalysis of natural

enviroLental phenomena, using freqeency for time variability and wave number for spa e

variability. By matching the spectral rontent of the natural environme-t with the

characteristics of buoy systems, spectral windows describing what is measureable, may

cy an:al yged against their ability to meet the spectral content required by users

of marini, Ov1rnmental information.
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