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ABSTRACT

Experiments were performed to determine the feasibility of using

ALCAPP as one form of on-line d.%logue.

Assuming the ALCAPP (Automatic List Classification and Profile
Production) system is in an on-line mode, investigations of those
parameters which could affect its stability and reliability were
conducted. Fifty-two full text documents were used to teat how type
of indexing, depth of indexing, the classification aigcrithm, the order
of document presentation, and the homogeneity of the document collec-
tion would affeit the hierarchical grouping programs of AW1.PP. Six
hundred abstracts were used to study the effect on document -lusters
when more documents are added to the data base and the effect on the
final cluster arrangement when the initial assignment of documents to
clusters is arbitrary.

Results reveal that the only time significant differences in the
classification of documents does not occur is when the order of docu-
ment presentation is varied. Final clusters are significantly affected
by the initial assignment of documents to clusters. The number of
documents added to a data base allows stability of clusters only to a
cutoff point which is some percentage of the original number of docu-
ments in the data base.
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SEMTION I

IN"MCDUCTION

Just as a library divides its collection of books into subject categcries,

so must an automated system organize its files into sections to achiev'e

efficient storage and retrieval. However, if the classification Y

documents in an automated system is done manually, some of the advantages

of the high-speed c mputer are lost, due to the delays in preparing the

input. This problem has been recognized by researchers, and a number of

attempts have been made to devise a classification algorithm that would be

both reasonable and economically feasible.

In traditional classificatin systems, skilled librarians classify

documents into categories on the basis of subject content. In an

automated system, wh._re the work of classification must be carried out

by computers and not by people, class membership is determined on the

basis of the words contained in the document or in a list of index terms

ascribed to the document. This is a radically different principle, but

it is a reasonable one. Ideas are expressed in words, and documents on

different topics will use different sets of words to express ideas.

It follows, therefore, that documetas can be ordered into classes on the

basis of similarity or differences in vocabulary. It is further postulated

that classifying docume-ts in accordance with the principle of similar ward

usage would result in a classification system aznlogous to, but not iaentical

with, traditional subject categories and one that would be u.,able by beth

mjn and machins.
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A number of mathematical techniques for deriving classification systems

have been suggested. These include clump theory, factor analyses,

latent-class analysis, d.iscrimination analysis and others. References

to these techniques along with a brief description may be found in

Automated Language Procesg (Borko, 1967). In general, all of the

above pr.eeduree requiire lengthy computation and the amount of computer

time increases uy some factor, either the square or the cube, of data

base size. As a result, these sophisticated taxonomic techniques are

inmractical when applied to large data bases.

Lauren DLyle (1966), in a resenrch project supported by the Rome Air

Development Center, devisea a procedure for breaking this impasse, and he

described a method of automatic classificr' ion that uses computer time

in direct proportion--as a logorithmic function--to the number of items

in the base. The programs, called ALCAPP (Aptcmatic List Classification

and Profile Production), are based upon the techniques of Joe Ward

(Ward and Hook, 1963). Doyle's work was a major methodological

contribution, for it removed a great obstacle from the path toward

practical automatic document classification.

The current project was a continuation of the study of automatic

classification techniques and had as its major tasks:

(I) To investigate the statistical reliabilities of the ALCAPP

algorithms.
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(2) To evaluate the effectiveness of the machine-produced classification

hierarchy as an uid in predicting document content and as an

adjunctive retrieval tool in an on-line time-shared system.

(3) To recode the ALCAPP programs for operation on the GE 635 computer

which is available for use at the Rome Air Development Center.
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SECTION II

SELECTION OF THE DATA BASE

Since the RADC contract, under whose sponsorship these studies were

conducted, did not specify the subject content of the data base, it

was decided to use documents in the field of information science.

The main advantages are that these documents are readily available at

System Development Corporation and that SDC employs a number of experts

in this area. If necessary, thepe people could be used to evaluate

the reasonableness of the data processing results, e.g., indexing and

classification, and the effectiveness of the system. On the negative

side, information science does not have a well-specified thesaurus or

authority list of terms for use in indexing.

After consultation with the contract monitors at RADC, it was agreed

that the advantages of using a data base of information science materials

outweighed the disadvantages. With their concurrence, the following

documents were selected:

(1) The full text of the 52 papers that were printed in the

Proceedings of the 1966 American Documentation Institute Annual

Meeting (Black, 1966).

(2) The abstracts of 600 other documents in the field of information

science.
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Simplified keypunching rules were specified by the contractor

and approved by the monitor (see the Appendix). The entire

data base--that is, both the 52 documents and the 600 abstracts--was

keypunched in accordance with these rules and was thus mde available

for computer processing. The 52 full-text documents were used to

study the reliability and consistency of the automatic classification

procedure. A subset of these documents was used in the experiments

judging the incremental value of the classification hierarchy in

predicting document co-itent and relevance. The abstracts were used

to study the stability of the claesification categories as new documents

are added to the data base.
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SECTION III

PFRF3ATION OF WORD LISTS

The data used as input to the classification programs were lists of

index terms derived from the documents, and not the documents themselves

or their natural language abstracts. By indexing each document botli

Manula' L4 , machine-aided methods, the type and quality of the

indexing was varied. The length of the word lists was also varied by

creating lists of 6, 15, and 30 terms each. Thus, it was possible to

determine the effect that the type and depth of indexing would have on

the reliability and consistency of the resulting classification systems.

1. PREPARING WORD LISTS FROM THE 52 FULL-TEXT DOCUMENTS

The 52 full-text documents were to bie used to investigate the effect of

indexing type and indexing dopth on the reliability and consistency of

the ALCAPP classification procedures. To do so, each document was

indexed by six different procedures as follows:

Human Indexing 30 terms

Human Indexing 15 terms

&hman Indexing 6 terms

Machine-Aided Indexing 30 terms

Machine-Aided Indexing 15 terms

Machine-Aided Indexing 6 terms
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a. Human Indexing

The "human indexing" was done by trained librarians from the SDC library

staff. They were given copies of the 52 documents and asked to as~iin

30 appropriate subject headings. They were asked to use a free vocabiJary,

since no authority list was available. They were also instructed to arranF2

the terms in a rough order of iaportance, so that, for each document, the

first 6 terms, the first 15 terms, and the complete list of 30 terms could

be used separately for different phases of the experiment. In some instances,

the indexers found it impossible to list 30 terms, and shorter lists were

accepted.

Since there were no controls over the vocabulary, some editing was necessary

in order to achieve a degree of consistency and compatibility. The index

terms were keypunched, and sorted alphabetically, by frequency, and by

individual document. These lists were returned to the indexers for

editing and modification. Variations in the use of plural and singular

endings were changed, e.g., COMPUTER was changed to COMPUTES; certain

modifiers were dropped, e.g., MAGNETIC TAPE STORAGE was changed to

MAGNETIC TAPE; word order was standardized, e.g, ABSTRACTING, AUTOMATIC

become AUTOMATIC ABSTRACTING; near synonyms were combined, e.g., AUTHORITY

LISTS was merged into AUTHORITY F~ILE; and some namer were abbreviated, e.g.,

COW4II= ON SCI&TIFIC AN) TOCHMiCAL INFORMATION became COSATI, etc.

The sole aim of the etditing was to achieve consistency in the use of

terms for this expe.l-meot. It was not our purpose to create a generally

useful lexicon. No atterpt was made to combine generally similar terms
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into a single concept if the indexer believed them to be separate, so

that ALGEBRA, ABSTRACT and ALGEBRA, MODERN were retained as separate

terms. Similarly, if a single document was indexed by both COMMUNICATION

and CMUCATION OF TECHNICAL INFORMATION, both terms were retained.

For mechanical reasons and in order to reduce computer processing time,

each term was truncated at 15 alpha characters. In those instances where

truncation could cause ambiguityt the numeric digits, 1, 2, 3, etc.,

were added to insure uniqueness.

b. Machine-Aided Indexing

While it was not the purpose of this study to devise methods of automatically

indexing textual material, the project staff did process the documents in

the data base and prepared word lists as aids in the selection of index

terms. Each of the 52 complete documents was processed individually to

create an alphabetical list of all words used in the text, together with

their frequency of occurrence. This basic list was then reordered so that

the word with the highest frequency would be listed first and the others

would follow in descending order. Then, using an available routine that

would combine plural and singular forms of the saw root, the alphabetically

ordered list was rerun and words with the same root combined. Next the

individual lists of all 52 documents were merged, creating a unified

frequency-ordered list in which singulars and plurals were combined. An i

alphabetically ordered listing was also obtained.
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MANUAL INTJLNG

DOCtUMT NO. 1: Progress in Internal Indexing'

information storage and retrieval documentation
systems data processing systems--libraries

indexing computers--applications--libraries
automatic indexing report writing
indexing, manual research--indexes
abstracting and indexing services congresses and conventions--
subject indexing abstracting and indexes
coaputers--applications books--abstracting and indexes
computers--applications--writing and word files

editing sentence files
content analysis (computers) punched cards
machine translation sentence entities
cataloging of technical literature recursive procedures
computers--machine-readable text indexing term selection
computers-- research term dictionaries
information science--research internal indexing
cataloging

Figure 1. ManiaJ Indexing of Document No. 1
before Truncation

11I~orey, C. J. and M. H. Fstein. Progress in Internal Ind-_xing.
(Flack, 1966)
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MA.CINFN-AIDED IND5MING

DOCUMENT NO. 1: Progress in Internal Indexing2

te-m machine
index list
word core
dictionary system
sez.texce memory
table internal
text bits
oitput user
coc~uter external
file context
character cards
report purged
input publication
tape format
program coordinate

Figure 2. Machineo-Aded Indxixig of
Document No. 1

2 14aloney, C. J. and M. H. Jpstein. Progress in Internal Indexing.

(r'a-ack, 1966)
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MACHINE INDE(ING: ABSTRACT

Title: Idntifying and Locating Standards

1. standard 16. quality
2. bubject 17. symbol
3. number 18. LSrA (abstractor's code)
4. type 19. identification
5. report 20. deal
6, association 21. produced
7. national 22. difficulty
8. organization 23. microfiche
9. LeYxe 24. image

10. internixtional 25. cover
11. requirement 26. practice
12. Individual 27. initial
13. code 28. firm
14. identify 29. encountered
15. librarian 30. specification

Figi -e 3. Ecample of Machine-Aided Indexing
of an Abstract
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The task of the editor was to select 30 vords for each of the 52 documents

for input to the Hierarchical Grouping Progrw& Ehch list had to be so

arranged that the first 6 term and the first 15 terns could theuselves

constitute lists for processing. Using these various comuter prepared

printouts, the editor vas able to make the selection reasonably efficiently,

and tc prepare the lists for subsequent comuter processing.

2. PREARiNG wOD LImTS Fo THs 600 DOCtw aBsThAC

The 600 document abstracts vere used in the experiments designed to test

the stability of the groupings vhich result from the application of the

Cluster Finding Program. Word lists had to be prepared frow each of the

abstracts for input to this program. These lists vere prepared by

computer analysis on the basis of frequaey of word occurrences and then

minimally edited by the investigators. The abstracts vere not indexed

mnually, sinre our objective vas not to determine vhether there vould

be differences in the clustering due to di-ferences betvee manual and

machine indexirg. The extent of such differences vould be determined

mre precisely in the hierarchical structuring experiiwets, using full

documents. With the 600 abstracts, our or-l purpose was to masure

the stability of the resulting clusters, and for this purpose ve used

lists of 30 terms preWpaed by computer analysis of the abstractt.

I
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SN7flON IV

MKSURI T T RI AND OONSISTEtY OF M, ALCAPP SYST34

A classification systen is cousidered to be reliable if documents

classified into a givau category will be classified into that. same category

on subsequent trials. If the system is not reliable and the d&cument

classifications var,1, classification will not be a usefual adjunct to

retrieval. Reliability and consistency are necessary, but not sufficient,

conditions for a useful classification system. Therefore, the first

series of experiments were designed to investigate the reliability and

consistency of the ALCAPP system and the variables that affect the

reliability of the automatic classifications.

1. DESCRIPTION OF THE BIEWARCHICAL GROUTING PRCGRAM

It is ubvious that different classification procedures will result in

different classification structures. The Library of Congress Classification

,schedule differs from the Dewey Decimal, and clearly a machine-derived

system will differ from both of these. The task of thi project was to

determine the statistical properties of the ALCAPP method of mrhine

classification, and not czeare it with manual methods.

Machine classification is based on the assumption that documents

containing more words in comn are more rimilar to each other ir content

than are documents which have fewer words in connon. Rach document is

represented by a curroyte or list of index terms. As was pointed out

in the previous section, these index terms could be derived either manually

or by machine. The ALAP? programs begir. by cocqaring these lists and
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counting the number of identical terms in each pair. It constructs

a matrix--or rather a half matrix, since the data are symmetric around

the diagonal--in which each cell contains the number of terms the

two word lists share in common. In this study, 52 document index

lists were compored, so the artual number of comparisons is

52 x 51
2 1,326.

The program searches the matrix and finds the largest cell value,

i.e., that pair of documents with the most terms in common. in

case of tie, the first value is chosen. These two documents--let's call

them i and D j--are now chosen to be the first pair in the hierarchical

classification structure. This completes the first iteration of the

program.

In the second iteration, documents i and J have been eliminated and

combined into one value--call it G 1. A new matrix is created of order

N-l, or 51. Documents i and j are excluded, but in their place is a

new vector G1. The program now calculates the similarity of the

remaining documents to G1 and places this value in the appropriate

cell. It then searches the matrix for the highest value. This value

can represent the similarity of two documents, as was the cass in the

first iteration, or it can represent the similarity of a document with

G . If the forraer is true, the two documents will be combined to form

a new group of two, wbtle in the latter instance, a third document will
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be added to the first group. In either case, the new group is called

G ., and the program has completed the second iteration.

To complete the entire hierarchical grouping str-cture, one less

iteration than there are documents in the set will be required. The

last iteration will form a single group containing the entire

collection.

A mathematical description of the classification process can be found

in the documents by Ward (1959), Ward and Hook (1963), and Baker (1965).

By using the same basic technique but varying the function used to

calculate similarity, different hierarchical structures can be formed.

(Figures 4 and 6 are examples.) The program can also label the nodes

of the structure, thus providing an indication of the common elements

that link the documents together (see Figures 5 and 7 as examples).

2ý MFASURING CLASSIFICATION SIMILARITY

Classification similarity is measured by means of a distance matrix

that provides a measure of the distance separating each document from

every other document in the classification system. This procedure is

used to provide a rigorous measure of the reliability and consistency

of automatic classification under different laboratory conditions.

For these purposes a small, intensively analyzed sample of 52 documents

was considered.

7I
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'IERARCI-iLL Cl.uJTERING SCHEMz. 2

1 lteroture 14 tape 27 cirstion 40 sheet
reference pnqe research subsystem
I ibrary pbhl cation concept interest
subject sentence test profile
search "n,,e fncl~sis file

2 group 15 L.oae 28 terms 41 interest
literature text chemical notification
paper character evaluation SDI
reference font experiment sheet
form i put level statistics

3 facet 16 storage 29 expeoiment 42 sheet
group card terms subs>.stem
classification request abstract interest
thesaurus file quustion 'ibrory
i teroature question search data

4 clmsification 17 request 30 termn 43 orgonization
group example chemical s.ientific
automatic figure experiment vocabulary
coordinate requester oanwer need
documentation synonyr, concept technical

5 clmsification 18 request 31 model 44 scientific
thesaurus record distribution toeedcategory card figure otgcnization
EJC slnr1ge question vocaoblary
group oook analysis science

6 word 19 question 32 distribution 45 need
program search factor scientific
time request model center
subject research set serv icelist subject significant dissemination

7 similarity 20 question 33 set 46 need
matrix search significant scientific
automatic retrieval variable service
clasification information method technical
data computer resu I t user

8 descriptor 21 information 24 image 47 center
EJC system microfiche need
section document access problem
thesauris index micro,*lm resu It
technical user file service

9 dictionary 22 language 35 image 48 center
language request microfilm service
word subject frame need
term search keyboard lechniccl
retrieval term microfiche OAsarocr

10 dictionary 23 example 36 microfilm 49 facility
citation synonym film
rule figure frome language
tool relationehip ; anoge file
language value microfiche data

II aictionory 24 catalog 37 article 50 eaucataon
tope item keyword focKi ; tylist material content value
.:ode machine ournol language
format record title paper

c2 citation 25 engineer V• intert 51 inforaot;on
iteratrure concept profile systom
title science subsystem inde.form study category norCu"sntI ;st pro jec t articloe ret' e,

13 publ icotion 26 con.ept ? 1 0er
sentence ter-v Outo
text researt, o
format oDI-er foct
tope chhecao nt'rest

Figure 5. Hierarchical Clustering
Scheme 2
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HIERARCHICAL CLUSTERING SCHEME 3

1 liter,tre 14 need 27 facility 40 dr :r;ptor
reference scientific paper F )ý
library service language section
subject center file thesaurus
search organization data technical

2 group 15 (,enter 28 facility 41 modellI terfatre serv ice paper d istribý tion
paper need author figurer.ference scientific language question
(ofm machine form analysis

3 facet 16 center 29 image 42 system
group ;ervice microfiche index
classification need acces search
thesaurus technici-rI microfilm retrieval
literatre okotract file information

4 c lcs;ficooion 17 language 30 image A3 system
group request microfilm information
automatic subject frame index
coordinate search keyboard search
documentation term microfiche document

S sim;Iarity 18 chemical 31 m .rot; I.r¶ 44 system
motri. aOe-er film information
autom,;ric problem "ran. indexclassification request rmnog-) documer.t
do*e language microfiche retrieval

6 storage 19 aum-er 32 microfilm 45 system
card chemical page information
request terms f,lm indexfile experirer.t I"me document
question t.bIl1em image retrieval

7 mechanized 20 ormwer 33 enrinee. 46 systemt"pe chemi a! concept information
crare epoerimerts science indexrefqes! rel r 'jo;%h ip study document
storage term. pro iect retrieval

8 1ipe 21 experimer•: 34 engineer 47 information
Format terms study system
Crr ,,omtroct table index
cooi;nmte question concept documetrr
I BM Vorch scie*,ce retrievo!

p'ave 22 or t; c. e 35 enrgirneer 48 ;nform.,tion
li!e ke Y -Ord stud> syste,
or.."0, content field ;inde
forot IOU r rna! research document
c oro title table retivol

10 fIl 23 article * acticnary 49 informationr
car., ltey-..d to r-gsge systemveer srA~yse ward ide.

s~c'con~trrtwr' docurrenstape 0.rnal rtr 4voJ 'erevlo

seI sea, 2 4 rft 37 hc t ,Onoy •0 ,ntor.mot cn

r~~- •. , •+Oe 'e,,exv

+• 7, c.-'cnt Cls~~.e Crix.

2 ~or" 3 .- iS zcS 'r-r 0

S.-d

?I~gure 7'. Fiierakrch-isal Clustering
Scheme 3
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Document No.

1 2 3 4 5 6 7 8- 10 1 12

1 0

260
3 9 9

4 6 4 9 0

5 4 6 9 6 0

6 9 9 8 9 9 (

7 9 9 8 9 9 3 0
8 6 1 9 5 6 9 9

099

5496

12 9169689 9 669609

51 
0

52- 
- -

piguz~ 8 D±st~fce I"trix Basad V~on Figure 4e
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In these experiments, the distance matrix was a symnetrical matrix of

order 52, for we were using 52 documents. The number in each cell

(the intersection of each row and column) represents the number of

the level at which the two documents are joined. A distance matrix

vias computed for the 12 documents distributed on the hierarchical

clustering scheme, as illustrated in Figure 4. The half-matrix of

distances is shown in Figure 8.

Once the distance matrices have been computed, it now becomes possible

to determine the degree of similarity between any or every two matrices

by correlating the respective columns. Thus, it also becomes possible

to measure the importance that such variables as the depth or type of

indexing would have on the similarity of the resulting classifications.

3. VARIABLES RELATED TO CLASSIFICATION SIMILARITY

What makes one classification scheme similar to another? What variables

affect the degree of similarity between two classification schemes?

These studies were designed to shed some light, in the form of statistical

data, on the intuitive answers that are usually given to the above

questions.

Based upon a logical analysis, the following five variables are believed

to be related to classification similarity:

(1) The homogeneity of the document collections.

(2) The classification procedure, or algorithm, beirg used.



(3) The type or quality of indexing--whether it be term or concept

indexing.

(4) The depth of indexing used.

(5) The order in which the documents are processed.

These variables were conpared systematically in order to determine their

effect on the resulting classification structures.

a. The Homogeneity of the Docu t Collection

One of the variables that could affect the reliability of the classifi-

cation procedure is the homogeneity or diversity of the document

collection. To test the effect of this variable, we would need four or

five different documet collections, and these collections would have to

span a range fro a narrow hard science collection, such as solid state

physics, through perhsps the broadeT field of geology on to the still

broader field of social sciences. This project is basically a pilot

study, and because of tie and cost constraints, ve aecided not to

snipulate the data base as a variable in this exerimental decign.

Instead, ve Upt the hcamiogeity factor constant by 1lmiting the

analysis to the field of informatica sci•nce documentation. The selected

collection of documents probably constitutes a mid-range position on the

scales of diversity and hardness of data, for It covers a single,

relatively hbogmeous but broad subject area in the social sciences.

I



-23-

b. The Classification Algorithm

In the course of SDC's research program on automated classification,

a number of different algorithms have been developed. While all of

them use basically the same technique described in Paragraph 1, they

do differ in the averaging function used--the mathematical formulas

for coeputing a value of group similarity.

Two such algorithms seemed particularly worth investigating and

cczparing. These were arbitrarily called WD-2 and WD-3 in a sequence

of modifications. The WD-2 algorithm maximizes the within-group

similarity function and puts a premium on preserving the homogeneity

of groups that have alreary been formed. The WD-3 aJgorithm takes

an opposite approach and combines lists that have a minimu dissimilarity

as contrasted with a maximu similarity.

While It might appear on the surface that thLse functions should

perform stmJlarly in forming groups, this need not be the case, for

the program examines different data (see Figures 4 and 5). By

including both programs in the experimental design, it was possible

to cocpare the form and reliabilities of the cla&siflcatlon stiuctures.

c. The Type (or Quality) of Indexing

The dac.Amets to be classified vere indexed by qualified librarianr

who were Lnsatucted to use =lti-word concept or subject ilexing.

In addItion, these same docimentG were indexed by kcr words using

mwbhine-a•ided selectcoi techniques. Obviously, the lists differ.

I
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The question being investigated im Do classification systems

based on huarnn indexing differ significantly from classification

systems Lased upon machine-aided indexing?

d. The Depth of Indemcing

Since the inputs to the classification program are lists of words,

it was iportaut to investigate the effect that different-sized lists

would have on the reliability of the classification structure. In

order to test the effect of this variable, different length lists,

containing 6, 15, and 30 terms each, were used and varied systematically.

e. The Order of Document Presentation

In the description of the hierarchical grcpin6 program (Paragraph i), it

was eqlaned that, altbough the progrm cambined documnts into gros

by searching the similarsty mtrix for the higbest cell value, when

more than one cell had the same value, the first position was used to

form the gro'4. As a result of the procedure used, the order in which

the documents are processed could affect the final hUerarchical

classification structure.

A series of experints were designed to determine whether the order

of document presentation would cause significant dcfferences. The 52

doc,.mmmts were arranged in three different orders for input to the

computer program. The docummts were numbered frc 1 to 52. The

first order arranged the dociments in r -endin nuerIcal value. The

second ci-der was the reverse, with docuaet nmber 52 being
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processed first. And the third order was a random arrangement of

the documents. For each of these three arrangements, hierarchical

groupings of the 52 documents were conputed and their structures

coqpared for similarity.

4. THE EPWNRDTAL DESIGN

The aim of this set of experiments was to iinrestigate the -eliability

and consistency of automatically derived classification hierarchies,

as selected attributes are varied in a controlled fashion. The four

selected attributes are:

(1) The classification algorithm:

WD-2

wD-3

(2) The type of document indexing:

M = machine-aided

H = human

(3) The depth of indexing:

6 terms

15 terns

30 t erns

(4) The order of docunent input for processing:

01 = asceniing order 1-52

02 - descenciirng order 52-1

03 = r!ndom order
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In order to vary the attributes systematically, under all possible
conditions, 36 hierarchical clascification s ructures were required

(2x2x3x3). Figure 9 liets all 36 classification matrices and the

particular attributes that, were used in their construction.

Once the classification structures iere derived by machine processing,

the information contained therein was transformed into sets of distance

matrices, which were, themselves, correlated. The 3utcane of the

correlation program was a 36 x 36 matrix, in which the rows and columns

are the 36 different classification structures, and a cell value is

the correlation coefficient indicating the similarity betveen the pair

of classification schemes. The complete correlation matrix is

.:eproduced as Figure 10.

The following criteria were used in interpreting the correlation

matrix:

(1) High Similarity r = .10 to .99

(2) Moderate Simi.Larity .40 to .69

(3) Slight similarity 2 to .39

(4) No Similarity .00 to .19

Tese numbers and ranges are aseful In making comparattive judgments

and not for absolute scalar judgments.

i "1
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Algorithm Type Depth Order Algorithm Type Depth Order
I - 6 1 1H 6

1 WD-2 M 6 01 19 WD-2 H 6 01
2 WD-2 Mi 15 01 20 WD-2 H 15 0

3 WD-2 M 3C 01 21 WD-2 H 30 01

4 WD-3 M 6 01 22 WD-3 H 6 01

5 WD-3 M 15 01 23 WD-3 H 15 01

6 WD-3 M 30 01 24 WD-3 H 30 01

7 WD-2 M 6 02 25 WD-2 H 6 02

8 WD-2 M 15 02 26 WD-2 H 15 02

9 WD-2 M 30 02 27 WDD-2 H 30 02

10 WD-2 M 6 03 j28 WD-3 H 6 02

11 wD-2 Mi 15 03 129 WD-3 H 15 02

12 wD-2 Mi 30 03 130 WD-3 H 30 02

13 WD-3 M 6 02 31 WD-2 H 6 03

14 WD-3 M 15 02 32 WD-2 H 15 03

15 WD-3 M 30 02 33 WD-2 H 30 03

16 WD-3 M 6 03 34 WD-3 H 6 03

17 WD-3 M 15 03 35 WD-3 H 15 0Z

18 WD-3 M 30 03 35 WD-3 H 30 03

Figure 9. Classification Structures Showing
Systematic Variation of Attributes
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Array 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . 17 18 19

1 100 18 20 28 16 4 84 24 18 78 1 21 37 19 3 35 16 2 -1
2 18 100 21 15 46 14 23 58 28 19 53 24 21 43 16 16 43 15 2
3 20 21 100 11 20 26 21 24 74 22 32 57 17 28 23 13 22 24 64 28 15 11 100 24 31 38 22 12 48 21 19 86 26 30 96 27 27 15 16 46 20 24 100 55 18 41 32 15 54 33 26 84 54 28 85 55 36 4 14 26 31 55 100 3 17 25 6 24 28 27 55 87 33 45 91 27 84 23 21 38 18 3 100 30 20 90 26 23 51 22 3 45 21 1 38 24 58 24 22 41 17 30 100 31 31 48 25 34 39 18 24 35 15 29 18 28 74 12 32 25 20 31 100 20 49 61 19 39 29 13 38 28 510 78 19 22 48 15 6 90 31 20 100 23 26 60 21 7 53 19 5 111 20 53 32 21 54 24 26 48 49 23 100 52 30 61 27 22 63 25 512 21 24 57 19 33 28 23 25 61 26 52 100 25 38 35 21 37 34 8 113 37 21 17 86 26 27 51 34 19 60 30 25 100 31 27 87 31 24 214 19 43 28 26 84 55 22 39 39 21 61 38 31 100 53 30 89 54 515 3 16 23 30 54 87 3 18 29 7 27 35 27 53 100 31 44 95 216 35 16 13 96 28 33 45 24 13 53 22 21 87 30 31 100 29 29 217 16 43 22 27 85 45 21 35 38 19 63 37 31 89 44 29 100 46 418 2 15 24 27 55 91 1 15 28 5 25 34 24 54 95 29 46 100 319 -1 2 6 1 3 2 3 2 5 1 5 8 2 5 2 2 4 3 100 320 8 -1 5 2 2 0 9 -2 5 6 6 12 5 2 1 2 2 1 30 1021 2 1 1 4 2 3 0 1 1 -2 1 -2 2 4 2 4 4 4 5 122 -7 -2 -1 19 2 -1 2 1 2 5 1. -2 17 2 -2 15 6 -I 33 223 -6 -3 -1 17 3 -2 3 -1 1 5 1 -1 15 5 0 14 7 0 30 324 3 -1 -4 4 7 3 0 -1 -2 0 3 -4 4 8 1 4 7 2 6 125 2 -4 0 1 -3 -3 3 -4 1 2 -3 0 0 -3 -3 1 -4 -3 64 326 7 -2 2 -1 -3 -2 8 -3 3 6 1 5 2 -3 -1 0 -3 -1 30 627 2 1 0 5 5 4 0 0 0 -2 2 0 3 7 3 5 6 6 6 128 -9 -2 0 22 3 1 1 1 2 5 1 -3 19 3 0 1 7 1 33 229 -8 -2 -2 20 5 0 -1 0 1 1 2 -1 16 6 1 17 9 1 27 3

30 3 -1 -4 4 7 3 0 -2 -1 0 4 -3 4 8 2 4 7 2 7S 31 7 -3 3 2 C0 -2 7 0 2 7 0 1 1 -1 -3 2 -2 -2 nO 2
32 7 - 1 4 5 1 0 10 -3 5 7 5 11 7 1 0 5 1 0 '16 8
33 2 i - , 4 r 4 -1 1 -1 -2 2 1i 2 7 3 4 6 0 0

,i 34 -7 -3 -1 20 0 -2 2 1 1 6 0 -3 18 0 -2 lb 4 -2 31 1
! 35 -8 - 1 -1 15 9 1 = 1 0 2 i 3 -i1 12 11 2 13 i4 2 26 3

36 3 -1 -4 4 7 3 0 -2 -1 0 4 -3 4 8 2 4 7 2 7 1

Figure 10. Intercorrelatimo Matrix of 36 Classffici

A



17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36

16 2 -1 8 2 -7 -6 3 2 7 2 -9 -8 3 7 7 2 -7 -8 3

43 15 2 -1 1 -2 -3 -1 -4 -2 1 -2 -2 -1 -3 -1 1 -3 -1 -I

22 24 6 5 1 -1 -1 -4 0 2 0 0 -2 -A 3 A4 -I -I -1 -4

27 27 1 2 4 19 17 4 1 -1 5 22 20 A4 2 5 Z, 20 15 L.

85 55 3 2 2 2 3 7 -3 -3 5 3 5 7 0 1 5 0 9 7

45 91 2 0 3 -1 -2 3 -3 -2 4 i 0 3 -2 0 1. 2 1 3

21 1 3 9 0 2 3 0 3 8 0 1 -1 0 7 10 -1 2 -1 0

35 15 2 -2 1 1 -1 -1 -4 -3 0 1 0 -2 0 -3 1 1 0 -2

38 28 5 5 1 2 1 -2 1 3 0 2 1 -1 2 5 1 1 2 -1

19 5 1 6 -2 5 5 0 2 6 -2 5 1 0 7 7 -2 6 1 0

63 25 5 6 1 1 1 3 -3 1 2 1 2 4 0 5 2 0 3 4

37 34 8 12 -2 -2 -1 -4 0 5 0 -3 -1 -3 1 11 -1 -3 -1 -3

31 24 2 5 2 17 15 4 0 2 3 19 16 4 1 7 2 18 12 4

89 54 5 2 4 2 5 8 -3 -3 7 3 6 8 -1 1 7 0 11 8

44 95 2 1 2 -2 0 1 -3 -1 3 0 1 2 -3 0 3 -2 2 2

29 29 2 2 4 15 14 4 1 0 5 18 17 4 2 5 A4 1 13

100 46 4 2 4 6 7 7 -4 -3 6 7 9 7 -2 1 6 1 IA 7

46 100 3 1 4 -1 0 2 -3 -1 6 1 1 2 -2 0 6 -2 2 2

4 3 100 30 5 33 30 6 64 30 6 33 27 7 60 36 6 31 26" 7

2 1 30 100 11 20 39 11 34 62 10 20 31 11 29 86 11 19 32 11

4 4 5 11 100 6 10 36 7 13 91 7 11 3(, 6 10 '9 7 13 36

6 -1 33 20 6 100 69 24 35 15 7 95 63 24 39 21 7 98 f 0 2 .

7 0 30 39 10 69 100 33 33 32 12 71 83 33 2(- 39 .3 70 85 33

7 2 6 11 36 24 33 100 4 t1 3Y, 2f, 30 100 A 7 35 25 3. 100
-4 -3 64 34 7 35 33 4 100 35 5 3-, 23 2 75 38 6 3- 21

-3 -1 30 62 13 15 32 11 3Y 100 12 1 -' 28 12 2t, 62 12 15 27 12

6 6 6 10 91 7 i2 34 r, 12 W00 8 1 3 35 5 8 97 7 1 . 3,

7 1 33 20 7 95 71 26 34 14 8 W00 'I 2I, 37 21 8 95 0,3 2f,

9 1 27 31 11 f,3 83 30 23 28 13 t 100 30 17 31 13 88 30

7 2 7 11 36 24 33 100 4 12 35 2, 30 100 . 3 35 25 1. 100

-2 -2 h0 29 f, 39 26 4 75 2b 6 37 17 i00 3 .0 7

1 0 36 8b 10 21 39 7 3F 64 S 21 31 S 3. 1)0 9 21 3 .
6 6 6 11 89 7 13 15 6 12 9" 8 1 .3 S . 00 Q ,L 3,

4 -2 31 19 7 98 70 25 3 15 - 95 , 2:) -.0 21 . 00 -2 2',

14 2 26 34 13 h0 85 34 21 27 1V 03 81 J 3. 62 100 3/.

7 2 7 11 36 24 33 100 1 ? 2 2 2, 30 WO JZ, 2, 34 100

x of 36 Classification Structures

Li)
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In addition to the entire 36 x 36 matrix, which coatains 1,296

values, sections of the matrix are presented below in tabular form as

these data relate to the attributes being investigated.

a. The Effect of the Classification Algorithm--WD-2 or WD-3--

on the Reliability of the Classification Structure

Since, as was discussed in Paragraph 3b, the algorithms used in the

WD-2 and WD-3 programs are different, it was desirable to investigate

the degree of similarity between the classification structures that

result from their use. Would those different machine procedures yield

very different or very similar classification structures? The results,

recorded in the last column of Figure 11, list the values of the

correlation coefficient as varying from .28 to .63. These figures

indicate that there is a slight to moderate degree of similarity

between the structures derived by the two classification procedures.

These results are in accord with our intuitive expectation, and they

reinforce our notion that, even though the inputs are the same,

different machine classification algorithms will result iL different

document groupings--the degree of similarity being dependent upon

the similarity of the procedures used. This last statement should

perhaps be modified som.bhat, for the data seem to suggest that

machine classification based upon machine-derived index terms is

slightly more reliable than is machine classification based upon

concept index terms. However, this is only a tentative formulation,
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A B C D E F

Classification Type of Depth of Order Matrix Correlation
Algorithm Indexing Indexing Pair
Pairings

1 WD-2&3 M 6 01 1-4 .28

2 WD-2&3 M 6 02 7-13 .51

3 WD-2&3 M 6 03 10-16 .53

4 WD-2&3 M 15 01 2-5 .46

5 WD-2&3 M 15 02 8-14 .39

6 WD-2&3 M 15 03 11-17 .63

7 WD-2&3 M 30 01 3-6 .26

8 WD-2&3 M 30 02 9-15 .29

9 WD-2&3 M 30 03 12-18 .34

10 WD-2&3 H 6 01 19-22 .33

11 WD-2&3 H 6 02 25-28 .34

12 WD-2&3 H 6 03 31-34 .40

13 WD-2&3 H 15 01 20-23 .39

14 WD-2&3 H 15 02 26-29 .28

15 WD-2&3 H 15 03 32-35 .34

16 I WD-2&3 H 30 01 21-24 .36

17 WD-2&3 H 30 02 27-3C .35

18 WD-2&3 H 30 03 33-36 .35

Figure 11. Correlation of Classification Structures
when the Classification Algorithm Is
Var Led
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based upon the fact that the correlation coefficients are slightly

higher for machine indexing than for human indexing. These results

need to be verified before they can be given much credence.

b. The Effect of Indexing Type on the Reliability of the
Classification Structure

This section describes the study of the differences in classification

structure caused by human and machine-aided indexing as all other

variables are held constant. It will be recalled that human indexing

was done by trained librarians from the SDC library staff who were

asked to assign appropriate multiple-word concepts as index terms.

In contrast, the machine-aided indexing was of the single-word uniterm

type.

The table in Figure 12 is arranged to show, in a clear and unmistakable

manner, the importance that indexing style--human or machine-aided--

has on the structure of the automatically produced classification

hierarchy. Column A is the same throughout the 18 rows; the letters

M and H simply indicate that in all cases we will be comparing machine

and human indexing. The first nine rows of column B indicate that we

will initially examine the data generated by classification algorithm

WD-2 and then lock at WD-3. Column C indicates the depth cf indexing

and column D the order of input. In column E are listed the pairs of

classification structures that meet all preceding conditions (see

Figure 9); and in the last column, •hc ,&alu'z of thc apjr0ý:iate

correlation coefficients are recorded.
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A B C D E F

Indexing Type Classification Depth Order Matrix Correlation

Pairing Algorithm Pair

1 M&H WD-2 6 01 1-19 -.01

2 M&H WD-2 6 02 7-25 .03

3 M&H WD-2 6 03 10-31 .07

4 M&H WD-2 15 01 2-20 -. 01

5 M&H WD-2 15 02 8-26 -. 03

6 M&H WD-2 15 03 11-32 .05

7 M&H WD-2 30 01 3-21 .01

8 M&H WD-2 30 02 9-27 .00

9 M&H WD-2 30 03 12-33 -. 01

10 M&H WD-3 6 01 4-22 .19

11 M&H WD-3 6 02 13-28 .19

12 M&H WD-3 6 03 16-34 .16

i3 M&H WD-3 15 01 5-23 .03

14 M&H WD-3 15 02 14-29 .06

15 M&H WD-3 15 03 17-35 14

16 M&H WD-3 30 01 6-24 .03

17 M&H WD-3 30 02 15-30 .02

18 M&H WD-3 30 03 18-36 .02

Figure 12. Correlation of Classification Structures
when the Type of Indexing Is Varied

i

-I4
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These data are of great significance. Th•f clearly show that, given

the same set of documents, machine-tided indexing based upon key words

will result in an entirely different distribution of the parent

documents in the machine-produced classification structure than would

be obtained if the input lists were multiple-word concept terms

prepared by skilled humans. Note that we have not said that one

structure it better than the other (we discuss utility in Section VI

of this report) but only that the structures are significantly different

to a degree that most of us would not have Lenticipated.

All the values in column F are essentially zero, with the exception

of the values in rows 10, 11, and U., which show slight positive

correlations. These occur under classifications procedures WD-3 when

the depth of indexing is six terms. tUvder these conditions, there are

the greatest similarities--although still slight--between the classifi-

cation structures derived from h-s- and machine-aided indexing. This

finding is consistent with the findings that the effect of depth of

indexing is less marked when W'mn index lists of six terms are

processed by the WD-3 program.

c. The Effect of Indexin Depth on the Reliability of the
Classification Structure

The next question we wish to iryeatigate is whether the number of

indexing terms on the list being processed affects the classification

str•ucture even though all other variables are counterbalanced.
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Another wy of phrasing this seme qUestion is to ask whether the

classification structures derived from 6, 15, and 30 terms would

be significantly different from each other.

First let as examine the effect of using indexing lists of 6, 15,

and 30 term that were machine derived, input into the WD-2 program

in order 4If. Since there are three conditions, taken two at a time,

there are three interrelationships--rows 1, 2, and 3 of Figure 13.

These first three rows are interpreted to mean that the hierarchical

classification structures derived by using different length lists of

term have an essentially zero correlation, and are therefore not &lU

similar to each ceher.

But before coing to any ovw*l conclusion., let us examine the next

six rose In Figure 13. If the hierarchical arrangewmt of the

docuimnts in a classification structure is pr" dependent tpon

the length of the index list, then we would expect to find similar

results over the three orders of input.

The expected results are brrne out by an examination of rows 4, 5,

and 6, end rove 7, 8, and 9. Siqply varying the size of the list

vhile using machine-aided indexing and the WD-2 program will cause

siguiflcant changes in the c->oification structure.

I Li
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A B C D E F

Depth of Type of Algorithm Order Matrix Correlation
Indexing Indexing Pair
Pairings

1 06-15 M WD-2 01 1-2 .18
2 06-30 M WD-2 01 1-3 .20
3 15-30 M WD-2 01 2-3 .21

4 06-15 M WD-2 02 7-8 .30
5 06-30 M WD-2 02 7-ý .20
6 15-30 M WD-2 02 8-9 .31

7 06-15 M WD-2 03 10-11 .23

8 06-30 M WD-2 03 10-12 .26
9 15-30 M WD-2 03 11-12 .52

10 06-15 M WD-3 01 4-5 .24
11 06-30 M WD-3 01 4-6 .31

12 15-30 H WD-3 0i 5-6 .55

13 06-15 M WD-3 02 13-14 .31
14 06-30 WD -3 02 13-15 .27
15 15-30 M WD-3 02 14-15 .53

It 06-15 M WD-3 03 16-17 .29
17 06-30 M WD-3 03 16-18 .29
18 15-30 H WD-3 03 17-18 .4b

Figtre 13. Correlation of Classification Structures
when the N',ber of Machine-Aided index

Terms Is Varied
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There is another bit of data that is worth noting: The last line

in all three sections--that is rows 3, 6, and 9--has the highest

numerical value, which shows the greatest similarity between the

classifications based on 15 and 30 terms. This was a very tentative

formulation--for certainly the nimerical values are not that far

apart--but it was worth checking.

We continued to investigate the significance of index lengths to

see wh-re thes• seine relationships held when we used the WD-3

classification algorithm. These data are in the bottom half of

Figure 13.

The correlation coefficiezts on liner 10, 11, and 12; 13, 14, and 15;

and 16, 17, and 18 are indeed quite similar to the first three sub-

sections of this table, and we concluded that the length of the index

list can siguifIcantly affect .e arrangement of ýte=s in an

automatically derived classification hierarcy, and that hnis relation-

ship holds, whatever the order of list processing, or whether the

classification algorithm is WD-2 or WD-3.

We have yet to see whether this same phenomenon would bold if the

index term lists were derived by skilled librarians rather than

machine-aided technique.
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Let us examine the data in Figure 14. Note that lines 1, e, and 3

are exactly comparable to the first three lines in Figure 13, except

that Figure 14 is based upon human indexing, while Figure 13 contains

machine-aided index lists. Since the values in the first three rows

of Figure llf are slightly lower, it would appear that classification

structures based upon human indexing are more subject to variation as

the number of index terms per list is increased than are classification

structures based on machine-aided index lists.

We checked to see whether this trend continued as we examined additional

data, varying only the order of input. The sets of correlation coefficients

in the first three sections of Figure 14 are almost identical in their

values. This is not surprising, for the only attribute varied was the

order in which the lists were presented to the program for processing.

At any rate, an examination of these three sets of data lends support

to our notion that machine-derived classification structures based

upon human-produced index lists are sensitive to the number of terms on

the lists--or, stated differently, that different-sized lists will

produce dissimilar hierarchical classifications.

There is one other bit of data that merits our attenticn. In all

three of these sections, the highest coefficient was obtained when

the classification structures based upon 6-term and 15-term index liste

were correlated (lines 1, 4, and 7). This contrasts markedly with the

correrponding data in Figure 13, where the highest value was between

15- and 30-berm lists.
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A B C D E F

Depth of
Indexing Type of Matrix
Pairings Indexing Algorithm Order Pair Correlation

I o6-15 H WD-2 01 19-20 .30
2 06-30 H WD-2 01 19-21 .05
3 15-30 H WD-2 01 20-21 .11

4 06-15 H WD-2 02 25-26 .35
5 06-30 H WD-2 02 25-27 .05
6 15-30 H WD-2 02 26-27 .12

7 o6-15 H WD-2 03 31-32 .34
8 06-30 H WD-2 03 31-33 .o4
9 15-30 H WD-2 03 32-33 .09

10 06-15 H WD-3 01 22-23 .69
11 06-30 H WD-3 01 22-24 .24
12 15-30 H WD-3 01 23-24 .33

13 06-15 H WD-3 02 28-29 .65
1 06-30 H WD-3 02 28-30 .26
15 15-30 H WD-3 02 29-30 .30

16 06-15 H WD-3 03 34-35 .62
17 06-30 H WD-3 03 34-36 .26
18 15-30 H WD-3 03 35-36 .34

Figure 14. Correlation of Classification Structures
when the Number of Human-Selected Index

Terms Is Varied
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Turning our attention to the bottom half of Figure 14, we checked to

see whether the WD-3 algorithm yielded data that were similar to that

obtained by the WD-2 procedures. The lower three sections reveal

that they are quite similar to each other and that they contain higher

values than those in the upper portion of the figure. Also, the

highest values, in the .60s, occur between list lengths at 6 and 15

terms.

The analysis of these tables provided a basis for our answering the

question: Do automatically derived hierarchical classification

structures based upon index lists containing 6, 15, and 30 terms

differ significantly?

The answer was, clearly, "yes"; the size of the index term list affects

the classification structure, although the effect is less marked when

human indexing to a depth of six terms is processed by the WD-3 programs.

d. The Effect of the Order in Which the Documents Are Input

for Processing

The final variable that we wished to investigate was the effect of the

input order on the reliability of the classification structure. In

the description of the hierarchical grouping program (Paragraph 1),

we explained that the program combines documents into groups by

searching the similarity matrix for the highest cell value. However,

in case more than one cell has the same value, the first cell position

is used to form the group. It is thus possible that the order of
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input may have an effect on the final clustering structure. To test

and evaluate the significance of the input order, three different

arrangements were used (see Paragraph 3c). The results are shown in

Figures 15 and 16.

The order of input did cause some variation in the final classification

structures, but by itself, this was not a very significant factor. It

was also clear that this variation was less for the WD-3 than for the

WD-2 algorithm. Furthermore, classification structures based npon

documents that had been indexed by trained indexers using multiple-word

concept terms were less subject to variation than were classification

schemes using machine-derived word lists.

One additional point worth noting is that the more terms used to

describe the document, the less likely was the classification structure

to vary, because differences in document input had no effect whatsoever.

5. A FACTOR ANALYSIS OF THE CORREATION MATRIX

In collecting data on the reliability and consistency of automaticafly

derived classift!ation structures, we computed a table of intercorrelation

for the various classification structures (Figure 10). While individual

correlation coefficients were interpreted, and the results discussed in

the preceding paragraphs (Paragraphs 4a through 4d), we also analyzed

the matrix itself.



A B C D E F

Order of
List Input Type of Indexing Matrix
Pairings Indexing Algorithms Depth Pair Correlation

1 01-02 M WD-2 06 1-7 84
2 01-03 M WD-2 06 1-10 78
3 02-03 M WD-2 06 7-10 90

4 01-02 M WD-2 15 2-8 58
5 01-03 M WD-2 15 2-11 53
6 02-03 M WD-2 15 8-11 48

7 01-02 M WD-2 30 2-9 74
8 01-03 M WD-2 30 3-12 57
9 02-03 M Wjh-2 30 9-12 61

10 01-02 M WD-3 06 4-13 86
11 01-03 M WD-3 06 4-16 96
12 02-03 M WD-3 06 13-16 87

13 01-02 M WD-3 15 5-14 84
14 01-03 M WD-3 15 5-17 85
15 02-03 M WD-3 15 14-17 89

16 01-02 M WD-3 30 6-15 87
17 01-03 M WD-3 30 6-18 91
18 02-03 M WD-3 30 15-18 95

Figure 1.5. Correlation of Classification Structures
when the Order of IDut for Machine-Aided
Index Term List. Is Varied
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A B C DE F

Order of
List Input Type of Indexing Matrix
Pairings Index Algorithm Depth Pair Correlation

1 01-02 H WD-2 06 19-25 .64
2 01-03 H WD-2 06 19-31 .6o
3 02-03 H WD-2 06 25-31 .75

4 01-02 H WD-2 15 20-26 .62
5 01-03 H WD-2 15 20-32 .86
6 02-03 H WD-2 15 26-32 .64

7 01-02 H WD-2 30 21-27 .91
8 01-03 H WD-2 30 21-33 .89
9 02-03 H WD-2 30 27-33 .97

10 01-02 H WD-3 06 22-28 .95
11 01-03 H 06 22-34 .98
12 02-03 H WD-3 06 28-34 .95

13 01-02 H WD-2 15 23-29 .83
15 01-03 H WD-2 15 23-35 .85
15 02-03 H WD-3 15 29-35 .88

16 01-02 H WD-3 30 24-30 1.OO
17 01-03 H WD-3 30 24-36 1.OO
18 02-03 H WD-3 30 30-36 1.80

Figure 16. Correlation of Classification Structures
when the Order of Input for 5h.o-Selected
Indwe Term Lists Is Varied
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The 36 x 36 correlation matrix was factor analyzed using a principal

component solution (Harmon, 1967). Ten prinripal axes were extracted,

six of which accounted for 68.6 percent of the total variance. These

were rotated orthogonally for simple structure, and the results recorded

in Figure 17. Figures 18 through 22 were derived from the rotated factor

matrix, but, for ease of interpretation, we show only the significant

loadings, arranged in descending order. To the right of the values

are listed the attributes of the classification structure or array.

The interpretation of these factors is clear: The attributes that

have a significant effect cn the similarity of the machine-derived

classification structure are primarily the type of indexing (machine

derived or human indexing) and the number of index terms used. This

analysis is supported by the interpretation of the factors, which have

been labeled as follows:

Factor I. Machine Indexing, Long Lists (Figure 18)

Factor IV. Machine Indexing, Short Lists (Figure 19)

Factor III. Human Indexingf Long Lists (Figure 20)

Factor V. Huran Indexing, Short Lists, WD-2 (Figure 21)

Factor II. Human Indexing, Short Lists, WD-3 (Figure 22)

Factor VI. Machine Indexing, Long Lists, WD-3 (Figure 23)

Note that instead of having a single factor dealirg with human

indexing, short lists, we have two--one for each of the two

classification algorithms. Note also that the last factor (Machine
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Factor

Array I IV III IV V VI

1 .296 -. 167 .065 .703 .097 -. 216
2 .640 -. 007 .001 .109 -. 067 .002
3 .597 -. 080 -. 045 .085 .140 .059
4 .013 .228 .002 .780 -. 069 .332
5 .658 .068 .061 .056 -. 070 .499
6 .255 - .008 .0:2 .066 -. 02o .863
7 .318 -. 071 .013 .798 .099 -. 207
8 .590 .149 -. 018 .250 -. 068 .003
9 .702 -. 320 -. 036 .042 .108 .086

10 .272 - .236 - .015 .846 .065 -. 143
11 .784 .019 .020 .119 -. 000 .110
12 .627 -. 081 -. 042 .128 .155 .167
13 .147 .191 -. 007 .818 -. 045 .275
14 .705 .070 .081 .094 -. 062 .479
15 .278 -. 010 .016 .056 -. 010 .858
16 .050 .186 .008 .813 -. o61 .380
17 .697 .115 .066 .087 -. 077 .419
18 .271 - .013 .035 .028 .001 .881
19 .061 .254 - .026 - .044 .628 .04

20 .069 .133 .114 .025 .749 - .023
21 -. 086 -. 089 .832 .048 .188 .107
22 -. 035 .869 -. 005 .067 .208 .008
23 -. 003 .812 .131 .036 .306 G""

24 .109 .410 .748 - .o44 -. 144 -. 122
25 -. O4o .240 -. 046 -. 014 .701 -. 003
26 .016 .081 .144 .021 .687 -. c047
27 -. 085 -. 089 .841 .0o9 .18o .136
28 -. 038 .88&, .o14 .071 .191 .036
29 -. 008 .796 .129 .033 .217 .032
30 .109 .411 .751 -. 045 -. 139 -. 121
31 -. 008 .247 -. 057 .023 .642 -. 020
32 .o48 .141 .077 .048 .785 -. 016
* -. 083 -. 078 .838 .o42 .iz3 .136
34 -. 050 .881 .005 .078 .196 .o00
35 .036 .780 .174 -. 005 .222 .02•

S36 .109 .411 .751 -. 045 -. 138 -. 121

Figure 17. Rotated Factor matrix
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Array Value Attributes

1i .734 WD-2 M 153
14 .705 wD-3 M 15 2

9 .702 WD-2 M 30 217 .697 WD-3 M 15 3
5 .658 WD-3 M 151
2 .640 WD-2 M 15 1

12 .627 WD-2 M 30 3
.590 WD-2 M 15 2
.579 WD-2 M 3o I

Figure 18. Factor I: Machine Indexing,
Long Lists
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Array Value Attributes

10 .846 WD-2 M 6 3
13 .818 WD-3 M 6 2
16 .813 WD-3 M 6 3
7 .798 WD-2 M 6 2
4 .780 WD-3 m 6 1
1 .703 WD-2 M 6 1

Fig=ur 19. Factor IV: *chi
Indexing, Short Lis-.s
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Array Value Attributes

27 .841 WD-2 H 30 2

33 .838 WD-2 H 30 3
21 .832 WD-2 H 30 1
36 .75r1 WD-3 H 30 3
3o .751 WD-3 H 30 2
24 .748 WD-3 H 301

Figure 20. Factor #III: humn
Indexing, Long Lists
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Array Value Attributes

32 .785 WD-2 H 15 3
20 .749 WD-2 H 15 1
25 .701 WD-2 H 6 2
26 .687 WD-2 H 15 2
31 .642 -D-2 H 6 3
19 .628 WD-2 H 6 1

Figure 21. Factor # V: Human Indexing,
Short Lists,, WD-2
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Array Value Attributes

28 .882 WD-3 H 6 2
34 .881 WD-3 H 6 3
22 .869 WD-3 H 6 1
23 .812 WD-3 H 15 1
29 .796 WD-3 H 15 2
35 .780 WD-3 H 15 3

Figure 22. Factor # II: Human Indexing,
Short Lists, WD-3

I
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Array Value Attributes

18 .881 WD-3 M 30 3
6 .863 WD-3 M 30 1

15 .858 WD-3 M 30 2
5 .499 WV-3 M 15 1

14 .479 WD-3 M 15 2
17 .419 WD-3 M 15 3
4 .382 WD-3 M 6 1

16 .380 WD-3 M 6 3
13 .275 WD-3 M 6 2

Figure 23. Factor • VI: Machine
Indexing, Long Lists,
WD-3
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Indexing, Long Lists, WD-3) is partially reduadant with the first

factor and begins to divide that first factor in accordance with

the classification algorithm used. These findings are consistent

with the statement made earlier that the variables that contribute

most to the structure of the machine-derived classification system

are type of indexing and the number of index terms.

6. SUMMARY OF RESULTS AND CONCLUSIONS

The experimentE described in Paragraph 4 were designed to investigate

the reliability and coasistency of the ALCAPP progi'ams for automatically

deriving classification hierarchies as four selected attributes were

varied under controlled conditions. These attributes were:

(1) The classification algorithm.

(2) The type of document indexing.

(3) The depth of indexing.

(4) The order of document input fc: proce'-HZ.

A total of 36 different combinations were stidied, and 36 classification

structures derived. In order to Investigate the consistency or

similarity of these structures, each classification was compared with

every other one and the results of these comparisons summarizc0 in a

matrix of intercorrelations (Figure 10). This matrix provides the

data for analysis and interpretation.

I
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a. The Importance of the Classification Algorithm

Two classification algorithms were used, and these are designated

WD-2 and WD-3. The WD-2 procedure results in a claisification

structure that is relatively symmetric and consists of n few main

clusters (Figure 4). The WD-3 algorithm creates soma main clusters

of similar documents pluT zmall clusters of a f•rw to.)vments each, and

final.ly, some clusters of two, three, or even single documents. The

result is an asymmetric hierarchy (Figure 6).

Clearly, the classification structures are going to be somewhat

different, but the question being investigated was whether the

alstri~buzions of the documents within the two hierarchical classifi-

cation structures were similar--that is, would documents that were

put in the same cluster by one algorithm also tend to be close together

in the classification structure created by use of the other algorithM?

The results of the comparisons showed that there was a slight to moderate

deegree of similarity between the classification structures that were

derived from the WD-2 and WD-3 algorithms, and this is what we would

expect.

The data from the factor analysis suport this conclusion, and amplify

it, by iLdicating that the classification algorithm has a greater effect

when the input lists consist of relatively few human-derived concept

terms. tid-r these circumstances, the WD-2 algoritbm would tend to

force the docurent into a cluster, while the WD-3 algorithm would tend
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to keep that document list separate and distinct--thus creating a

greater degree of dissimilarity than would be obtained under other

combinations of attributes.

At any rate, the mathematical and logical techniques used for making

a classification structure had a moderate effect on the similarity

of the resulting structures.

b. The Inportance of the Type of Document Indexing

Two types of indexing were used in constructing surrogate lists for

input to the classification programs; these were:

(1) Concept indexing done by trained librarians.

(2) Key-word indexing using machine-aided techniques,

This experiment provided clear evidence of the fact that these

different indexing techniques would result in machine-produced

classification structures that had little resemblance to one another.

This is a most significant finding, for it states that regardless of

the other factors involved, document subject groupings differ,

depending upon whether the ildex terms used are uniterms or pre-

euuorCLnaý.% suoject heaCingj.

c. The Importance of Depth of Indexing

Each document was indexed by 6, 15, and 30 terms. The question being

Investigated was whether, other things being equal, classification
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structures would differ significantly as a result of the number of

index terms used.

The results of the individual comparisons and of the factor analysis

clearly indicated that classification structures derived by using long

lists of index terms differ Lignitficantly from the btaL-a. tures

derived by using short lists.

Again, this is a rather important finding, for it points to the danger

of intermingling depth indexing with shallow indexing when organizing

doctuzent collections.

d. The Importance of the Order of Document Input

The particular procedures used in creating clusters of documents can be

affected by which documents are used for creating the original groupings.

To determine the importance of this variable on the similarity of the

resultant classification structure, the input order was varied und the

errects studied.

The results showed that the effect of input order was not very signif1cant,

and that 'he classification structures derived by using different orders

of input were quite similar.

From a practical point of view, this finding is impot because, if the

processing order can be ignored (as indeed it can), the classification

algorithm can be simplified.



SEIC ION V

MEASTRING THE 3TIABILITY OF AU"POMATICALLY-
DERIVED DOCUMENT GROUPINGS

A manual classification system relies on human ingenuity to insure

f.lexibility as new and related items are addel to the document collection

and to do this in such a way that the stability of the original structure

is maintained. Nevertheless, all classification systems tend to become

rigia over a period of time, and when significant changes are made in

tht character of the collection, their efficiency is reduced, for the

systems cannot be revised radically except at great cost.

One of the unique advantages of automated document classification is that

the entire collection of materials can be reclassified periodically and

relatively inexpensively. However, it is important that even with

reclassification a certain stability ana consistency be maintained.

Documents that have been previously grouped together should not, in the

reorganized system, appear to be unrelated.

.... lasific_ 'on t. means Of t.c ALCAUI' cluster-finding programs has

bzen demonstrated to be relatively, simple and inexpensive. Cost goer.

up linearly with the number of documents being processec rather than

exponentially, &s is the case of some procedures. However, the stability

of tne claocificationr ..2edc tc be evaimaed. In order to do so, two

series of experiments were designed. The first set investLgated the

sensiti.ty of the AILA.P clusterirn slgorltm to cha~a~es in initial
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cluster assignments, and the second investigated the stability of the

classification system as the size of document collection is increased

incrementally.

1. DESCIPTION OF THE CLUSTER-FINDING ALGORITHM

The data on which the program operates are a set of word lists derived

from documents. These words may be assigned by human indexers or by

conmuter. In these experiments, the basic document collection consists

of 600 abstracts, and each of these is reduced to a list of 30 terms

by machine methods, as described in Section III, paragraph 2ý

The ALCAPP cluster-finding algorithm is an iterative proceaure, which

starts with an arbitrary assignment of documents to an arbitrary number

of chusters. Then with each iteration, documents judged to be similar

on the basis of the word lists are grouped together, and previously

unassigned documents are added to the clusters. A deta&led description

of our procedure follows.

Input Stage: We began by choosing a reasonable number of clusters

into which the total collection can be divided. The actual number of

categories in the final classification scheme =y be less than this

upper bound, depending on the differences in content a&ng the documents.

In &Ul of these experiments the initial number of categories was set at

ten.



After the number of categories to be used for the Initial iteration was

determined, a set of documents was assigned to each cluster, but no document

w~a assigned to more than one cluster. Twenty dcc zcrts w:ý- so assigned.

Both tne number of documents and their selection were arbitrary. We

wished to choose a reasorable-sized sample, but at the same time we

wished to maintain a large pool of u ss!.;ned doc-uents, for these help

to differentiate and separate the categories. As w.1ll be seen, the program

shifts documents f'om their originally assigned categories and brings in

new docnaents from the unassi,.ed pool.

First Iteration:

The inidividual word li!ts in each cl-ister were combined into a single

coriosite list or dictionary of all of the terms and their frequency of

ocevrrence. The dictionary list was then rearranged so that toe nmost

frequently occurring words were listed on top actd the other words followed

on. a descenling order of frequency.

Weit-g ts were assig.ed to each te.r on the If- '

assigned was equal! to the ,,•-;'er of ci•ntS, or In v 1iuni .. d lIsts,

that make up the ý-.•.osite di,"izn'uzv "or t.az . .•t.r. -t , t7, case

twentv word lists -were used (:i: ; tc-, the =st .Žep .. r...

in the 1c -"onar,' w as ass ,4c.ed q ."e c-',t : wentv. '-e next m-:st

""ejuctl oc :uInt wor:. WO* - 27

axnd sc or. cn. ach wcor; hnd 1 iwI.:
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Four other constraints were imposed on the program for assigning

weights:

(a) The highest value, or greatest possible weight that can be assigned

to arrj term was 63. A cluster set that contains more than 63

document lists will nonetheless have 63 as the maxizmm weight.

(b) All terms with the same frequency were assigned the same weight.

(c) No te•.m was assigned a negative or zero weight. Thus, if more

frequency classes exist than the highest weight, all lower

frequencies will be assigned a weight of 1.

(d) Words that occurred only once and thus had a word frequency of one

were automat.tcally assigned a weight of 1.

An abbreviated emxaple of weight assignment is shown in Figure 24.

The first iteration concluded with the assignment of weights to each

term in the dictionary list. The resulting list of weighted terms was

called the cluster profile; one profile was constructed for each cluster.

Second Iteration:

At the start of the second iteration, a cluster profile existed for each

cluster or category. This profile consisted of a list of all the terms

appearing in the document word lists in a given cluster, plus their

assigned weights. Each cluster had its own profile.
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LIST #: 3 4 5

information information computer education research
document retrieval Rystem irformation technical
technical result retrieval need information
requirement published information description science
science analyzed index retrieval system

Five Document Term Lists in (Oe Cluster

TERM FReQUENCY WEIGHT

information 5 5
retrieval 3 4
systen 2 3
science 2 3
technical 2 3
rsqu rem mt 1 1
result 1 1
publ-ished 1 1
analyzed 1 1
index 1 1
computer I I
need 1 1
educatin 1 1
description 1 1
research 1 1

Ccmposite Diction•ry and Cluster Prcfile

Figure 24. Terms Lists and Cluster Profile Weight
Assignments
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Computer processing for the second iteration began by aesigring a score

on each profile to every document in the entire collection. If there

were ten categories, each doxcument was essigned ten profile scores.

A profile score is the arithmetic sum of the weights assigned to terms

in a profile that occur in the documents' list of index terms. A ratio

batween the highest profile score and the next highest score was eLSO

computed. The document was then tentatiVely assigned to the cluster

profile on which it received the highest score. Xt is at thie point

that initially creeted categories can disappear. This, indeed, happened

in the experiments described below. Of the 600 documents in the collection,

no document received its highest score in a particiular cat-gory. As a

result, no documents were assigned to that categorj; so instead of ton

profile clusters there were only nine.

A list was made of the documents assigned to eacb categorj. ¶1:5s list

was s.irted on the profile score rtio that h*ad been computed previously,

and the document identification numbers rearranged, so that the one with

the highest ratio value appeared on top and the rest were listed in

descending order. The top N + 1/2N documents were assigned to each

cluster and al1 otner documents were liste4 ir the uraLsigned pool. N is

the number of documents assigned to a cluster in the previow. iteration.
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By limiting the number of new documents that could be assigned to a

cluster In any one iteration to 1/2 N, we could beparate the clusters

into distinct subject categories and ad.d new documents gradually.

It is perhaps obvious that although no more than N + 1/2 a documents

can be assigned to a category at each iteration, this does not mean

that many documents will be assigned. Each document receives many

proftle scores and is tentatively assigned to the category in which

it has the highest score. Clearly, more documents could be assigned

to one category than to another.

Subsequent Iterations:

The iterative process was repeated. New document profile scores were

computed for all the documents in the collection, together with their

appropriate ratios. Tentative assignments of documents was made to

the most likely category; these were re-sorted by ratio score, additional

documents added to the category, etc.

The iterative process continued until (a) every document had been

assigned to a category, and (b) the new set of clusters was exactly

the same as the set obtained from thc previous iteration. That is to

say, the clusters were stable, the iterative process converged, and

no document changed cluster assignment from one iteration to the next.



r

In the clustering experiments described below, the algorithm was

modified slightly to provide an additional constraint, in order to

prevent one cluster from being assigned all the documents in the set.

This modification was necessary because of the essential homogeneity

of the collection, e.g., all the documents were on the subject of

information science. The algorithm was modified so that no cluster

could be assigned more than 90 documents, until there were no changes

in cluster assignment from one iteration to tLe next, but before all

documents in the collection had been assigned to a cluster.

2. D •1RaNATION OF TKE SENSITIVITt OF THE ALCAPP CLUSTEING
ALGORITHM TO CHANGES IN INITIAL CLUSTER ASSIGNMENTS

In devising classification schemes, be they manual or automatic., one

finds that the character of the original set of documents plays a

disproportionately important role in determining the nature of the

subject categories into which the rest of the documents in the collection

will be divided. This is perhaps especially true when using the ALCAPP

algorithm, which begins with the srbitrriry assignment of a number of

documents to each cluster. Yet, ideally, it would be desirable that

the final classification be the same regardless of which documents were

used in the original cluster assignments. These experiments were designed

to determine how far reality departs from this ideal.
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a. Purpose

The purpose of this experiment was to determine the sensitivy of the

final classification structure to differences in the initial assignment

of documents to clusters.

b. Method

The experimental data set consisted of 600 documents and tieir surrogates

of 600 word lists, each containing 30 key-word terms derived by machine

analysis of the document abstract. At the start of the ALCAPP processing

procedures, 10 categories were created and 20 documents assigned to each

category. Then the program divided the collection into clusters, as

described in the previous section. The documents in the initial cluster

were assigned randomly, the only constraint being that a document could be

assigned to a starting cluster only once in the entire experiment.

The clustering procedure was repeated three times, creating classification

structures A, B, and C. In all cases, one category was eliminated by the

program; thus, all three structures contained nine categories each. Since

there was no reason to expect that any given cluster in one classification

would correspond to any particular cluster in a second classification, each

cluster in a c]nssification was compared to every cluster in the second

classification. The comparison consisted simply in noting the number of

documents that the clusters from differing classifications had in common.

Hence, we arrived at a 9 x 9 matrix for the comparison of any classification

to anW other. Since the number of documents in any cluster was known, it

was possible to compute the expected value of any cell in the matrix,



assuming only random simJlarity of document assigzmats. By comparing

the expected values to the observed values, both chi-square and phi

could be computed for the entire matrix.

The three matrices are shown in Figures 25, 26, and 27.

c. Findings and Interpretations

For a matrix of this size-, the number of degrees of freedom is 64

2and the expected value of X is 128. Clearly, the observed values of

908, 946, and 1263 are significant beyond any chance expectation.

Fhi is an index roughly equivalent to a correlation coefficient, with

miný,um zero and an unpredictable maximum in the neighborhood of 1. The

average value observed here, .464, confirms what a visual inspection of

the similarity matrices suggests: that while generally no one cluster

in a classification can be unambiguously assigned to a given cluster

in a second classification, i' documents in the first cluster are not

distributed randomly among the clusters in the second classification;

the bulk of the distribution tends to be concentrated in two or three

clusters.

The three classifications structures are only moderateI y similar, but

the similarity that exists is not the result of chance; it is statistically

very significant.
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Categories in Classification B

1 2 3 4 5 6 7 8 9 Total

1 43 4 1 0 5 2 1 0 5 61

2 3 20 6 4 3 17 0 1 2 56
0

4)317 5 19 9 3 10 9 20 8 100

0 3 5 11 0 11 0 3 740
to
S5 5 6 7 3 10 17 1 5 15 69

6 8 5 2 3 10 12 10 3 17 70

S7 2 4 1 0 0 35 0 0 6 48
-H

8 18 15 7 5 5 6 15 5 24 100

9 0 4 3 12 0 3 1 33 0

Total 96 66 51 47 36 113 37 70 84 600

T = .435

t = 908.3

Figure 25. Matrix Coaparing the Categories in Classification A
with B
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Categories in Classification A

1 2 3 4 5 6 7 8 9 Total

1 22 6 12 1 4 1). 2 17 2 77
2 10 6 2o 0 10 9 1 10 0 66

3 20 2 28 2 6 22 5 39 4 128

H 4 3 2 2 2 15 5 10 0 1 40

a 5 2 5 3 6 6 5 27 14 0 68
S6 2 9 9 8 13 2 0 8 9 60

7 0 13 3 12 5 2 3 3 2 43

8 0 3 1 6 4 3 0 6 26

9 2 10 22 3 6 u 0 6 22 9;

Total 61 56 0oo 69 70 48 100 56 600

S .444X2 '- 946.3

Figure 2b. Matrix Comaring the Categories in
ClaZsification A with C
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Categories in Classification B

1 2 3 4 5 6 7 8 9 Total

1 21 5 6 2 9 7 1 6 20 77

2 2 19 6 13 1 7 5 4 3 3 66

S3 47 5 4 2 7 10 23 7 23 128

S4 4 4 1 0 7 19 1 3 40

S5 1 19 2 4 2 28 2 2 8 68

S6 2 8 13 8 3 9 0 8 9 60

• 7 1 6 1 4 0 22 1 3 5 43

w 8 0 2 0 U1 1 i 2 5 4 26

U 9 1 11 11 15 0 12 3 35 4 92

Total 96 66 51 47 36 13 37 70 84 600

.51-3
x2 12,63.5

Figure 27. Matrix Cocparing the Categories in
Classification B wlth C
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Neve'rtheless, based upon the obtained results, it is recommended that

if the ALCAPP automatic classification programs are to be used in a

practical way, then some sort of ".eeding' process must. be used for the

initial assignment :f documents to clusters. The probable success of

such an approach is suggested by a second experiment described below.

3. DEV'RMINATION OF THE S&SITIVITY OF THE ALCAPP CLUSTErING
ALGORITHM BY THE ADDITION OF DOCUMENTS TO A PREVIOUSLY
CLASSIFIED SET

All classification systems are organized on the basis of an initial

collection of documents. Afterwards, even though many new documents

are added to the collection, the original set of categories is expectea

to be stable. In manual systems, logical orgaxizing principles are

used and stability is assured by the ingenuity of humn classifiers.

In an automated system, the basis of classification is the similarity

of the words used in the document or assigned to the word list

characterizing that document. Instead. of being able to rely on the

ingenuity of a trained librarian, we must rely on the logic of the

computer program. Granted that there are differences in procedures

as well as advantages and disadvantages on both sides, the fact

remainx that an:c document classiflcatLoz system must be reasonably

stable over tile aad as new documents are added to the coilection. If

there is no stability, it would be i;ossible to learn to use the

Fistem, and the dvunta.ges of clasgsfication would be nullified.
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a. Purpose

The purpose of this experiment was to determine just how rensitive the

ALCAPP classification algorithm was to the addition of new documents.

A classificatior: svytem is stable when additions can be made to the

already e'stablished classification categories, and the documents that

have been previously assigned to one cluster will not be reassigned

to a different cluster.

b. Method

Using the cluster-finding algorithm, 500 of the 600 documents In the

collection were classified into 8 clufters. Note that in this experiment,

in contrast with the one discussed in paragraph 2, only eight clusters

remained, rather than nine, a 1 though both experiments started with an

initial assignment of ten clusters. The probable reason for this

difference is that in the prebent instance, 500, not 600 documents

were classified.

The distributlon of the 500 doc-,ents in the t clusters conrt:tuted

the initial cluster assi.;nents. To test the stability of th'!

"c a-"ifcation, 10, 25, TS, and 130 doc, ents were added to the orgII nal

500 and the protra was terated -tli the standard ternmIration Jointion-

%.ere reached--that 1r .tU all te 'cc-..nts had been ursi-:Cnd, -4. no

doxuz.ent char.7ed e-P-,iýent from one -ycle to the next. We co,- red each 4

of the raclassIfat!1on5 te bhsellne classificati -1--

cU. c.al z cdents that had been

reassli.-re to a MIf~n lzcadt , each -- ass Ifcati_,r .--f
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Compared to every other classification in order to compute stability

as a function ci. the rnumber of documents added.

c. Findings and Interpretations

The first results of the experiment are described in two tables.

Figure 28 records the number of the original 500 documents that changed

assigmments when 10, 25, or more documents were added to the collection.

Figure 29 is in the form of a diagonal matrix and records, for each

pair of conditions, the proportion of documents that had different

assignments in the two classifications considering only those documents

that the pair had in comnon.

A cursory glance at the data in bota figures reveals that a significant

difference occurred when 75 documents were added. The number of changing

assignments jumped from 18, when 50 new documents were added, to 235,

when 75 documents were added, and the percentage change went from about

4 percent to approximately 45 percent.

Wo possibilities could account for this dramatic change: either there

is a major difference in the content of the last 25 documents added, or

the algoritim itself becomes less stable when more than 10 percent of

the original data base is added at one time. Since the documents ware

selected at random from a homogeneous data base, it is unlikely that

there is a real difýference in the content of the documents. This being

the case, the workings of the algorithm itself needs to be studied and

evaluated.
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NUMBER OF DOCLWENTS NUMBER OF DOCUMENTS THAT

BEIN( CLASSIFIED CHANGE CLUSTER ASSIGIM4ET

500 0

510 20

525 31

550 18

575 235

600 172

Figure 28. Number of Documents Changing Cluster
Assignments
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500 510 525 55o 575 6oo

600 .34 .33 .31 .34 .38 .00

575 .47 .47 .45 .47 .00

550 .o4 .03 .05 .00

525 .07 .07 .00

51o .o4 .00

500 .00

Figure 29. Percentage of Documents that
Have Ckanged Ci wster Assignments
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Pai additional experiment was~ designed to compare the stability of the

classification system when 75 new documents--more than 10 percent--

were added to the 500, as compared with the addition of the last 25

documents to a starting classification containing 550 documents. The

first set of conditions was simply a restatement of the previously

followed procedure in which 235 documents changed cluster assignments.

In the second technique, the starting classification contains 550

documents and not 500. To these 550 documents, 25 were added--less than

10 percent--and the entire group of 575 was reclassified. These two

procedures, each containing the same number of documents in the final

classification, could then be compared.

The results of this experiment are contained in the two matrices

illustrated in Figures 30 and 31. The question being investigated was:

How many of the original 500 documents change cluster assignments when

75 new documents are added to an initial classification structure

containing 500 documents, as compared with aldding the same 75 documents

in two stages, first 50 and then 25? (Fifty was chosen as the starting

point since the set of 550 resulted in the last stable configuration.)

Note that the number of documents changing category assignments in

Figure 29 is large, while in Figure 30 relatively few documents change

cluster assignments. This is interpreted to mean that, using the ALCAPP

algorithms, no more than ten percent of the new documents should be added

to an existing classification structure at any one time. Unaer these

conditions the basic classification structure remins roz-%;Jbly stable.

E1
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Cluster Distribution of the Ecperimental Set
of 500 Documents: Total Set = 500

k
1 1 2 3 4 5 6 7 8 Total

P 2 76 2 1 21 0 6 13 17 136

3 4 33 0 30 0 0 20 1 88

4 0 0 11 0 0 0 0 0 11

5 1 6 1 21 0 1 7 3 40

0 0 1 0 26 1 8 3 39

7 5 o o 19 o 47 11 6 88

t 5 8 0 1 1 6 4 0 14 0 26

7 0 2 3 0 2 21 37 72

Total 93 42 17 100 30 57 94 67 500

Figure 30. Matrix Showing the Number of Documents
Changing Categories when the Number of
Additional Documents Exceeds Ten Percent
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Cluster Distribution of the Experimental Set
of 500 Documents: Total Set = 550

LI 1 2 3 4 5 6 7 8 Tota).CM

9o 0 0 1 0 0 3 1 95

S0 41 0 0 0 0 0 0 41

0 0 16 0 0 0 0 0 16

3 1 0 95 0 1 3 0 103

S0 0 0 0 28 0 3 0 31

"0 0 0 1 1 56 9 1 68

0 0 1 3 1 0 74 1 80

0 0 0 0 0 0 2 64 66

Total 93 42 17 100 30 57 94 67 500

Figure 31. Maltrix Showing the Number of Documents
Changing Categories when the Number of
Additional Documents Is Less than
Ten Percent
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4. DESCRIPTION OF THE CLUSTERS

As an adjunct to these experiments on stability, one of the members

of the project staff examined the initial classification of the 500

documents to see if the clusters seemed "reasonable," i.e., whether

there was a unifying the shared by the documents classified in the same

category. It was recognized at the outset that this process is highly

subjective) and it was undertaken only to make some estimate of the

reasonableness of the classification.

The results of this perusal are both satisfying and disappointing;

the categories make sense but they are not cohesive. Most of the

clusters contained a "core" of documents that were indeed highly related

and could sensibly be classified together. On the other hand, two

effects were noted that are not reasonable. First, mazW of the documents

in a cluster, say 10 to 20 percent, seem misplaced in the sense that they

would appear to fit more appropriately in another of the 8 clusters.

Second, certain topics that seem as though they ought to form distinct

clusters do not, and are scattered through all the clusters. Euauqles

of this latter case are:

(a) documents related to "artificial intelligence";

(b) documents related to "writing style";

(c) documents related to "machine translation."

One possible explanation for this effect is that there are relatively

few documents in these categories--20 to 25. Nonetheless, one could
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hope that all documents pertaining to a given topic might have been

assigned to the same cluster.

A description of the eight clusters follows, but in these interpretations

only the "core" subject area or areas are described, with some indication

as to their purity:

Cluster 1: 42 documents:

Automated, computer-oriented information retrieval systems. Fairly

cohesive cluster. Oddly enough, a fair number of documents pertaining

to medical information retrieval systems, which might have fitted better in

Cluster 2, wound up her.. The choice is fairly arbitrary, in that the

medical systems described are machine-oriented.

Cluster 2: 94 documents:

Descriptions, or descriptions and evaluations, of working IR systems.

("Current awareness," "Documentation Dissemination," etc.) Methods of

evaluation of IR systems.

Cluster 3: 57 documents:

Library automation--shelf lists, document control, accessions, etc.

Library cataloging operations--manual or machine.

Impurities: 'Automatic text processing";

Dociments relating to "costs."
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Cluster 4: 67 documents:

Technical communication;

Communication networks;

A reasonably homogeneous cluster.

Cluster 5: 100 documents:

A fairly mixed group containing documents on reproduction methods,

publication, hardware descriptions, and chemical LR systens.

Cluster 6: 93 documents:

Educational libraries (i.e., various school libraries);

The education of librarians (library school curricula, etc.);

Professional aspects of librarians;

Specialized Information Centers (medical, agricultural, etc•.).

Cluster 7: 30 documents:

Document representation--thesauri, indexing classification, etc.;

A fairly cohecive group of documents.

Cluster 8: 17 documents:

No easily discernible pattern, but generally concerned with

representation methods--abstract£ng and Indexing.
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5. SUMMARY OF RESULTS AND CONCLUSIONS

A series of experiments was conducted to measure the stability of

automatically derived document groupings. The ftrst experiment was

designed to determine the sensitivity of the clustering algorithm to

changes in the initial assignment of documents made at the start of

the program. Three classification structures were derived using

different starting assignments. These were cumpared and found to be

only moderately similar, which indicates that the algorithm is sensitive

to changes in initial clustering assignments. It is recommended that

if the ALCAPP automatic classification programs are to be used in a

practical situation, the documents selected for the initial cluster

assignments be selected with a view toward achieving a reasonable

cluster separation.

The second experiment was aimed at determining the stability of the

classification structure as new documents were added to the collection.

When a larger percentage of documents were auaed, the algorithm was

not stable. It is therefore recoamended that in a practical situation

no more than ten percent of new documents be added to the existirn

classification structure at any one time.

Finally, the documents in the clusters were examined to determine whether

the clusters apr^--red to be cohesive and ree-onrAble fTom a content analysis

point of view. The resuits show tbat, while the autc=ically created

clusters are statistically reliable and definitel/ not raandok,
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the groting of documents by content is imperfect. If the automw.ted

classification structure is to be used for manual search, as well as

in a computer retrieval system, we recommend that the clustering

algorithmi be used to provide the initial rough grouping of the documents

that can then be fairly easily modified and made more rational by a

trained libraxi&n.
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SECTION VI

MEASURING THE UTILITY OF AUTOMATED
DOCUM]T CLASSIFICATION HIERARCHIES

A classification system is designed to help people locate documents

that are relevant to their interests, and to do so efficiently. If

no classification system is available, one bas to make a serial search

through the entire collection looking for a given subject, a given

title, or a given author. Such a conprehensive search is time-

consuming, and the usefulnecs of the classification system is shown in

its improvement in the speed and/or accuracy of the retrieval process.

The fact that a classification system can reduce the time required to

se&.-ch a data base is inhe._!nt in the logic built into the search

s~rategy. By dividing the total document collection into sections,

only those categories relevant to the request are searched and all other

portions of the data base are ignored; thus, search time is reduced.

While it is obvio.- that one can les. en search tine by searc.ing

fever d~ocuments, one may not be searching only the relevant portions of

the data base: the classification system thus serves no useful purpose.

On the ama&L_ data base beinF used for these experiments it was impLsible

to -make a si6nificant saving in search time, :-r even to deonsztrate -;ow

the automntic clasrificatlon progrmf. divided the collection into clusters_

that make .earc. and retrieval more efficlent. The value -of the

clustertii8 tec"=nque must be tested and demonstrated indir-ct•• y. This

can be done b) zopariLi people's jud,.entc of tne content of tne original



-82-

document when only the index terms that characterize that document

are known and when both the index terms and the classification category

to which the document belongs are known. If it can be demonstrated

that the accuracy of judging document content improves when documents

are classified as well as indexed, then one can infer that classification

is an aid in judging the relevancy of a document surrogate dmd, thus,

an aid in document retrieval.

1. COMPARING DOCUMENT REPRESETATIONS 1

There is a need for better answers to one question of long-standing

interest to persons trying to improve document searching systems:

Given a proposed revision in a document-representation technique, how

can it be determined whether the proposed change will effect an

improvement? A very important part of thie answer to this queetion

depends on whether the proposed revisions will actually result in more

adeqate representations of the documents and the information

requirements statements input to the system. Thus, the empirical

methods used to test the adequacy of representations are imortant

in guiding the evolution of document- searching methods, and this means

that such testing methods ought to be scrutinized regarding their

strengths and weaknesses and their potentialities for yielding additioml

insights into the processes of document representations and searching.

1The investigator wshes to acknowledge the contribution of Richard Wels
to these utility experiments and, particularly, to the discussion that
folloms on document representations, modeling aid scaling, as well as
his help in the statistical analysis of the results.
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Basic to the idea of adequacy of representation is the notion of the

representation process itself. The concept of representation is

deceptive in its apparent simplicity, for there is no widely accepted

consensus as to the precisely defined limits of this process. One

issue is the purpose of the representation. The purpose may be, for

example, t. inform the user about the contents of a document; to

indicate what the contents are; to provide the basis of an accurate,

sensitive search for stored documents; to allow the user of a

representation to make the same interpretations that he would make if

given the full document; or to allow the user of representations

to make the same distinctions that he would make between the full

documents.

It is important to note that these purposes are not the same and that

representations made with one of these purposes in mind may not necessarily

fit a different purpose. For this study, we chose to look at repre-

sentations in terms of their ability to allow the user to make the

same distinctions between representations that he would make between the

full documents.

The basic purpose of the utility study was to evaluate how useful a

selected set of document representations would be as an aid in the

retrieval function. The representations used were: a set of index

terms produced by the computer, and the conuter-produced index terms

ccupled with each of two types of classification produced by the

Hierarchical Clustering Progra. The details of the production of these



representations are discussed elsewhere in this report (Section III).

The analytic techniques used in part of the study are descr!bed in

Paragraph 3, Data Analysis. however, the analysis and the conceptual

model are so interrelated that it is necessary to discuss both. We

shall first sketch out a psychological model.

a. Psychological Model of Multiattributed Objects

In the discussion to follow, a stimulus object refers to a thing in

real world; its attributes are the things that describe the object.

A stimulus, on the other hand, refers to a construct, roughly the

set of values of the attributes of a stimulus object.

Every stimulus object has an uncountable number of attributes; however,

in making distinctions between objects, only a relatively few are

involved. These are determined by the setting or context in which

the comparisons are being made. Clearly, they can include only

attributes on which the objects differ. Others, although the objects

differ on them, will have no relevance to the comparisons. Further,

some attributes may be more important than others; that is, they may

loom larger in the comparison. For example, in the document area, grade

of paper mW be irrelevant and writing style, though relevant, may be

secondary to other considerations.

It is an assumption of the model that the objects are measurable with

respect to their attributes; in other words, it is possible to make

numerical assignments to the objects that reflect the 'amount' of the

attribute they have.
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Since the objects may vary independently cn each of their attributes,

a spatial model with the attributes as orthogonal axes, forming a

basis, is a natural extension.

In such a model, the stimuli are points in the space and the projections

of the points on the basis vectors are the values of the stimuli on the

related attributes.

The similarity of stimuli is, then, a function of the distance between

them. The form of the distance function is not specified completely,

and any distance function that satisfies the Minkowsky inequality is

"a possible candidate. Most of the early work with this model assumed

"a Euclidean distance function. In this work, the Euclidean model was

used as a first approximation. For a detailed discussion of the forms

of the metric and the psychological interpretation of metrics other than

Euclidean see Shepard's article in the Journal of Mathematical Psychology

(1965).

b. Multidimensional Scaling

If one has all the stimulus objects' scale values on all the rele-

vant dimensions, it is a simple computational task to determine

the distance between the points. However, except in a few perceptual

domains that have been extensively studied, for example, color vision

(Helm, 1959, and Helm and Tucker, 1962), this information is not

generally available. Yet it is possible for Judges to scale objects

in terms of their similarity without reference to particuler attributes.

It should then be possible to recover the underlying dimensions.
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There are two approaches to the analysis of similarities; the older

derives from factor analysis, the newer from regression analysis.

The factor eaalysis approach depends on -he ability to obtain from

a set of similarity judgments a matrix that can be factored.

The newer methods are all related to an algorithm devised by

Shepard (19 6 2a, 1962b). The rationale for the Shepard procedure

comes from an interesting proof, by Abelson and Tukey, that nonmetric

aspects of the data can very closely determine a metric function.

Abelson and Tukey (1959, 1963) show that, if a set of data can be

fitted to a so-called ordered metric, that is, roughly, a ranked

sequence in which also the first differences are ranked, there is a

strategy that will fit a metric to the data that will correlate very

highly with the 'true' metric. To paraphrase their finding, the

constraints implied by the ranking of the first differences are such

that the possible positions of a given point that will preserve the

ordering are all very close, so that only a very limited class of

distance functions can satisfy the inequalities implied by the

ordered metric and that any two of these distance functions will be

very highly correlated.

The Sbepard method and related methods assume that the similarity

judgents are at least monotonically related to the distance function.

Consider a regression problem where one variable is the rank

of the distance between each pair of points and the other is the
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distance; the problem is to find a distance functiou that minimizes

the mean square error in the distance and preserve3 the order of th:

distances.

The Shepard algorithm starts with an arbitrary' configuration of the

points in a multidimensional space. StartinG from one point it

'looks at' every other point and decides if the distance between

them is too small or too large. It attaches a vector to each point

to correct the discrepancy Lad ft.nally takes the resultant of all the

vectors attached to each point as the directi on in which to move the

point. It takes, as the dist,ýx.e to move the points, a fraction of the

length of the resultaLt, so that the confiouration will approach a fit

slowly. It then moNes all the points; such a move is called a jiggle.

This is the spirit of the three best known methods of multidimensional

scaling--Shepard (op. cit.), Kruskal (1964a, 1964b), and Torgerson

and Meuser (1962). They dif'fer in detail, especially as to the method

of reducing the dimensionality of the configuration. The Torgerscv

program, which we used, performs the jiggling in successively lower

dimensional spaces. The lowest dimensional configuration that meets

the goodness-of-fit criterion of the investigator is the one us'd.

Torgerson gives a guideline for goodness of fit but the ualtimate

criterion is replicability. The Torgerson program also performs the

factor analytic procedure at least once to obtain the initial

configuration.
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The multidimensional scaling model essentially refers to a single

individual's perceptual space. To improve the stability and reliability

of such an analysis it is common practice to combine the judgments of

several individuals into a consensus judgment. This procedure is not

without risk. To be valid all the individual's conceptual spaces

must be very similar. For example, in the document case, one person

may make all his judgments of similarity on the basis of contents of

the document while another individual may make his judgments on the

basis of writing style. To combine such judgments would possibly

violate the assumptions of the model.

Therefore, an analysis of the judgments is performed, a so-called

points-of-view analysis (Tucker and Messick, 1963). This analysi.s

is essentially a Q-type factor analysis performed on the cross

products of the judgments rather than on correlations. The factors

isolated by this procedure rougnly correspond to possible bases for

making the judgments. A single individual may make his judgments

from some combination of bases or points of view. Therefore, each

Judge receives a 'score' on each factor that indicates how much of

that point of view entered into his Judgments. Judgment matrices for

various 'ideal or hypothetical' judges can be formed by taking linear

combinations of the original judgmentsusing as weights specific

combinations of scores on the various factors. In this fashion, it

is possible to construct judgment matrices for hypothetical judges
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that are not represented in the sample. In our work we did no make

much use of this facility, simply because we were not particularly

interested in "ideal" judgments. We were interested in finding the

judgment matrix that best represented our sample of judges--what we

might call a consensus judgment. Our concern was, not to find a

large number of points of view, but to assure ourselves that our data

were not contaminated by improperly combining variant points of view.

To this end, we inspected the cross plots of persons' factor scores,

looking for clusters that we had to treat as different points of view.

Also we had to judge, from the size of the largest root of the cross

product matrix, if we could safely assume that a single point of view would

accurately represent our sample of judges.

2. PURPOSE AND METHODOLOGY OF THE UTILITY S=UDY

In the utility study, the purpose was to evaluate the effects of automatic

index term assignment and automatic classification on document

representation. Recall that we defined the 'goodness' of a document

representation (surrogate) in terms of how well the representations

allow a user to make the same judgments about the documents that he

would make given the full text. The judging procedure is an arduous

task and experience dictates that subjects can perform the task

on at most 12 or 13 full-text documents (this takes about three

hours); for representations, the judging process goes considerably

faster, taking about one to one and a half hours.
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Three sets of documents were selected from the 52 documents used in

the previous studies. The first of these was selected so that the

documents were rather uniformly distributed amog the clustes derived

by the WD-2 method; the second set was similarly constructed, using

the WD-3 clusters; the third set was chosen on the basis that they had

all been assigned to the same category in Documentation Abstracts and

yet fell into different clusters on both the WD-2 and WD-3 classifi-

cations. It was possible to select these three sets so that each had

a subset of six documents in common, thus providing a common core for

compari son.

The subjects were divided into four groups, and each group performed a

Judgment task on each set of documents or corresponding surrogates.

For ease in labeling, a code was used to identify the type of

representation as follows:

A = the full text of the document

B - lists of machine-derived index terms only

C = lists of human-prepared index terms only

D = lists of machine-derived index terms plus WD-2
classification strucr.,ure

E - lists of machine-derived index terms plus VD-3
classification structure.
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Document sets were numbered as follows:

1 - for use with the WD-2 classification
structure

2 for use with the Documentation Abstracts
classification structure

3 for use with the WD-3 classification
structure.

Hence, a treatment code of A3 indicated a judgment set containing

the full text of those documents selected for use with the WD-3

classification structure, and so forth. The experimental design is

shown in Fi-udre 32.

The design was severely limited by the number of subjects available.

For reliability, it was desirable to have 10 judges in eaca set;

however, a single judge could not be used on the same basic material

more than once without danger of carry-over effects. This limited

us to the 12 judgment sets shown. The design was guided by the

necessity of making certain comparisons between surrogate types and

the full text and the fact that scome cocmariscns between different

surrogate types were of only limited utility to the study. Each

surrogate type was c.ampared against at least tv, fulIl text Gets.

Notice in Figure -2 that full-text set No. 1 was judged t-wice, as A1

and Al' to balance out the design and to get an estimate of the

reliability of the Jud=nts of the full-text, etc.
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Session
I II III

Subject Group N

1 DI A2 B3 10

2 C2 E3 Al 10

3 Al' C3 E2 8*

4 E2 A3 BI 9

*One subject made D2 judgments and did not coaplete
the task.

Figure _2. A Balanced Desiga if the Experimenta&
Conditions

I
tI
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a. Subjects

The experimenta. subjects we.,e UCLA students in the Graduate School of

Librasr Service. Personal information supplied by these subjects

indicated that the majority were in their first semester of graduate

study and most had had little or no experience with classification.

The subjects were not randomly selected; they constituted the entire

group who volunteered for the experiment except for the one subject

who did not complete all three tasks. Four subjects, who could not

attend the regular sessions, were given the tasks at SDC at a later

time. Subjects were randomly assigned to subject groups, and were

compensated for their time at a rate of $2.50 per hour.

b. Instructions

The subjects were ;Lven a one-hour instruction session during which

the general instructions were read verbatim (Figure 33). Additional

instructions ar- attacnZid to the ratir. fc:... (Fiatre 34). These

instructions were substantiall.y the same for each rating set except for

minor worJl.n for each tylce of material to be rated. The rexnainder of

the instructio.n res-Ion was spnent on answering questions about the task

aitd f1iil4r out a per!onal Inforz-ation forn (FOlw re L).

Iz the tectc• se o .s, the :ub.ects "'were proviLei ith a ' zt' - of

acron~ns a~sn• obz ..- �-�'e w,,Fi.Lre 36- t:at occu'rre'1 In the indeox li:+,

IL -..Itlon to - t -.aterla1s. :hrir. tnese ser7 mny ruhects
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UT Int..

General Instructions and Orientation

Those of us who are conducting this itudy are employed as researchers by tne
System Development Corporation of Santa Mjnica, which is a non-profit corporation
specializing in the design and d.velpment of large man-machine data processing
systems.

One such class of systems we are .nterested in is library systems, and the
present study you are participating in is concerned with one aspect of the
library problem. I will now try to give you a brief ske~tch of the nature of
this problem.

We are all aware of the tremendous increase in the number of scientific and
technical publications per year. This increase, sometimes called the information
explosion, is responsible for a correspondingly large increase in the work load
of library workers. Partictlarly difficult is the indexing, classification, and
document retrieval tasks. Our area of research deals with tbe area of machiue-
aided indexing and classification. We are trying to reduce Lne work involved
in indexing mnd classifying documents by intz-oducing machine-aided methods of
both indexing and classification. However, such methods will be of little use
if the results of a mv-rhine-aided indexirg and cl~sification s8,stem are of no
use to the user. Any machine-aided system must produce an output that is as
easily interpretable as the currently tvalUAble systems.

One of the tools we are using in our research It' a rating procedure known as
paired comparisons. In this procedure you will be asked to rate (scale) your
own personal Judgment of the content of several technical articles and sae
representations (surrogates) of these articles. The suri~gates consist of lists
of index teras either man or machine produced (you won't know which), or such
lists with added classification data. All in all there will be three judging
tas's: one invol-fing the full text of 12 articles, one involving index terms
of 12' different articles, and the final task involving index terms and classi-
fications of another 12 articles. You will be given the three tasks in- different
orders, that is, sme of you will judge the articles first, end some the surrogates
first, etc.

For the fuil articles, you will be given one week to i-ed the articles at your
leisure. For the sturrogates, you will be given about one hour to familiarize
yourselves with them.

The rating procedure is quite simple. On the second Lage of your rating form
there are three columns of pairs of' nurbers. These are the numbers of the
articles. You are to take the pairs of articles in the or-der that they appear
in the columns and look them over to refresh your minds as to their content.
Then ycu will make a numerical estimate of their apparent similarity using the
scale on, page one 'f the rating booklet. Do not worry about the exact meaning
of the scale items; they are placed there as an aid to you in using the scale,
but it is understood that each of you will adopt his own personal interpretation
of the scale. All we ask of you is that you attempt to use the scale in as
consisternt a manner as you can- If you become tired, please feel free to take
ct break and leave the room. You will be giver ample time to complete the task.

Figure 33. General Instructions and

Orientation
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However, we ask that you do not discuse any part of this task with others until
the experiment is campleted.

Remember this scaling task reflecto your personal perceptions of the similarity
of the documents; therefore, there is no right or wrong answer. You will not be
scored in any such sense. Your judgments will be used in a subsequent mather-Lical
analysis of the various indexing and classification systems.

If you desire, a report of the results of the analysis will be sent to you upon
the completion of the study. If you wish such a report please indicate so in
the place provided on your personal history sheet.

AloQ, aithough there is nothing in this task that reflects in any way upon you
as individuals or as students, all responses will be kejt anonymous according
tc the rules of the American Psychological Assoclation. To aid this, you have
all been assigned subject identification numbers; please place these numbers and
only these numbers on each sheet of paper given you, including all pages of the
rating booklets. Accuracy in the use of these identification numbers is
extremely important, as is your care and attention to the rating task. Please
check all your work carefully.

Are there any questions?

Figure 33-- Concluded
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SubJect Identification Number UT 1-a

Document Similarity Rating Form

In this task you are asked to ýudge the siailaA±.ty of the contents of pairs of
documents. The document numbers are presented in oairs followeG by a bianl
space. For each pair you are to make the best possible estimate of their
similarity from the given information and indicate this judgment by selecting
the statement below that comes closest to describing your judgment and placin4g
its number in the b.anA opposite the pair being judged.

"To me, the subject contents of the two documents would most likely:

1. be almost completely similar."

2. be highly similar."

3. be quite similar."

4. be slightly more similar than different."

5. be about equally similar and different."

6. be slightly more different than similar."

7. be quite different."

8. be highly different."

9. oe almost completely different."

About making judgments.

1. There is absolutely no basis in this experiment for considerin any judgent
you might wish to make as more or less "right" or "wrong." We desire your
immediate, Independcnt judgment, without conrulting aids such as authority
lists and without unduly extended analysis of the situation.

2. All document numbers occur again and again in different combinations in this
exhaustive method of paired comparisons. The judgment task can become quite
onerous, but we know of no other way to extract the needed detail of data.
Accordingly, we depend on you to pace yourself as you see fit. If you notice
your attention wandering or an inability to focus any longer on the task,
please take a break and wait until you are able to return with fresh concen-
tration.

3, ne sure to place your subject identification number on page 2 of the rating
booklet in the upper left-hand corner. Place the list description number
(Al, A2 ... E3) in the upper right-hand corner. This number is in the upper
right-hand corner of the envelopes containing your materials and on each
index term page (the list nuLbers are not on the full text document repro-
ductions only on the envelope containing them).

Figure 34. Document Similarity Rating Form



-97'-

Subject Identification Number -2- (it rsliart-oc)

7-12 6-12 1-7

.5 5-7 23

1-6 1-2 - 10O

2-9 5 -9 7-8

10 -11 7 -10 6-i

4-7 4-11 9-12

1-10 1-9

9 3-7 4-12

I-4 8 -9 8- 10

3 -10 5 -12 3- 4

3-11 3-8 5-6

8-12 2-12 2-8

4-b6 4 5 1- 11

3-9 8-11 4.9

1-12 6-8 8-12

7 -11 4 -10 3 -11

2-4 1-3 3-i0

9- 11 2-6 1-4

1-5 7-9 6-9

6-7 10-12 5

5 - N _11 - 12 - 7

2-1 _i 5-11 1 10- 11

i- _ 2-10 2-9

- __ 3-5

_-__2-7 2-5

4- ' _ _3 -12 7 -12

Figure 34--Concluded
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Subject 1dentification_ NFber

Personal Information Form

1. Name Age Sex

2. Hme Address Phone

3. University

4. Status (grad., faculty, etc.)

5. Brief Description of Education--please note the rajor areas you have stue.ied
both as an undergraduate and graduAte student, and your degree object!-e.

6. Work Experience--please list your major jobs, not part tim or sumer work.
If in the library field, list type of duties and length of time.

Figure 35. Personal Information Form

j

I
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Acronym Definition

AEMIS Medical !R syctem
AHU film A type of microfilm sheet film
API American Petroleum Institute
AS4 American Society for Metals
ASTIA, ASTIA thesaurus Armed Services Technical Information Agency

(predecessor to DDC)
CDCR Center for Documentation and Communications Research
COBOL A programming language
CONDFK Concept indexing
COSATI Committee on Scientific and Technical Information
DDC, DDC thesauri Defense Documentation Center
DOD Department of Defense
EJC, FJC thesaurus Engineers' Joint Council
Ei-Nikkor A camera lens
FORTIIA Programming language
INFOL An information language and index scheme
KWIC Key word in context
hVOC Key word out of context
LB(, project LEX DoD project to develop common tndexing vocabulary
Lodestar Microfilm cartridge reader-printer
MEDLARS Medical information retrieval system
MESH Medical subject heading index
MUL4ST Medical and health related sciences thesauri
microfiche sheet microfilm
Ný4A National Manufacturers' Association
IriJC1,K National Union Catalog of Manuscript Collections
PAS Personalized alerting service
RADC Rome Air Development Center
R:*D Random House Dictionary
Saf TXAN An indexing, abstracting and retrieval program
T=XT-C0 An automated document preparation program
T= CON A program for converting text nto a better

form for computers

Figure 36. Dictionary of Acronyms

16S
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had questions about the index terms and the interpretation of the

tree/graph classifications. Qucstions of this nature were answered in

general terms only, to avoid unduJly influencing the subjects' rating.

We feel that the manifest uncertainty concerning interpretation

of the classification information had a considerable effect on the

result. However, it is impossible to estimate the size of this

effect.

c. Rating Procedure

The rating scale was presented during the instruction period and was

reproduced on each of the rating forms (Figure 34). During the testing

session, the subjects rated each pair of documents or surrogates on a

9-point scale of dissimilarity, one pair at a time. This resulted

(r 2 -n)/2 or l22-12 = 66 judgents. The first 12 judgments were arranged

so that each article appeared at least one time; these 12 jdmments were

repeated at the end, thus bringLng the total number of judgments made by

each judge to 66 + 12 or 78. The repetition allowed the judges a

'warmp-l' and some check on rater reliability. However, many

subjects noted the repeated items and were then instructed to make the

judgments again without referring to their earlier efforts. The first

12 judgmnts are used cnly for reliability checks and a points-of-view

analysis. The fact that subjects noticed the repeats is of little

consequence, since the major reason for the repeats was to allow for

scme warm-up to take place in each session and to assure that all 12

documents were referred to at least once before the major judging task.
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For surrogate material the subjects were given the rating materials

at the start of the judging session. For full-text material they were

given the material one week before the task, with instructions to spend

about six hours reading and familiarizing themselves with the material.

They were allowed to make any notes they wished on the materials and the

majority of the group did so.

On the whole, cooperation nf the subjects was excellent and they

appeared to have taken the task quite seriously and devoted good effort

to the reading and judging of all materials.

3. DATA ANALYSIS

For the utility experiments, two separate but related data analyses

were performed. The first was the points-of-view analysis designed to

insure that no rater had a deviant approach to the rating task, and

all judgments in a set could be combined. The second, or multidimensional

scaling analysis, was designed to determine the number of aspects in the

document or surrogate, such as the subject matter, difficulty level,

writing style, etc., that contribute to the similarity judgments.

a. Points-of-View Analysis

The points-of-view analysis was adapted from a FORTRAN II coding

originally done at the University of Southern California. This analysis

follows exactly the procedures outlined in Tucker and Messick (op. cit.),
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the SDC modifications being restricted to a recoding in FORTRAN IV

(initially for the 7094 IBSYS operation and then for OS/360-65

operation).

In this study, a points-of-view analysis was performed on each judget

set. There were twelve such sets (see Figure 32),or unique combination

of judges and stimulI. Each set provided an N x 78 matrix in which

N was the number of judges and 78 was the number of Judgments each

rater made.

In all cases, that is, in all twelve sets of data, the analysis

revealed the presence of only one dominant point of view. The largest

root of the matrix accounted for over 90 percent of the trace. As a

result, it was possible to combine the individual rater's judgets

and to form a consensus judgent for each judgment set. The set

consensus was computed by making a linear combinatio= oi ludgimts from

each judge, using as weights the judge's score on the first factor of

the points-of-view analysis. Thus, each judge's contribution to the

consensus was in proportion to his 'distance' from the origin of the

'persons' space. This procedure, except for a norm-alizing factor, is

equivalent to taking a weighted mean of the judtpents as the consensus.

In this study, the points-of-view procedure was used largely as a matter

of convenience; the prograns were already set uT to work that w° from

previous research effort., and the method was known to be superior to

takln6 a s-iLrle average as the consenccz, although an Inspection of

I

!
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the factor scores indicates that the weighted average is very

little different from a sinple average.

At the coapletion of the points-of-view analysis, each of the 12

experimental treatments had been reduced to a single vector of 78

judgments, one such vector for each set. Bach set of vectors was

rearranged by the program into a 12 x 12 document matrix of similarity

judgments. A cell value in the matrix contained the consensus rating of

the similarity of the pair of documents. in the process of forming

the matrix, the first 12 judgaents were deleted since these were repeated

later on in the task. Twelve such matrices ware formed--one for each

experimental treatment. The matrices were formtted for direct input

to the miltidimensional scallng program.

b. Matidimensional Scaling Analvsis

The multidimensional sca~l-ig program was recoded ,rom a FORMAN II

version supplied by the authors (Torgerson and Meuser, opc. cit.) into

FO"IRAIh i, again first for the 7094 and tten for the 360 coaquter.

Both programs performed extremly well o autnir-sJpl¶ed test problems.

tiowever, the 360 version of the multidizensional scaling program, for
uexplained reason; took tnree to fc.r times the ir.ni5 tire of the

*094 versins. Th"Dis rather unexpected turn cf nezts a zui "a tc

modify the :orm-o procedure in using the mu, tldAzensional scali. r proram.

2y the progran solves for toe best-�fcting space In successlvye2q

'.. ..... . . ... ... .
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laier dimensions, starting with nine and iterating down to one. The

output consists of a matrix of projections of items on each dimension,

rotated to the principal axis position. This is a very lengthy procedure;

the expected run times greatly exceed the time available to us for a

sincle run. Therefore, a single solution in the highest dimensional

space, nine, was used as the only solution in this experiment. Experienre

has indicated that the first 2 or 3 of the principal axis dimensions

extracted change very little in the iterative process, and that, for

12 stimulus objects, the criterion of fit would be reached at about 5

or 6 dimensions, but the criterion of being able to relate dimensions

obtained under different experimental conditions would apply to at most

the first 3 dimensions. The time consideration was even more Iportant

than the not-Lnconsiderable cost. To follow the coplete iterative

procedure would have required at least three months, given the operating

constraints now in existence with our new 360 system. The possible

variation in results is very sl!Sht.

Only the first twc dimensicns extracted stved any positive relation

over &Ll relatable! experimental conditions, so further analysis was

restricted t- these rwo dimensions.

*. S'I'AITY OF R~~3AIM CONCIUMONS

These experimetAs were desigied to measure the degree of similarity

betvec Judýnts made using the dIfferent -oc~eret representations

described in parag•aph 2, Pu.rpose sad Method.oloEj of the 'Aility Stuz-.

Since there wee flve different c,=x't reprezentations, the ni.ber
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of possible paired combinations (five ob 4 :..ts taken two at a time) was

equal to ten; that is, ten different comparisons among these five

representations were possible. There were also 3 different document sets,

and in a completely balanced design 30 comparisons could be made

requiring 15 independent rating experiments. However, not alU comparisons

were of equal theoretic interest, and so only 11 and 1 replication (Al')

were selected for detailed study. These 12 Judgment sets are listed as

the column and row headings in Figure 37. N~ote that the rows are divided

to provide for the two dimensions (I and II) derived from the multi-

dimensional scaling analysis. A total of 17 pairs of comparisons were

made and are recorded in Figure 37. These comparisons indicate the decree

of similarity or congruence between the configurations derived from

judgments of different representations of the same documents.

Several different indexes of congruence have been suggeLted In the

literature; they a&l share one common failing---none of them has inCJ..L

sapling properties. Therefore, no statements of 'statistical

siegUificance' can be made. The index used In th.iz stu i" Is one 7uggested

b! Ticker (cited in :Armcn, :. 257). It is essentiaUl_! a prod,,ct-

~nt t7C c' ~n~x, it its Mort iefiitely nt a correlation.

coeff..cl.e.t. 7he io-nla is:

LiatJ • 2a,

= -

Wnerc C aa:-. a are tne =atrlces of pz~e:Io: -tal::e:

'•",icr : .. .. I a:d 2.
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Al Full Text I 1
II 2

Al' Full Text I 3 973

A2 Full Text I 7 ,
11 6

A3J l'U1 Text 1j

B1 Macehine I 9 573 756
Terms II 10 169 349

B3 Machine I ii (735) 875
Terms II 12 (229) 170

C2 Human 1 13 61621
Terms II 14 3 .

C3 unman I 1., (8.) 980 85o

Terms 1! 16 ( 465) 527 1 47

DI WD-2 I 7y 492 496 '577
II 18 579 332 122

D2 WD-2 I 19 0546) 657
Ii 2o (476) 518

E WDI-3 1 21 806 522
TI Z 418 367 519

E3 WD-3 I 23 (791) 776 786 796
11 24 (433) "47 248 280

Al Al' A2 A3 BI B3 C2 C3 D1 D2 E2 E3

Figure 37. Degree of Similar!.ty between Judgmerrts
of Different Representations of the
Same Documents
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As in a correlation, a value of 1.0 indicates perfect agreement and 0.0

indicates no agreement; since the sign of a projection is arbitrary, no

special meaning can be attached to negative indices in the tabulated

result.

In Figure 37, the index for the first dimension is placed directly above

the index for the second dimension. Indices to the left of the double

vertical line are those of greatest interest. Only the lower triangular

matrix of indices is displayed, since the full matrix is symmetric

around the diagonal.

Interpretation of Results

The points-of-view analysis, as was noted, produced no surprising results;

therefore, that analysis can be viewed as simply a stage in the data

processing without further comment.

The results of the muitidimensional scaling analysis are summarized

in Figure 37. In terms of this experiment, these indices dre the 1hest

available summary of the results. Cross plots were made of dimensions

I versus II for each judgment set. These plots were compared visually

in the same combinations as indicated in Figure 37. However, only

subjective estimates of congruence are possible by such a ccwparison,

but these subjective estimates are accurately reflected in the indices

presented (the visual comparisons were made before computing the indices).

In the absence of a known sanepling distribution of the congruence index,
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certain ad hoc conventions were adopted. These at least follow

accepted practice. An index of below .4 is assumed to indicate at

best a trivial relationship; an index above .9 indicates a good

relationship; and the points in between are interpolated along this

scale.

Certain average indices were computed for convenience in intepreting

Figure 37. Only indices shown to the left of the double vertical line

were used in computing these averages. They are shown in the figure

in parentheses, in the lower left corner of the block (single

horizontal lines) from which they were derived. These indices are

derived from on the order of 600 judgments per set and should be

rather stable.

First, notic3 that the indices between sets* Al and Al' are .933 and

.727 (lines 3 and 4). This indicates tha4 for our sample of subjects,

at least the first two dimeusions (based on the information-rich full

text) are reliable and replicable over different groups. Next, in

general, the surrogates do not provide much information about the

second dimension; the highest second dimension index is only .579

(line 18) for the D1 condition. However, that condition is one of

the few that was replicated by comparing it against two full-te-xt

configurations, and the replication index is only .332, indicating that

the degree of relationship is not very high.

*The labeling of these sets is fully described in paragraph 2
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Taken over all, the human-derived index terms contained the most

information about the first dimension, with an average index of

.821 (line 15). The machine terms did only slightly poorer with

an average of .735 (line 11). The human terms might have a slightly

greater edge in providing more second dimension information, an

average of .465 (line 16) versus .229 (line 12). Adding the

classification to the machine terms had an unpredicted effect--the

WD-2 classification apparently depressed performance, reducing the

average index for the first dimension to .548 (line 19), while adding

the WD-3 classification improved things slightly, increasing the index

to .791 (line 23). However, both classifications did add some second

dimension information (lines 20 and 24), which was almost totally

lacking in the machine index terms along line 12.

This result is somewhat hard to explain, since the judges had at least

as munh to judge on with the added classification information as with

just the machine index terms. The decrement in performance can possibly

be accounted for by the expressed difficulty of the subjects in

interpreting the classification trees. The fact remains that subjects

did use the classification data; if they had sinply ignored the trees,

one would expect no difference between conditions B (machine terms),

D (WD-2), and E (WID-3). Howrever, clearly, WD-2 was worse on Dimension I

than either WD-3 or just the machine terms (lines 19 versut iU anud 23).

WD--2 was perhaps slightly better than Just macnine terms on Dimensicon 1

as was WD-3. Further, those judges that used classification duata were>



relatively consiste it among themselves, as can be inferred from the lack

of secondary points of view in the points-of-view analysis. The most

likely interpretation of the result is that the physical layout of the

WD-2 trees led judges to overweight the fine distinctions between

documents, represented by the 'leaf' end of the tree, simply because

there were more of them. The physical form of the WD-3 trees did not

mislead the judges as much; 'leaf' end clusters tend to go 'higher'

in the tree than for WD-2.

To rephrase this, it appears that the WD-2 classification led

the judges to conasiO-Ar the intracluster dista)ices as being more salient

than the intercluter distance. Mnultidimensional scaling has the property

tbhat, if clusters exist in the data, the analysis ten4rs to di.sregard

intracluster distances, treating the cluster like a point. Thnerefcre,

the WD-2 classification led the judges to corstder a part of the

inf•rmation that woulDd not be expected to, show up in a multi-

dimensional scaling zLVyris.

To check on this int4rpreta:ionj a multilimensional scale analysis was

perforwed on the wbcole 52..document set, i.ing as dist-nces the node-

height measure described eaxlier.. As expected, node heightll that uxe

less t~&n fivL %tere wapped nr.to m•utid-L-ensiorn-l scale distances of zero

for bothi the WD-2 axrd WhD-3 clasific~tiou, The c..usterz-, of node height

greater th•an five wsýre found in the cross plots of the fL2st two

btained dimensicis, However, the WD-. dUstances were, in general,

greater tblr : f.:• WD-2, so that many -ore •iuffcrs were di2.layed in the

f•irst two i.e., there -% more intjrcluster informsticz.
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However, the surmise must remain just that, until more information is

known about human classification performance in general.

WD-3 also fares better than WD-2 in other ways. Document set 3 was

derived from WD-3 clusters of the whole 52-document collection. A

general comparison shows that almost every index involving document set

3 was higher than other comparable conditions. Note the rows and

columns labeled A3, B3, C3, and E3.

An analysis of variance would be inappropriate for these data; however,

it is clear by inspection that there is a consistent 'Document Set

Effect' in favor of Set 3. This is explainable if the WD-3 clusters are

'more distinctive' than the others, and, hence, documents and surrogates

selected from WTi-3 clusters are easier to distinguish.

Finally, the WD-3 classification data are substantially the same as

the human index terms, on both dimensions I and II. The average indices

for both dimensions are .643 (average of line 23 and 2•) versus .611

(averaige of line 15 and 16) for human terms and WD-3 with firstj-dimension

average indices of .82-1 (line 15) versus .791 (line 23). Based upon

these data, it seems reasonable to assume that, as judges become more

experienced in interpreting tree diagrams, the use of tnis form of

automated classification would provide more information relative to the

ful_ text than wo'ld subject heading index terms alone.
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At least, the relatively inexpensive indexing and classification
represented by WD-3 is very nearly as informative to our class of ýudges
as the much more costly human-derived index terms of condition C.
Further, the machine terms alone (condition B) are fairly good relative

to these same human terms.
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SECTION VII

INTERPRETATIONS AND RECOIMvNDATIONS

In preceding years, System Development Corporation, under contract with

Rome Air Development Center, has developed v set of computer programs

for the automated classification of documents. These programs, called

ALCAPP (Automatic List Classification and Profile Produrction), were

coded for use with the AN/FSQ-32 computer. In contrast with mcqt otner

automatic document classification procedures, the ALCAPP programs are

designed to be economical when used with large data bases, for computer

time increases as a direct function of the number of items to be

classified. The programming system consists of three parts: the data

base generator, the hierarchical-grouping program, and the iterative

cluster-finding program.

The current research project has as its purposes:

(1) To recode all three programs for use with RADC's GE 635 computer;

(2) To investigate the statibtical reliabilities of the hierarchical-

grouping program under a variety of conditions;

(3) To investigate the statistical reliabilities of the iterative

cluster- finding program;

(4) To investigate the utility of the machine-produced classification

hierarchies for predicting document content.

The preceding sections of this report describe in detail the experiments

that were performed and the results that were obtained. In this
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concluding section, we review and interpret the results and state

our conclusions and recommendations.

1. RE)CODING THE PROGRAMS

All of the programs were rewritten in JOVIAL for compilation on the

GE 635 computer. A detailed description of the programs and their

flow charts is available in the Appendix to this report.

2. HIERARCHICAL-CLUSTERING PROGRAMS

The aim of this set of experiments is to compare the classi2ication

structures that are the result, or output, of the hierarchical-clustering

program when various input conditions are manipulated. The conditions

that were systematically varied and tested are:

(1) The classification algorithm;

(2) The type of indexing;

(3) The 7.epth of indexing;

(4) The order in which the documents are processed.

The following paragraphs report the results in more detail, but in essence

it can be stated that thie output of the hierarchical-clustering program

is sensitive to variations in the first three variables and relatively

insensitive to order effect.

a. Interpreting the Effect of the Classification Algorithm

Two different classification procedures were comparedand it was determined

that differences in the computer program result in document clusters that
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are only moderately similar. While some clustering differences were

expected, ,;he clacssification structures were less similar to each other

than anticipated.

These findinis statLstically support the view that, although all

automatic classification techniques cluster documernts on the basiz of

word similarity, the resulting classification structures may differ

sigificantly from each other, depending upon the logic of the clacsification

algorithm. Just as manual. classification schemes differ from each other,

so do mathematically derived clansification systems. They are not the

same, and the utility of each system must be evaluated separately.

As an outcome of this experiment, it can be stated that the WD-3 algcrith.

appears to be slightly more stable under a variety of input conditions than

is the WD-2 algorithm,

Now that the struct,:'e and thne statistical properties of both algoritr-nf

are Lnowr it would seem advantageouc to stu' net-oos of CoOingr4ý bot'o'

logics--a;d inaeeU other lo,_Ics as well--to uevello a " lassifcatioo

algorithm that wod:- be moize satisfactory than either one separately.

I.,ter�retj,• the _'fect of the Tj-pe o- inIexir•

The docmentc -Ie in toe :Uera-ch"ca class&ifiation program were in-exe:

bv zkille lbrarlans anri by maw.hine-ailed tecuniques. Toe l sar -

prepared index lists ,f mulItiple-word concept terro woije the co:uter

derlvea Inv.... key word Inl,.ex terms. Tue classlficatico :truc tu-e

based upon both types of indexing were cozared for similar•ty.
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The results of this experiment are very significant, for they show that

the automaticaJlly derived classification structures, based upon the same

set of docuents, will aiffer significantly, depending on whether the

type of indexing used is key word or concept. The experiment demonstrates

the need for a consistent vocabulary in classifying documents.

Although these findings are based upon machine-derived classification

systems, the statistical significance of the results cautions against

mixing concept and key-word Indexing in any document storage and retrieval

system.

c. Interpreting the Effect of the Depth of Indexing

A series of experiments were designed to investigate whether differences

in indexing depth would result in differences in the classification

structure. Lists of 6, 15, and 30 index terms were derived from the

same document, and these listr were processed separately into classification

structures, which were then copared for similarity.

It is concluded from the results that the number of index ter--, cz the

lists being processed can significantly affect the arra•g•nt and

clustering of items in an autocntically derived classification hierarchy.

Furthermore, this relationship holds true for both the WD-2 and W')-3

z-Tmv-s and for both key-word indexirg and concept indexing. There is,

hover, an interesting difference based upon the type of indexing.
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T!.e longer the list of key words, the more stable is the classification

structure. For human indexing, this trend is reversed and the classifi-

cation str-ucture is most stable when derived from lists containirng

relatively few muitiple-word index terms.

A rcasonable interpretation that can account for these results is that

a fairly( large nuober of key words are needed to make the index list

an adeq~uate (and thus stable) representation of the document. T17his is

not true when using concept indexing. A relative.'! small number of

concepts can adequately describe the subject matter of a doc-uent.

If a larger nunber is ua,; extraneous concepts are included, and

classifications structures derived from these longer lists are subject

to chance fluct-uations anri are thus less reliable.

Th.ese experie:zeral res,-'ts are consistent with the revio-us . .

tbat concert and - Irdexing s...l• d not be mixei. "These

are also s.Li-ificant 1 tnmelve., f 'r they in-cate t for

z,•-.ne derive Iaific n a -...rn. and proably genera__, ,,e-e

an oit_1 nu-.er of index ter-, tr.ia mea•es or t• -he most stable,

c=ent s'rrcizate. ants n 41er lffers, iepen: ether

c,;ncte'• in/exin4 cr:' "-a-'r'n•n- -' .-- /



d. Interpreting the Effects of the Order in which Documents Are
Classified

In building a classification system, the original documents to be

classified tend to exert a greater influence on the resulting structure

than do later documents, which are then simply fitted into the existing

structure. This statement seems to hold true for all classification systems,

be they manually or machine derived. However, because of the manner in

which documents are paired, the effect may be even greater in automatic

classification procedures.

To investigate the effect that the order of document input may have,

three different arrangements were used and the resulting classification

structures compared. The results indicate that, while there is some

variation in the final classification structure, processing order is

not a very significant factor. It is also evident that the WD-3

algorithm is less sensitive to this variable than is WD-2. The use of

concept indexing will teni to further increase the reliability of the

classification structure.

3. ITEATIVE CLUSTER-FINDING PROGRAMS

In using these programs it is necessary to decide first on a reasonable

number of categories and to arbitrarily assign a few documents to each of

these initial categories. Then, by a series of iterations,the program will

divide the entire document collection into groups.
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Three questions were asked about the operation of this program:

(1) How dependert is the final cluster arrangement on the initial

arbitrary assignment of documents?

(2) How stable axe the clusters as new documents are added to the

collection?

(3) How homogeneous and reasonable are the clusters?

The experimental results on which the answers to these questions are

based are described in detail in Section V of this report. The overall

conclusions and recommendations are that the iterative cluster-finding

program is sensitive to changes in the initial cluster configuration, and

that, therefore, in a practical application the initi.Jl documents should

be selectively rather than arbitrarily assigned. By seeding the clusters

with selected documents, we wlll obtain final categories that probably

are more reasonable and homogeneous. The classification categories are

stable, and additional documents can be added to the collection without

causing any major shifts, provided that theb- new documents do not

constitute more than ten percent of the original collection.

Finally, it is our conclusion that the automaticallyN derived classification

structure of a document collection constitutes a good initial organization

of the material, but thiat this organization can be improved and made more

meaningful if it is reviewed and modified by trained personnel.
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4. THE U8E OF MACHINE-PRODUCED CLASSIFICATION HIErARCHIES FOR PREDICTING
DOCUMENT CONTET

This set of experiments was aimed at determining whether knowing the

classification category in which a document has been placed will provide

additional useful information for judging the content of that document and

therefore its pos-Lble relevance to a need for information. Essentially,

the experimental design was based upon making judgments on how similar

various doc'iment representations were as compared with the full document.

We were particularly interested in kaowing whether a document representation

consisting of index terms and classification data was superior to a document

representation of index terms alone.

A detailed description of these experiments and the results are available

in Section VI.

In retrospect, it seems clear that the subjects needed more instruction

and experience in using classification trees. Nevertheless, although

they had difficulty in intermreting these trees, thozy did use the

classification data in making their judgments. On the major variables

most commonly used in judging documer'- relevance, a knowledge of

classification categories did not add much to the obtained scores.

Jowevez., classification provided other information, as shown by the

increased scores for the second dimcnsion, and thus could improve the

overall judgment of relevance.

I
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5. FINAL RME11MEDATIONS

The statistical properties of the Automatic List Classification and

Profile programs have been clarified, and new knowledge has been

gained about the strengths and weaknesses of these programs. To conclude

that automated document classification is not perfect would. be to make

a true statement but one not uased upon, or directly derived from, the

results of the preceding experiments. It is a truism, as would be the

statement that no existing library classification syst iis perfect,

and it is just as meaningless.

Classification is a method of file organization, and it is needed in

both tracitional libraries and in automated document storage and ret.ieval

systemm.

Libraries exploy skilled personnel to analyze the subject content of a

document and to assign it a proper place in a logically organized

structure. This is a time-consuming and e;.pcns:.ve task, but it works

reasonably well. However, in an automated system where every effort is

being made to reduce search time and provide faster customex service,

manual indexing and classification would be anachronistic. Why improve

search time by microseconds when it takes weeks to put new documents

into the file? Mechanization of the input procedure--the initial processing

of the dorument and the organization of the file--is a necessity.
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Many researchers have been working to achieve this goal. As is usually

the case, in the beginning, great advances, ever breakthroughs, are made.

But, the consolidation of these gains and their application to practical

systems Is a long and painstaking task. The research reported in this

study is a small but necessary step in making automated document

classification a practical reality.
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