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FOREWORD

This repert was written in an attempt to give the scientist,
engineer or laboratory manager who has a limited background in the area
of statistics a better understanding vf <he methods of correlation and
regrassion. A number of examples have been given to illustrate the meth-
ods that have heen developed, together with numerous grephical represen-
tations to give the reader a pictorial description of many interlocxiry
relationships. ©No prior knowledge of statistics is assumed, but some
experience in mathematics beyond calculus is necessarv to fully compre-
hend the theoretical develnpment.

Ne attempt has been made in this article to discuss such topics
as ‘~nfidence intervals or tests of hypotheses involving the correlation
coeriicient or regression equation. While these topics are certainly
important statistical concepts, it was considered desirable to restrict
the scope of the text to interpretations of the principles of correlation
and regression,

Over the past year, the author has been a statistical consul-
tant to the Office for Laboratory Management in the Office of the
Director of Defense Research and Engineering. He was motivated to pre-
pare this review as a preface te a series of studies utilizing chese
statistical techniques that will he published in the near future.
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I. INTRODUCTION

The metiods of regression have heen vwsed qui*e extensively in
recent years in the prediction of certain random phenomena called variables.,
Freguently it is difficult to obtain observations »n one variable,or observations
can be obtained only after a considerahle time delay. In such cases it is
often desirable to establish a relativnship between this variable and one or
more other variables which can more casily be observed so that the former
variable can be predict 1. For exanmple, a student’s college point average is a
variable which can be observed only after the completion of four years of
work, while the student's high-schoo! grades and scores on varicus college
entrance examinations are a-ailable prior to uis enrollment into college.

Many educaters have been interested in predicting college success [from such
precollege records. Another major concern in our society today is that »f
predicting a man's salary {rom age, educational background and type of work
data. The personnel offices of large corporations must know what factors
influcnce salaries so that they can remair competitive with cther organizaticons.

In rearessinn the variable which is being predicted is often referred
‘2 as the dependent variable and the variables used in the predicting are
referred to as the independent variables. The initial step in an investigation
requires that observations be made on both the dependent and independent
variables. Using this data a relationship i{s »stablished which best describes
the trend of the observations between the dependent and independent variables
s that in the future it is only necessary to observe the independent variables
to make a r-liable prediction as to what the value of the dependent variable
would be if observed. For example, in a college admissions office, a study
might be made of current college seniors using point average as the dependent
variable and the studenl's high school grades and scores on college entrance
examinations as the independent variables so that only students with a high
predicted point average would be admitted the {ollowing year. The relation-
ship that is established using the observa s {from the dependent and
independent variables will be called the regression equation and the mechanics
of estabiishing this relationship will be discussed in the text of this article.

It should be pointed cut that in regression one is not necessarlly
sceking perfect prediction of the dependent variable. Often the dependent
variable will be strongly related to one or possibly two variables and »nly
weakly related to a number of others. This is exhibit:d in the salary probiem,
wher . age and educational level are strong factors and such things as
personallty traits, compatibility with fellow employees and others, while
sometimes important, for most employees have lttle effect and are difficult
to measure in terms of salary effect. In regression, therefore, one is only
seeking - relationship invoiving those variables for which the dependent
variable is strongly related. No interpretation of the term "strongly related”
will be given here since the interpretation may depend upon the particular

investigation being conducted.
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Faving obtaincd a regiession equation, it is often desirable to obtais
a measure f the strength o1 ¢he hypothesized relationship, where the term
strength will be raken to mean the degree to which it e daia {ollows the regres
equation. Several correlation techniques have, therefore, been developed to
describe the strenpgth of the regression equation and interpretations will be
given as to the meaning of the results,

As a matter of notation, capital letters {sucn as Y, X, Xz) will be
used to designate variables and small letters {(such as y;, x1i. x,,) used to
designate particular observations from the variables. Swall letters will

also be .3ed in writing the regression equations.

2. REGRESSION IN TWO VARIABLES

Suppose an investigator is interested 1 studying the relationship
Letween salary and age of the protessional employees at Company A. The
investigator initially believes that a relationship exists because he conjec-
tures thatanolider man, in general, will have more experience in his profes-
sien than his younger colleague, and therefore will be mere valuable to his
emplover. It is realized by the investigator that age is by no means the
only factor involved,but it is conjectured that at least some trend will he
present. A plot is therefore made of the observations on the variable Y
(salary in dollars/month) versus the observations on the variable { {age
in veare, for the professicnat employees ol the company and presented in
the upper graph of Figure 1 along with the data., A casual obscrvation shows
that there appears to Le an increasing trend of salary with age, but the
investipator wishes to make more than just a subjective -vpraisal of the
data. A further oxamination indicates that the trend appears to be linecar,
s0 the investigator wishes to find an equation of the form

v -t bX (1)
Y

which describes t! rend of the observations from the variables X aod Y.
That is. tor this set of data, determine constants a and b oso that an
emplovee's salary in dollavs per month can pe predicted by multiplying s
age in years by the constant Hoand adding the conscant a. It should be
ermphasized that the (uantity a + by only serves as o predicted salary tor an
eronloyee of age x vears based upon a trend determined by the entire
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professional population and that a pariicular individual's salary might ditter

coasiderably trom s predicted value, owing to the tntiaence U other factors

besides ape (such as educationa? backaovoned and personality traits) which

aftect an ereployee's salary,

The 1vestivator ts thus cnterested fo detertsiatng the constants in
Equation {1} so that this cquation best represents the tread establishied by

Company A, The phrase "hest represenrs’” could be intervreted guite




differently in arivas investigators, so it is desirable t, intioduce the

1 N 1 M. L Tl PN - T "o PRI i) sawo s es . N - - -
standard techolaae S0 Dittinge a line 4o the data Roown as the moethed of leac

squares--tnat :x toal constants a and boin Equation (1) such that the sun

14
S = Xy, -a-1lx) {
i=1 t

[a¥]

is minimized where the sum 1s taken nver a'l pairs (Xi: Yi) repre-euiing
the aye and salary pair of the ith employce. It will be recalled that a + bx;

will represent the predicted salary for the ith employee sothe quantity

d. = .- (a4 bx))
1 yl (¢ 1

represents the ith employee's salary deviation from the linear trend of the
professional population of Company A, From Equation (2) the method of least
squares is seen to ti..d constants a and b to rake the sum of the squares of
these deviations as small as possible. The details will not be stated here,
but it can be shown that the constants a and b satisfying the least squares
criterion can be found for Equation (2) by obtaining the partial derivatives
8S5/3a and 8S/8b and then solving simultaneously the two equations

aS as
=2 0 G
Sa ah

for a and b, The result will vield the values

a = ‘;'_y)i {\5\)

where x X ox.,ooand vy,

Whee a and b oare valeulated trom (1), Fquation (1) is known
As tihe hmmear revresston of Y on Xoo From (3) it s seen that the constant a
is determined directly from 5 and the two means. Thus, s desirahle
alternative torm of the linear regression can he obtained by the direct

substitution tor the constaat a int Fquation (1), vielding the modified form

v v+ b o(x - x). {3a)

This torm ts desired by many because 1t explicitiy e hibits the means of the

data used to obtamn the regression eguation,
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Using the data given in Figure 1, the linear regression has been
calculated and this line plotted through the data in the second graph of
Figure 1. Geometrically, the deviations d; represent the vertical distance

from the regression line to the point (xi,y;) as illustrated in the figure.
The regression line has the properties that

and

are minimized. It should be mentioned that, if X is considered to be the S
dependent variable instead of Y, then the regression of X on Y cannot be :
found by solving the equation y = a + bx for x. Rather, one wishes to find -
constants a' and b’ in the equation x = a' + b'y such that the sums of squares

of the horizontal distances from the points (xj,y;) to the curve x = a' +b'y

are minimized. This solution for a' and b' may be considerably different

from the constants found by the inversion of the equation Y= u‘+ bx, especially

if the sample size is small. ‘

3. CORRELATION IN TWO VARIABLES o
Having obtained a regression equatxon, the investigator]is often
interested in determining the strength of this relationship obtained by his o
regression technique. One of the most frequently used measures of this fit D
is the Pearson product moment correlation coefficient obtained Vfromvtbe
observations on the variables X and Y by the equation : : :

n
z -on .
i=1 %Yy - Y
r = .

n

,/ 2 -2 =2
b - Z &
(i 1 5 nx )( Yi ny )

(a) For any set of points -1< r < +1,

) r + 1 if the points lie on a straight line withposltlve -16

{c) r = - 11if the points lie on a straight line with’ nesgative 's‘ldbj‘e; o




Figure 1.1
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{d) r will be close to zero if the data has no linear trend .

(e) If each x; is multiplied by a positive constant, the value of
r is unchanged.

(f) If a constant is added *o each xi, tte value of r is unchanged.

Property (a) gives the range of the correlation coefficient, while properties
(b), (c), and (d) give special significance to three particular values. In
addition, a positive correlation less than nne indicates that the slope b of
the regression line is positive but that the data points do not fall on a straight
line. Similarly, a negative cor-elation indicates the slope of the regression
line is negative. The relationship between the slope of the regression line
and the correlation coefficient is exhibited more explicitly by the equation

i=1 i~

obtained from Equations (3) and (4). To further illustrate these properties,
six hypothetical sets of data have been given in Figure 1.1 together with
their corresponding correlations coefficients, Properties (e) and (f) indicate
that certain linear transformations of the x.'s do not alter the value of the
correlation coefficient. Such transformations are often very helpful in
simplifying computations, especially if the correlation is calculated by

hand or with a desk calculator. Property (e) also iiplies that the value

of the correlation coefficient does not depend upon the units of the

xi's. That is, if x; is a length, the same correlation will be obtained
whether the xi's are recorded in inches, feet, centimeters or miles.

To give a specific meaning for all values -1 < r < + 1 it can be
shown by squaring both sides of Equation (4) that

n

2
z —a -

2 j=1 ly; -e-bx)

r =1 -

(5)

= 2
i=l (Yi -Y)

where a and b are from Equaticn (3). Noting that b= 0, a = y is a solution
which makes the sum of squares in the numerator ‘equal to the sum of squares
in the denominator, the solution given by (3) must of necessity give a sum of
squares in the numerator which is no larger than the denominator, since this
solution was obtained so as to minimize the numerator. - The square of ‘the .
correlation coefficient r2 thus has range 0 < r2 < 1 and is often referred to

T
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as tne coefficient of determination, Using

tec represent the deviation of the ith observation from the mean y, it can
be seen from Equation {5) and Figure 2 that ré can be interpreted as the
fraction reduction in the variation of the variable Y when the sum of
squares is measured from the reyressicn line of ¥ on X instead of from
the mean ‘,—r Another way of expressing this would be to say that the linear
regression of Y on X explains 100 r2% of the variaticn of the variable Y.

In the salary versus age data ‘ven in Figures 1-2 the correlation
coefficient was calculated from Eguation (4) and {found to be 0. 768. From
this, the coefficient of determination was celculated and found to ne 0. 530,
Thus, for Company A, the linear dependence of salary on age explains
59. 0% of the variation in salary,

Another useful measure of the strength of the regression equation
is the standard error of estimate Se defined by the eguation

i R 2 ,
S = /\/— ~ £ {y. -a-bx) (6)
e N-4 i=1 1 1

where o and b are defined by (3). Thiy measure is based upon the square
of the deviations of the points from the regression line and therefore

measures the spread of the points about the regression line. The quantity
Se 18 equal to zero if all points lie on a straight line and is positive other-

wise, with larger values of S, indicating weaker linear trends.

4, DESCRIBING THE DATA

The quantities b, r and S, are all useful in descrihing char-
acteristics of the data, but care must be taken to avoid misintorpretations.
The correlation coetficient r is greatly dependent upon the slope of the
regression line b, so that two sets of data which look quite different on a
graph may have nearly identical correlation coefficients. To more clearly
exhibit this property, salary versus age data has been gathered on the
professional employees of companies A, B, and C in Figure 3, and a graph
of this data presented in Figure 4. Below the data in Figure 3, and alsc
in Figure 4, a number of statistics have been calculated in an attempt to
adequately summarize the data from the three companies. A cormparison
between companies A .ud B indicates that if the standard error of estimate,
Ser 18 held fairly constant, an increase in the slope b will canee an increase
in the correlaticn coefficient r., Note that companies B and C have sinnlar
slopes, but in this case an increase in the standard error of estimate, .‘Se,




Company A
' xi yl
I 25.0 810
z 211 755
3 27.4 863
4 29.1 956
5 30.2 890
6 30.3 792
T 32,7 847
8 33,2 926
9 35,6 791
10 35.8 995
11 36.4 894
12 47.4 868
13 39,2 1060
14 40,9 986
15 45,8 917
16 47.2 1175
17 48.6 1016
18  52.4 973
19 53,7 1083
20 54.6 1168

x = 38.13

y = 93, 25

Slope of Regression Line
b=9 8732

Correlation Coefficient
r=0,76787

Coefficient of Determination
rZ: 0.589¢3

Standard Erior of Estirnate

Se = 79,12

Figure 3

Company B

)(i yi
25,1 926
27.7 796
28,17 853
29,2 903
31.2 764
32.8 829
33.9 771
34.2 919
37.1 797
37.2 845
37.4 G52
+2.2 837
43,7 912
47.0 860
48.1 1017
50.1 808
51.8 962
54.0 1036
54,3 810
57.1 902
x = 40.14
y = 874,95
b= 2.7206
r = 0. 34836

2
ro=0,12135
S = 75.36

10

Cornpany C

26.
28.
28,

30.

33.
33.
36.

35.

38.
42,

43. .

45.
47,
48.
49.
52.
54,
55.
57.
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887
863
841
848
886
844
912
850
877
8G2
870
921
883
§79
942
906
939
895
933
955

OO U YW=

41. 20

= 891,15

= 2. 6546

0.743870
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produces a corresponding decrease in the correlation coefficient, r, for
Company B. A comparison between A and C shows that these two effects
can be neutralized. That is, both companies have similar correlations r,|
but compary A has a much larger standard error of estimate, S_, and also
larger slope b. This last comparison ‘"'nstrates that two sets o. da:a can
have similar correlation coefficients but exhibit different linear trevds.
This results because the correlation coefficient as shown by Equatica {53)
measures only a relative reducticon in the sum of squares of the variable

Y due to the linear regression of Y on X,

In summary, the three quantities S,, b and r individually give the
investigator only limited information about the data, but together they
provide a good description of the linear relationship between the dependent
and independent variables. That is, b gives the slope of the regression
line, Se,a measure of the spread about the regression line and r2 the
relative reduction in the sum of squares due to the linear regression,

Another interesting aspect of the data in Figures 3-4 is that the
predicted salary for a man of age 30, which can be found by substituting the
value x = 30 into Equation {3a) for each company, is about the same fcr

all three companies, as shown in the talkle below.

Predicted Salary at Age 30
in Dollars/Moathk

Company A 858
Cowpany B B47
Company C 861

Thus the starting salary for a yvoung professional might well
be the same at all three companies, but hecause of the advancement policy
of the individual companies, the yearly increases might vary drastically

from company to company.

Finally, it should be mentioned that when one uses the correlation
and regression techniques, special care should be taken to eliminate all
errors from the data. The wethod of least squares 15 especially seasitive
to extraneous points and even a tew bad points amoeng a few Luadred can
drastically alter the resulta. As an illustration, let us suppose that the
salary of the last individual in Company C was recorded erroncously as
$755/mmonth i Fipure 3. Fipure 4.1 shows a plot of the regression line
w..h this bad point included in the data in addition to the recalculation of
the regression equation after this point has been eliminated. The effect of
this one bad point is surprising unless one is tamiliar with the mathemnatical
analysis. [t is, therefore, often advisable to plot the data on a graph and

13
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check the validity of any point that does not appear to follow the trend

establis"cd by the majority of the data po ats.

e

5. SPEARMAN'S NANK CORRELATION COEFFICIENT

Another measure of the correlaticn between two variables that
can be used is Spearman's rank correlation coefficient. To obtain tnis
measure for a set of data defined by the pairs (xi' yi), the coordinates
must be ranked with respect to the two variables; thus, the smallest x:
1s viven rank one, the second smallest rank two, and continuing uatil

L

the laryest x; is given rank n. Define, therefore, Rx; to be the rank of

the ccordinate x, amony the n observations onthe variahle X and
similarly deline the rank R,;. Using then the data (Rxj, Ry;) in Equation
(4), the results give Spearman's rank correlation coefficient. However,
since the data now consists only of intege: values, Equation (4) can be
simplified in this special vase to give the more cormmon equation for the

calcula*on of the rank correlation ¥ as follows:
n 5 .
A ~
O“‘l (Rx. - Ry)
x i= ! 1 -
r = I - Py . (‘)

An example of the calculation of the rank correlation coefficient
is given :n Figure 5 using the alary versus age data of Companv A, The
rank correlation has also been calculate? tor Companies B and C using
Yguation (7) and a -omparison with the product tpoment correlation given

in the table below tor the three compantes.

Product Moment Rank
Correlation Coetticient Correlation Coefficient
Company A 2,767 0, 7729
Comrpany B Q. 3454 Q. 3138
Company C O, T4n7 Q0. Thas

For the data mast considered, the rank and product nmoment
correlations were S ulte close, bt this ceed oot be the case.  An examnle

itly detine the reiationship

will mow he miven 0 an effort 1o 1 ore expiic

which exists between the (wo correlation ovetiscients.  The upper graph

cure nots a plot o1 vield versas tenrperature for a given v rop over

a tweive-vear peroodg, where an individual pomnt represents the vield

a wiven vear ple ed against the average temperature during the growing

season 1or tue given year, The product morrent oo relation was calcuiated







for thieg dat. using Equation (4) and 1ound to be 1 = N, 7% I'he data
points are now ranked with regpect to both to *ir x and v coordinate values

and plotted .« the lower vraph tn Figure 6. This ranking procedure is

essentially a transtormation ot the original data which preserves the rank
of the nbservaticns but which distorts the spread of the data to give
observations which are exactly one u. il Gapart in both the horizontal and
vertical directions, This transformation is irtroaduced to simplify calcu-
lations but as shown in the example of Ficure ¢, this simplification is
often produced at the expense o cunsiderable distortie.n n the relative
spread of the data.  “sing the ranked data, the rank correlation coefficient
can be calrulated from tquation {1 or tr m the simpliticd formn piven

by Equation (7) and found to be r = 0,909, A comparison indicates that
the transformation to ranked da. produces 2 change of more than 0. 11 in

the correlation coefficient in th's case.

In goneral, if the origin.! data is evenly spread with respect to
X

the two variables, then r and r” will be vesy close to each . her since

little distortion 1s produced by the transformation to ranked data. If,
however, a plot of the original data indicates that the points appear in clusters,
it is eatirely possibie that . and r® will be considerably different.

e, MULTIPLE LINEAR REGRESSION

Suppose the investigator feels the dependent variable Y is related
to two or moere independent variables and therefore wishes to use a tunction
ot several variables to predict the dependent variable Y. For k independent

vartables Xy, Xo, o0 X, when the prediction equation takes the torm

v a4 taox Y a N, P ax, (=)

and 15 the coerfroients ay. a4y, ..ooay are determined (a the least squares
:

sense So oas to moaimize S odefined by the egaation

then Baguation (30 s known as the multiple Hnear regression of ¥ oon Xy,

N, ..o Ny, As hetore, the solution can te tound by obtatung a stimnltaneous

solutiv: to the svstem

as

———— o tor 1 N . <
da )




Figure 7
Data Table

In a given area {or the ith year deline

y, = yield in tons/acre for a given crop

" X = rainfall in inches during growing season

x,, = average temperature in degrees Faurenneit during growiny
season
Year X X R R R,
¢ 7 1 *2i i x4 x,
1 6.50 8.0 72.2C 5 5 7
2 6. 20 7.0 71,40 3 1 N
3 7.50 12.0 vo. 00 9 G 1
1 7.10 11.2 04, 10 8 8 4
: 5 5.90 6.0 76,10 2 2 10
B o 5.50 4.8 74. 40 1 1 3
7 6.60 9.4 73,30 h 5 3
8 7.80 13.3 07, 80 10 10 2
9 6. 90 9.8 68, 20 7 7 3
10 6. 30 6.4 71,30 4 3 3
18




which vpon siveplizication will vield the system

q Y Lo ¥k ba, X X = v,
1 Y . cA
u 1 1 i v i K i1 -
a1 0 1
? -~
a. 2 fal o X, cte, X, ox 7 + a, 2‘-“}“‘, - x X, Y, ()
0 i B! Py 1 IR 21 oy kD gz B
. n n
n . > -
a < + Gy X X, .7 = = )\Kly
0 : W L
0 121 1:1 * 1= 1

For larce values of k this svstem can best he solved by matrix roethods, but
1Yk is small, a solution can be obtained by substitution or by Kramer's Rule,
Y

Ancalternative form often used for the linear regression is obtained hy
solving the irst equation of the systern (%) for o and making a direct substi.

tution to Equation {8). This yields the equation

Yooy tagix - :{1) +a£(,\'j —xz) .. ak{.;k - Qk) .

—
—
<

——

Again, this form is otten preferable to Fguation {8) vecause it explicitly
exhibits the means of the variables used to chtain the regression equation.

It should be noted that the variables X)- need not be independ nt. In
fact, quite the contrary; it is possible for une variable to be a nonlinear function

of semie other variable. For example, it is possib-le to have X4 = X 2 or
3 ! 2 1
Xy o= Xp 4+ 345 lowever, linear combinations of variahles, such as Xq = X +

2X > where the exponents on the independent variables are all one, are not
permitted. In this case, the matrix ¢ the system of Equations (9} is singular
and the inverse does not exist; or,in other words, the coefficients a; are not
uniguely determined when any of the variables is a linear combination of some
of the other variables.

Consider now an exarple ewnploying the concept of multiple regression.
! pltoying

Suppose an investipator wishes to predict vhe yield of a crop from rainfall and
temperature data given 1n Figure 7,

19




Assuming the prediction equation hag the form given by Eguation {5)
with k = 2, the system of Equations (9) reduces to the sollowing three
equations:

IOQO + 8?.9&1 + 710.3(;2 = 66.3
87.9(10 + 84:‘\.7361 + 6179.08(12 = 600, 44
710,30.0 + 617?08&1 + 50537.19(17 = 4692.08

Cutaining a simultaneous soluticon to this system for the coefficients
ag, a; &> and then substitution into Equation (10) yields the regression

i

equatinn

y = 6.63+0.21413 (x|

- 8.79) - 0.0332 (xz-71.03). (11)
In a system like that which was just considered, where there i

more than one independent variable, Egquaticn (1} cannot be n~ed dirccily

to calculate the strength cf (he relaiionship given by Equation (11). There-

fore, the methods of corretlation will be -eneralized to handle this situation.

7. THE CORRELATION MATRIX

Suppose a problem is cornsidered for which there is one dependent
variable ¥ and two independent variables Xy and X, as in the preceding example.
Define Tyx, to be the Fearson product moment correlation coefficient calculated

1

fromn the observations on the variables Y and X| using Equation (4) while

ignoring the observations on the variable X,. That is, calculate the

correlation coefficient Tyyx between Y and X as if the observations on X;
1

had never been taken. Similarly, define the product moment correlation
between all other pairs of the three variables and define ryy to be the
correiation of the variable Y with itself while ignoring the observations
from the other two variables. The correlation myatrix is then defined to
be a listing of the product mmoment correlation for all pairs of variables
presented in the form

T r r,.

YY YX, YX,
r T

X, Y XX, XX,

2 2 1 2

XY X X rx,xd

Since from Equation {4}, it can be shown by symmetry that

T =y

XY X

20




and that

r
XX
it s customary to prescnt only the upper nalf of the matrix in the form

(12}

_—

— -—

Using tl.2 datz given in rigure 7 and the form given by (12} the
following correi=tion matrix was obtained:

] +0. 9831 -0.87811 (13)
] .0.8312 l
1
|

This matrix indicates that there is a strong direc! relationship
between yield and rainfall and a sirong inverse relationship between yield
and temperature as well as a strong inverse relationship between the inde-
pendent variables, rainfall and temperature. 7The main purpose of the
correlation matrix is to present the correlation between all pairs of variables
in a standard form so that the interlocking relationships may be observed.
The concept of the correiation matrix may be generalized to any number
of independent variables,

As another illustration of how closely the rank correlations
approximate the product moment correlations, the quantities Ryi' R,

RXZ' were calculated as show, in Figure 7. Using Equation (7), the i
1

rank correlations were caliculated for all pairs of variables and prescated
in the following rank correlation matrix:

1 +0. 9879 -0. 8546
1 -0.8424
1

This example shows that with only ten points, a close appreximation is
obtained to the product momert correlations using rank correlation methods,
It should be remembered that there is a fairly even spread of the data in
this case,however, and one cannot expect the approximation to be as good

if the data pcints ar - ~lustered.

21
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g. MULTIPLE CORRELATION COEFFICIENTS

An examination of the correlation matrix (13) in view of Equation (5)
indicates that in this example 100 x (0. 9831)2% = 96, 6% of the variation in
the yield can be explained by the linear regression of Y on X, However,
suppose the investigator feels that temperature also has an effect on yield
and decides to use both temperature and rainfall data to obtain a prediction
equation for yleld. From the data given in Figure 7 and using the form of
Equation (8), he calculates the regression of Y on X and X, and obtains
Fquation (11). Ii now becomes important to him to obtain a measure of the
strength of this prediction equation o determine how much improvement in
the prediction procedure has resulted from the use of both variables in the
regression ¢quation. An examination of the correlation matrix (13) indicates
that yield and temperature are indeed related,but,since rainfall and temper-
ature are also relateu, there remain some questicns as to whether both
variables are needed in predicting yield.

Therefore, generalizing Equaticn (4) to two independent variables,

define the square of the multiple correlation cocffici nt RY(X X.) by the
equation 1<z
- )
B2 oy i RO I S 04)
Y{X,X.) ) n
172 -2
Z {y. -vy)
i=1 1!

where a,, ay, a, are obtained by the solution of the systern (Y) with k = 2,
0 %1 2 Y ” L
The quantity R Y(X.X,) thus gives the {raction reduction in the variation of
172 )

the v riable Y explained by the linear regression of Y on X and X,. Some
properties of the inultiple correlation coefficient are as follows:

{a) For any set of data points 0 < R <1,
b = 7Y (X X5)

(b) If RY(XIXZ) is close to one then the linear regression of Y on

X and X3 is a good prediction cquation for Y.

(c) If RY(Xlxz) is small then the linear regression of Y on X, and

X, is not a good prediction equation for Y,

2
Calculating now the multiple correlation coefficlent for the regression
Equation {11) using the data in Figure 7 together with Equation (14) it was
found that
R , = 0.9890 15
Y(X,X,) I (15)

&




This result indicates that 100 x (0. 9890)2% = 97 8% of the variation in

yield can be explained by the linear regression of Y on A and XZ' Previously,
it was shown that 96. 6% of the variation in vield could be explained by the
regression of Y on X} so that a subtraction indicates that an additional 1.2%

of the variation in yield can he explained with the addition of the variable

X‘2 to the prediction equation.

Equation (4; can be further peneralized to k variables where the

squ'are of thfe multiple correlatiou coefficient RY(XIXZ- LX) is defined
by the equation
§ v a a,x a )2
R O R U T U | SO 0§ (16)
Y(X,X,... X)) n
e E (y, -9
i=1 i
where ag ... aqp are obtained by the solution of the system (9).

a, GEOMETRICAL CONSIDERATIONS

The peometrical representation of the regression equation Y on
X1 -.. X, is that of a k-dimensional hyperplane in k+l -dimensional Euclidian
space which is best in the least squares sense. This geometrical repre-
scntation, although mathematically interesting has little practical use,
There is, however, another reometrical approach which is very useful in
exhibiting some important characteristics of the data. Consider the example
given in Fipure 7 and define (x“, X2 yi) to be the rainfall, temperature
and yield triple for the ith year. Using the te. triples, the regression of
Voon Xy and X, was calculated for this data and given in Equation (11).
Using the triple (xy;, x,;, \"i)' define z; to be the predicted yield for the ith
year ohtained by substituting the values of the independent variables X3
and X into the regression equation (11) for the ith vear’yielding the
equation

z, - 6.63 +0.21413 (x\,1 - 8.79) - 0,0382 (XZi - 71.03) (17)

A plot of Zversus Y for the ten years is given in Figure 8 together with a
tabulation of 2; using Equation (17). This graph demonstrates the ability

of the regression equation to predict ti.. dependent variable. That is, if

the dependent variable Y is strongly related to the linear regression of Y

on Xl and Xp, then z; will be a good prediction of y; and the points (zi, yi)
will be close to the line » - y. If, on the other hand, Y is only weakly related

N




Predicted Yield

(92N
()
1

Z

1
il
<
[o4
<

Yieid in Tons/Acre

Actual Proedicted

{ v 2y
i 0,50 [T
O U.Sd I
,‘: '[' by .“3\)
4 RSN [
" SRS Y
0 y. 0 v b
/ DL i SRR
] fISIY. Pl
L L0 L uh
AN 30 oLl

o
£~




to the regression of Y on X} and X,, then the plot will exhibit a greater
spread about the line z = y. Figure 8 also can be used to divide the YZ
plane into two regions divided by the line z = y, Any point in the region
above the line » = y has an observed value y; smaller than predicted by
the regression equation while all those points below the line z = y have an
observed ¥ larger than predicted. Therefore, any unusual point can be
detected merely by noting those points with the largest deviations from the
line z = vy.

Another interesting result as a consequence of Figure 8 comes to
light if the product moment correlation coefficient ry5 is calculated between
the variables Y and Z. It should be remembered that the constaats Bys Ols
a, were originally chosen so as to minimize the sum

n 2 n 2
s ly. ~a, -ax. -ax, ) :~(yi-Z.) (18)

1 0 1 1i 2 2i . i
i=1 i

=1

Thus, for the calculation of Ty 7, the solution for the constants a and b from
Equation (5)is a = 0, b = 1 and because of the relationship given by
Equation {18)

vz T Ry ox)
172

(19)

In general, these results state that the multiple correlation

coefficient RY(X X, ) c€an be interpreted as the product moment correlation
1

Ty between the dependent variable Y and the variable Z, the linear combination
of the independent variables X ... X; given by the regression equation.

10. PARTIAL CORRELATION COEFFICIENTS

When the relatiouship between two variables is being determined,
quite frequently the true relationship between these two variables is disguised
by a commuon relationship to a third variable. For example, in the problem
just cousidered, it was found that the correlation between yield acd temper-
ature was -0U. 9781, An examination of the correlation matrix {13} shows
that both temperature and yieid are strongly related to the third variable,
which is rainiall in this case. One might therefore ask the question, "Is
the relationship betweesn yvield and temperature as strong as indicated by the
correlation coetficient ur is this correlation coefficient strengthened by
the strong dependence of both var’illes upon rainfall?”

It does not seem unreasonable to consider the possibility that
high rainfall as a cause produces an effert of high vield and low temperature,
and that,in realitv, temperature only appears to affect yield because of its




Figure 9

Yield Temperature
Actual Predicted by Actual Predicted by
rainfall ~ainfall
. > _- - - + t _-

Year Y, Y+b(xli xl) A,i X, x, b (xli xl) AxZi
1 6.50 6.43 +.07 72.20 71.75 +. 45
2 6,20 6.19 +.02 71.40 72.65 -1.25%
3 7.50 7.43 +.07 66,60 68.12 -1.52
4 7.10 7.23 -. 13 6.1 68. 85 +.25
5 5.90 5,94 -. 04 70.10 73.506 +2. 4
6 5.50 5.64 -. 14 74,40 74.65 -. 25
7 6.60 6.78 -. 18 73.30 70. 48 +2.82
8 7.80 7.75 +.05 c7.80 vb. 94 +.86
9 6.90 6.88 +. 02 08, 20 70. 11 -1.91

10 6. 30 b. 04 +. 20 71,30 73.20 -1.90
26




product moment correlation matrix (13). With a little patience, it can be
shown tfrom Equation (4) that

r
YX X Tx x
> 1
- ¢ ! (22)

2 2 2
A /(1—rw1 ) (1ery o 8
< i

Calculation c¢f the partial correlation irom Equation (<{5) 18 cften

TAYAX

preferable,since no information beyond the correlation matrix is required.

In the problem under consideration it was shown that 95, v% of the
variation in yield was explained by the linear regression of yield on rain-
fall. Thus, by a subtraction from 100%, 3.4% of the variaticn in yield was
not expiained by its linear regression on rainfall. The square of the partial
correlation coeflicient TYX, . X, gives the :raction of the unexplained

variation in yie.d which can be explained by the variation in temperature.
That is, 100 x (-0.5983)2% = 35.3% of the variation in yield, unexplainel
by the linear regression of yield on rainfall, canbe explained by temper-
ature variation. Or equivalently, an additional 100 x (0.034)(0. 253)% =
1.2% of the variation in yield can be explained by temperature variation
over and above what is explained by rainfall. Adding these results together,
(96.6 + 1, 2)% = 97, 8% of the variaticn 1n yield can be explaired by rainfall
and temperature together. It will be remembered that this is exactly the
same result that was obtained with the u~e of the multiple correlation
coefricient given by Equation (15). Thus, the reiationship which exis’s
between the multiple correlation coetficient and the vartial correlation
coetficient can be expressed by the equation

> 2 2 2
2 + (L - r 2o}
RY(\,X ) Y.\'l '_\'1) YX )\1 (

Formulae have been developed here for the partial correlation coefficient
for the elimination of the effect of ane variable 1 considering the relation-
ships that exist amony a set of variables. The theory can be extended to
the elimination of mcre than one variable ,and equations for tnis process
are piven by Kendal. {4).




dependence upon rainfall. To examine the true dependence of yield upon
terr perature one would like to eliminate the effect of rainfall in examining
the variation in vield and temperature. [t is not immediately cbvious

how this can be accomplishew, because rainfall is not a controllable
variable; however, one acceptable way of eliminating the effect of rainfall
will now be considered.

Usinyg Equation (3} calculate the regression of Y on Xy and use
the form of the reyression equation given by Equation (3a). Defire

Ay, =y -y - -x) 21
Vi Ty oy s ol o) (21}

Ay 1s the difference berween the actual yield and that predicted by
the regressicn equation of Y on X,;. Similarly define Ax,; to be the ditference
betwnen the actual average temperature and the temperature predicted by
the regressiaon of X2 on Xy. The gquantity Axp; is given by the equation

X X ). (22
21 21 2 li 1 )

Ay, and Lx2: designate the variation in yield and temperature,
respectively, which cannot be explained by the linear regression on rainfall.
These quantities are calculated for this example and are presented in

Figure 9.

Calculating now the product moment correlation coefiicient hetween

AY and AX, wiver by Equation (4). one obtains

-0, R9830 (

[g]
(%)

TAYAX

This quantity vy yy, !9 anown as the parual correlation ot Y and X, with

the ofroct o the sariable X, removed. A vrpore common natation that s

used 1t rost texts tor the partial correlation as above s v ;
YNL Xy
N

vielding the o tationas wdentity

v . v {24)
X AYAX,

It .5 a0t necessary to calculate the vartial correlation coetfictent v the

I N 1

way Ledicated o Fieure . Rather it can e calvuiated directly from the
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