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' INTRODUCTIOHN

The term "sensitivity test" is used in statlictical literature tc denote any
axperiment from which quantal data (yes-no, or euccesse-failure response) are
observed as the intensity of a stimulus is varied. The stimulis may be the
striking velocity of a projectile and the respo:nse the penetration or
non-penetration of armor; or the stimulus may be the distance from muzzle to
target and the response the functioning or nouefunctioning of a fuze, and 80
on. It is customary in the analysis of such experiments to use the integrated
normal distribution as the model for describing the probability of "success"
as the intensity of the stimulus varies. (Other models such as the Logistics
Curve are also used though less widely than the Normal Curve.)
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Analysis of sensitivity data following the normal model requires
cousiderable computation except in very special situations. To facilitate
making such analyses the computation of the maximum likelihood estimates of
the unknown parameters and related statistics was programmed for the Bendix
G15=D Camputer. The program is intended to be of asailstance to engineering
personnel of D&PS in their analyses of tests of armor plate, penetration tests
of ammunition, and in tests of fuzes for srming distance. The program would
normally not be used to calculate the ballistic limit for a =small test, but
could be used in the analysis of a series of small tesis.

This report explains the use of the program, the input duta, formulas
used, and output date, and gives some comments on the applicability of this
type of analysis to tests involving a small number of rounds. This work
wvas carried out as part of project "Procedures and Instrumentation on Techniques
for Industrial Testing".

THEORY

The theory of estimation by the method of maximum likelihood is developed
in statistical texts such as Cramdr, Mathematical Methods of Statistics, and
1ts application to sensitivity analysis is described in a number of publications,
e.g. Dixon and Mood "A Method for Odtaining and Analyzing SBensitivity Data"

Journal of the American Statistical Association, Vol. 43 (J.‘-‘)}&mn
Technical Note 151. A brief statement of some results of the ory, hoCevur,
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must be given here so that data corputed by the machine program can be properly
imterpreted.

Model

Tkre probability (p) of success with stimulus x is assumed to be

e [T

-

where y and §”are unknown parameters.

Let Yj be a random veriable taking values 1 or O depending on vwhether the
outcome of the trial is 4 success or fallure at level x4 of the stimulus.

Let Prob (Yjal) = py. Then Prob (Yy=0) = i = py.

Estimation of Parameters yu and ¢

The likellihwod equation 1is

n
L= Wpi Yi(1 - pi)]"yi where p, 15 a function of |, 0~
P

Solution of equations

Qlog L . Q_log L . 0
d oo
for 4 and ¢ gives the maximum likelihood estimates /< and o

Since the two equations alove are not directly soluble, an iteration scheme
is employed. The equations for iteration, in matrix notation, ure:

p -1 — 1 e -
1 o
pI Nt i L | | s Dy £
9,4;* a/u. :A.’ 3,4‘:6
- ; -~
9/» (;6' ()U L Cya-
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L " SR g "fﬁ%

#

< AEREB A fe w

62-AL~-154
3

vhere u,,q; is a trial value. S8olution of these equations (linesr) for Ap
and ag gives the first provisional solution as

H“-‘P’a"‘A.}x,
G =0, + a0

The iteration equations are re-evaluated with p., G replacing M, 0, 80d &
second provisional solution is found.

"‘L*.' H' f Azr&
G, =T, + A&, ¢

The iteration is continued until Auand A0 are "small". The final provisional
solution vill be called the maximum likelihood solutions and denoted ;1; 2.

Bstimation of Precision

Maximum likelihood theory shows that ;:.and Pix (for large samples) are
Joiutly normally distributed. The theory also shows that any provisional
solution has the same asymptotic distribution. Since the distributions are
the same no loss in accuracy is incurred by treating the provisional solution
as the maximm likelihood estimate. In large samples (Q-z:) und (7-s) are
approximately normally distributed with zero means and covariance matrix, the

inverse of A vhere )
i S”@ﬁ _91,3 £
o p~ Gm dC
a1, .
—okegd _Dlal

a,u-a c o™

d -

A=-§

FROGRAM

This problem has been handled as three. separate programg corresponding
to three different coufi urstlons of data,

I. Grouped Data. This class is characterized by more than one irial at
each x4, Or by a large number of trials for vhich the x4 can be grouped for
convenience according to common statistical practice.

II. %ﬁd Data. Here the number of trials is small and only one
trial is conducted at esch x4. In practiee more than one trial may have been

performed at some values of x, but the trials are treated as though the x values

L4
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are distinct. This part is further subdivided because of a peculiarity of the
method of estimation when no :ore or mixed results (ZMR) occur. Call xg the
largest x4 for which a failure occurred, and xi, the smallest xy for vhich a
success occurred. A zone of mixed results exists if and only if xg > x1. The
progran for this situation is called "Ungrouped Duta, ZMR."

when xg € xy, there is no zone of mixed results and the estimation procedure
used in the foregoing faile because the estimate of the scale parameter (o)
is zero. This situation, though rezarded as an exception, occurs quite often
in small samples. The data provia® no estimate of 0 ; W can, however, be
estimated if 0 is known or can be assigned a reasonable value, ssy no less
than one=half nor more than twice the true value. This prosram is labelled
"Ungrouped Data, No. ZMR."

The deteils of data input, formulas for machire use, and of typed out
results are contained in the paragraphs that follow. Aithough each program 1is
treated sepurately formulas for "Ungrouped Deta, No. ZMR" are given as modifi.
cations of those in the program for "Ungrouped Data, ZMR".

In tne formulas of all three programs, use is made of the followinz symbols
not previously defined,

th e (x3-m )/ ’ where . and ("may have affixes denoting them
‘ as provisional or maximum likelihood solutions.
2

Z(ti) = 2y _?_'_E_’:_/_Q__ Ordinate of the normal density

V2T
v(t;) - z(t) (Sce Inclosure 1.)

1-p(ty)

dyo A constent chosen for each set of data (in

the wiite of x) to halt the iterstion process.
Lhe process halts whea |apt + lagl ¢ d.

Grouped Dats
1. Data for input are:

(2) A sct of ordered values Xy, the number of trisls nt level x4,
aind the nuwnber of successes .t that level,
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%4 = level of stimulus
ny = number of trials at level xy

= nuaber of successes at level X4

X1 ny my

atc.

(b) A first guess (w,, & ) of the unknown parametcrs. These can

-

2.

usually be estimated from a plot of the data on normal
probability paper.

(¢) A walue d.

not be equally spaced.

NOYE: The prograw will take a maximm of 15 values of X.

A A
A and G are calculated by the following process:

(a) Por each xjy calculate

ty = (x4 - m,)/c;

v(ty) and V(-ti)

(b) Form the following swus

a =

b =

tL =

T (ng-mg) w(ty)

2 (ng=my) t1 v(ty)

Z (ng-mq) [w(t4)]?

§ (ng=my) 4% w(ty)
T (ngemg) tq [¥(%y))°

T (ngemy) t43 w(t;)

' L (ngomy) t,° [v(ty)]?

a'l

'bl

dl
e.

fl

T my w(-ty)

T g tg w(-tq)
gmg [v(-t4)]°
£ay ty® v(-ty)
£y ty [w(-ty)]2
g my b3 w(ety)
o t2 w(ety))?

These need
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(c) Solve the following 2 equations for Ay-and AT .
o (acat eb-c-b'-c¢' 6~e-~-a-4'-¢e'+ 3
(a-a')/c =T oM + =3 A

- - e d' =« &' ¢ - - - P LI |
- (b'b')/o',, d-e ao-: e' 48 Ap + f«2b-g G-L*Zb Z
. ) b

ad

(d) Then p = pM+ 4
g =g,+ aC
(e) Repeat steps (a), (b) and (c) with s«,C replaced by .4, 7 .
Continue the iterastion until the astopping rule halts the iteration. The last
values guy, Ok arc taken as QU , ¢.
3. Precision of /115' is calculated as follows:
(a) For each xy calculate
ti= (x4 - )/
24, v(ty) and w(-ty)

(b) Form the following

Ing 25 [(es) o wiets)

-

A

Bw Ini ty zi[v(tl) + v(.tiﬂ
‘&\.

¢ Loy tf 2 [v(t) o v(=ty))
P,k

AC = B2 ad
nrfl « C/D
var & = A/D

oov 2% o -3/D
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4, The following results are typed out by the computer.

(s) Wo,Cy and successive provisional solutions, as well as successive
values & 8nd of .

(b) D, vark , varg and covii ..
Ungrouped Data, ZMR
1. Data for input are:

(a) A set of unordered values xji and an ussociated indicator of "success”
or "failure" d5. 4 = 1 if success, d » 0 if failure.

x4 d1

etc,

(v) A first guess (u, o, ) of the unknown parameters (optional). If
no special first guess is desired, the computer makes a first
estimate from the data.

(¢) A value Q.
2 ﬂ- and 3' are calculated by the following procecs:
(2) Examine 24 to find x| and xg.
Po= (xy + x1)/2
dy = Xy = Xy,
(b) Por each x4 calculute
ty = (x4 = m,)/g,
v(ty) for xq having d= 0

v(ety) for x; having de 1.




s

62=-AL=154
5 .
(c) Porm the following sums
For x's havir = 0 For x's having 4w 1
a« T v(ty) a' « 3 w(-tyq)
b= ¥ty w(ty) b = ¥ty w(-tyg)
c = T.w(t1)])2 e w Fv(-ty)}2
d = Ztie v(ty) a' = T t32 v(-tg)
e= Ttylw(t,)]? e L tylw(-t )2
£« It13w(ty) £« § 213 wi-ty)
g= Zt32w(ty)2 g = 3 t2 v(-ty) T

{d) Soive the following 2 equations for 4 and aC.

=< ap - = ac
b [+ ]

»(a-a')/o;.b'c-b'-c' *d-e-a-d'-e'+.'

- - - - . - - - -
- (b'b')/f Jd-e-u.ad - 0umkot D - ¢ f'¢2b' iav
) rgh c«‘
(e) Then M, = poe O,
T, =0 + 8,0
(£) Repeat oteps (b), (c) and () vath #- ~. replaced by A,C, .
Continue the i1teration uutil the stoppiiy; rule halts the itoration. The last
values M-y, ¢, are taken as R & .
3. Prectsion of A ¢ 1is calculated us follovs: (optional)
(a) For cach xq calculate

ty = (xg = 0 )G

24, v(ty) and v(-ty)
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(b) Form the following

An T3y [w(ty) + v(-ty)]

B o Eti 2 (V(t1) + v(-ty))

a_.‘

Ce iﬁ 2q [v(t1) + w(-ty))
&'

D e AC -P°

‘tﬁ - ¢/D

wd e A/D

“'A:.&'. -m

k. The following results are typed out by the computer

(a) m:, T, and successive provicionsl solutions, us well a@ succcssive
values 4. and oC .

(v) D, var ?«‘ wr > undeavp:, {optional)

Ungrouped Duts, Wo 2R (Expreased ss s modification of the preceding pro-ram)

1. Data for input are:
(a) ¥o changs.
(b} An assumed or knovn valuc of T. FYRg U eotinated bty the computer.-
(¢) No change.

2. fA is caloulate Yy the folloving proceus:
(a) Omit estimate of e
(b) Deplace C, Wy C".
(e¢) Oumleulaite only a, a', b. d', c and <',
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(d) Solve for ap.

D - o b' - ¢!
- (a-a') 2 cT c‘?’*’

{e) and (f) Omit reference to G .

3. Precision of ;— 18 calculated as follows: (optional)
(s) No change except that a’ o«
(b) Caleulste ouly the quantities A and 1/A,

4. The folloving results are typed out by the computer.

(a) po and successive provisional salutions as vell as values of Apm.
(b) v»-pw 1/A. (optional)

The estimation procedure uied in this prograa for statistical estimation
of unknown parameters has & nuxber of desirsule propertiea (unbiused, minimm
variince estimates) vhen the number of trials is larze. RMslatively little 1ie
knovn from & purely mathemutical point of viev udbdut the estimates vhen the
owbder of triale 1s amsll. Results of a nurber of {rvestisations using
simulated triais as well as experimcatal data indicate that the estimates of s
are unbiased for practical purposes but that vstimates of € on the average
are too small. (See Mirst Report oa Ord Project TBA-0058, Ryt Mo. DPG-TB?,.m()
dtd July 157 for a discunsion of some Of the results of various corparisons.
It 1s Delieved that estimates of s.can be used uihesitatin:ly even vhen ssmples
are very smll. Pstivetes of 0", hovever, are not only biased but are extremely
variable under such conditions and must be used vith utoost caution. 8inoe the
estimates of precision of M and ¢ nre proportional to @, the statistical .
variability of the latter is reflected in them. Ouidelines for the use of these
statistics for very small sanples have not as yet been developed. (For amall
ssaples the experimental technique,such ao up=andedowvn, 18 prodbadly mare
{nfluential in determining thos~ statistics then {s the estimation procedure.)

An essential, preliminary step in the applicatiou of the procedure to
cnll samples is a careful exasinaiion of the data, PFirst, if oo sone of mixe4
results exists, no estimatc of C (other than zcro) can be odtalnsed. Second, the
probability of success s an increasing function cf the stimulus x. Therefove,
1f the hirhest valus Of x resulted in a failure, or the lowest valus of x resmlted
1o a success, attempts tO estimate ¢ vill cecerully be futile. The process
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usuzlly diverges with O increasing vithout limit. This situation 1s the result
of incomplete testing (sometimes unavoidable) and can not be rectified at the
data analysis stage. Third, 4f there is no Z@ and a value of o is aamed in
order to obtain an estimate of s, the estimate of the precision of i should
not be¢ relied upon since it is proportional to the agsuned ¢°. In other vords,
choice of a different value for o~ would probably change ,u. very little but
would change its precision estimate,

Althouzh the computer program vas developed for the analysis of test
data, it also provides a means of conducting further work, employing simulated
experiments from known distributions to determine properties of this estimation
procedure for small samples.

EXAMPLE
Two exemples are given to illustrate the ttege of this program. The first
is taken from a test to deteraine fuze armming distunce and uses the progranm
for grouped data. The second 18 fromw & test of a projectile for penetration of
armscr and {8 an example of ungrouped dats having a zone of mixed results.

Exauple 1. The following data was obtained in the experiment.

Pistance from No. of R4 No. of Puzes
Mazzle to Target, in. Fired Armed
5T5 9 1
5331 10 3
587 ) 10 3
593 10 5
602 10 6
606 8 6

These dat.i are fed to the computer with the distances as x4, the number of
rounds fired as ny, and the number of fuzes armed as nj. 4 plot of ratios,
ni/ng on normal probability paper suggests pu,= 596 and 0 = 18, 3 was chosen
ag 0.1, The computer types the folloving results. (The computer awtomatically
prints 7 decimals in all results unlezs special instructions are iuserted.)

1 #y a0 - G a0
0 596, 0000000 =1.20961L47 18.0000000 6334687
1 594,7903852 - 0100556 13.0334687 . 3960644
2 594,7803295 . 0016863 19.0295337 0265457
P = 594,7820159 G = 11.0560705

var WK = 12,6976265

var \a‘L »  39.1647015

cov 1,C = T.2206360

The standard errors of ,S and 5‘ are 3.56 and 6.20 respectively.




62-AL-15k
12

Often a confidence interval for a given percentile is desired. Suppose
the 5th percentile is to be ~stim-t~d as well as a confidence iatervel for ii.

.- Ps = ;:' -1.6&& i 56305

Since ;1 and ¢ are Joir.ly normally distributed with variances and cowsriance
as calculated :bove, ?3 is also novmully distributed.

L ~ ”, A
Var Py = var Lo+ var o (1.8)2 .2 (1.64) cov,l:,a'.

A .
Subgtitution of calculated vulues gives var PS » Git.41, and standard Jdeviation
of 52 9,71. Thus the interval can be written as

£63.5 - K9.T1 < P5 < 563.5 + K3.T1

where K 1c chesen from normal tables to give the desired co.afidence coefficient,
For cxample, K = 1,7 for a coefficient of 95%, and

5kh.5 < Ps £ 582.5.

e 2, The following data were obtailned in a penetreation test of a
projectile.

Striking Velocity

ol Projectile, fps Results

636 partial penetration
769 N !

628 complete "

6“}‘ it L]

612 partial "

Ne, " "

voJ

623 corplete "

85(} (4 "

The data are transcribca for the computer as

A
636
769
826
Sk
812
859
893
8sa

HIHEOOKMOO lgs

F,o’o’owe cetimated by tho computer, d 1is taken as 0,1,




The camputer types the following table

i H Aj.ﬂ Lz

0  841.5000000  -10.8213

1 830.6786090 - .6187283

2 830.0598606 - 1775926

e 829,8822680 - 0131477
829.8691202 - ,0000580
B = 829,8690622

ver L = 481,5176056

ver @ = 800.0888854

1 Tnel

v(t) functions

cov RO = «147.0445795

62-A1-154
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OZ Aiei o
32-0000000 - .958U4355
340415644 3. 7175175
37.7590319 1.1489502
38.9080322 .0880689
38.9961012 . 0004379

A
¢ = 38.99%65301

s O

% oglat Kad o
OHN 8. HAGAN (/

Act> Chierf

Anrlytical Leboratory




Approximation of Certain Functions in BRL Technical Note 151

In maximm likelihood procedures for estimation of parameters mu and sioms
of the normal curve fram sensitivity data functions Z/P and Z/Q are needed.
Bince P and Q are definite integrals, their repeated calculation is time
consuming, Consequently, for machine progremming of the proccdure approximations
that reduce the calculations have been developed.

z2(t) « 1 e""'e/2

- ol
v(t) « __E.(E)(_)_ w(t) = 2/Q, and w(-t) = Z/P in BRL Note 151
1« P(t
t
3 T
2
— e -2 w(t) = 398942 e~t /2
v(t) = ¢co + ct + cgta + C3t3
o °l ¢2 c:
2,5  <l1.5 8911463 8428656 2727600 .03014958
«1.5 1.0 8187139 . 7014965 1680186 00981483
«l.0 - .3 . 7985070 .6409503 118940k -.01111111
- n3 1.0 -7979051“ 06365250 .lw‘b799 -.0178“&
1.0 2.5 . T847894 6702693 0780463 -.008037033
2.5 5.0 .6873630 7831186 0334604y . 002025425
5.0 0 18629 1.000000 0 0

Incl 1




