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ABSTRACT

The problem of scattering of a scalar plane wave by a spheroid of revolution is solved for either Dirichlet or Neumann boundary conditions, arbitrary major to minor axis ratio, and arbitrary incident direction. The solution is obtained by using an iterative method applied to solutions of the corresponding potential problem and is expressed as a series of products of Legendre and trigonometric functions, and ascending powers of wave number. A recursion relation for the coefficients in this series is derived. These results are employed to calculate the scattering cross sections for 2:1, 5:1, and 10:1 prolate spheroids.
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INTRODUCTION

This report presents the complete low frequency expansion of the field scattered when a scalar plane wave is incident from an arbitrary direction on a spheroid of revolution (prolate, oblate, or disc), on which either Dirichlet or Neumann boundary conditions are imposed. The expressions for the field are valid everywhere in space and for all values of the ratio of spheroid dimension to wavelength within the radius of convergence of the low frequency expansion.

The work began as a demonstration of the efficacy of a recently derived technique for solving boundary value problems for the Helmholtz equation by iterating the Green's function for Laplace’s equation. This new method had been applied to the problem of scattering by a sphere both for a Dirichlet boundary condition (Kleinman, 1965) and a Neumann boundary condition (Ar and Kleinman, 1966). The prolate spheroid was selected to provide a more substantial test of these methods, which proved to work even better than anticipated.

The problem of scalar scattering by a prolate spheroid for both Dirichlet and Neumann boundary conditions has been extensively treated. F.B. Sleator (1964) presents an exhaustive bibliography. Exact solutions are known in terms of spheroidal wave functions and both low and high frequency approximations have been found. The standard methods for obtaining low frequency approximations, either by direct expansion of the terms of the spheroidal function series in powers of wave number or by determining each term in the expansion as the solution of a potential problem (cf. Noble, 1962), are somewhat cumbersome. One may question the purpose of finding low frequency expansions if the exact solution is known. The answer lies in the complexity of the spheroidal functions which make analysis and computation difficult.

The present approach, although certainly not a trivial calculation, avoids entirely the use of spheroidal functions on the one hand and, on the other, obviates
the need for solving more than one potential problem. The solution is found in the form of a series of products of spheroidal potential functions, i.e. Legendre functions, whose coefficients are determined iteratively. While this in itself might be ample justification for presenting the results, their value is considerably enhanced by the fact that a recurrence relation for the coefficients is found. This means, in effect, that the iteration process may be carried out completely and the complete low frequency expansion obtained.

This is carried out explicitly for a plane wave incident from an arbitrary direction on a prolate spheroid for both Dirichlet and Neumann boundary conditions. In addition to expressions for the field valid everywhere in space, the simplifications occurring in the limiting cases of far zone and nose-on incidence are explicitly given as is the expression for scattering cross section. The corresponding results for an oblate spheroid and the important limiting case, the disc, may be obtained by a simple transformation and these results are also presented explicitly. Some numerical calculations of scattering cross sections of prolate spheroids have been carried out. These results are presented and compared, where possible, with existing data.

In Section II, the iteration method is adapted to take advantage of the symmetry of prolate spheroid geometry. The method is applied to the Dirichlet problem for the prolate spheroid in Section III and the Neumann problem in Section IV. Section V contains the detailed analytic results for oblate spheroids and discs. The numerical calculations for prolate spheroids are presented in Section VI. Much of the detailed mathematical analysis has been relegated to a series of appendices in the hope of making the method and the results more accessible.

This work was supported by the Air Force Cambridge Research Laboratories under contract AF19(628)-4328 and by the National Science Foundation under Grant No. GP 6140.
II
GENERAL CONSIDERATIONS

In this section we present the problem, the method of attack, and some definitions essential to a clear understanding of the procedures followed.

The problem we are concerned with is the determination of the scattered field which results when a plane wave of arbitrary incidence impinges upon a prolate spheroid. With respect to a rectangular system of coordinates \((x, y, z)\), the prolate spheroid is oriented with its axis of revolution (major axis \(2a\)) coinciding with the \(z\)-axis, and its geometrical center at the origin. The minor axis is \(2b\).

Then the relations between prolate spheroidal coordinates \((\xi, \eta, \phi)\) and rectangular coordinates \((x, y, z)\) are

\[
\begin{align*}
x &= c \sqrt{(\xi^2 - 1)(1 - \eta^2)} \cos \phi \\
y &= c \sqrt{(\xi^2 - 1)(1 - \eta^2)} \sin \phi \\
z &= c \xi \eta
\end{align*}
\]

(2.1) (2.2) (2.3)

where \(c\) is half the interfocal distance of the spheroid, and \(1 < \xi < \infty\), \(-1 < \eta < +1\), \(0 < \phi < 2\pi\). The surfaces \(\xi = \text{constant}\) represent confocal prolate spheroids. The metric coefficients of the spheroidal variables are given by

\[
\begin{align*}
h_\xi &= c \sqrt{\frac{\xi^2 - \eta^2}{\xi^2 - 1}} \\
h_\eta &= c \sqrt{\frac{\xi^2 - \eta^2}{1 - \eta^2}} \\
h_\phi &= c \sqrt{(\xi^2 - 1)(1 - \eta^2)}
\end{align*}
\]

(2.4)

Having defined the prolate spheroid, we now turn to the definition of the incident plane wave. Without loss of generality, we take the \(x-z\) plane as the plane of incidence. The direction of propagation forms an angle \(\theta_0\) with the positive \(z\)-axis,

\[+\text{ For a detailed discussion of the geometry of the prolate spheroid see Sleator (1964).}\]
(see Fig. 1-1), and, if p is the observation point with coordinates \((r, \theta, \phi)\), we write

\[ u^i(p) = e^{-ikr \cos \Theta}, \]

where \(u^i(p)\) denotes the plane wave as observed at p and

\[ \cos \Theta = \cos \theta \cos \Theta_0 + \sin \theta \sin \Theta_0 \cos \phi. \]

When \(\Theta_0\) is reduced to zero, the plane wave is seen to propagate along the negative z-axis. The time dependence is harmonic \((e^{-i\omega t})\).

We now state the problem:

Let \(S\) designate the surface of a prolate spheroid with surface coordinate \(\xi_s\), and let \(V\) be the volume exterior to it. Designate by \(\bar{V}\) the union of \(S\) and \(V\): \(\bar{V} = S \cup V\). Finally, let \(u^s(p)\) be the resulting scattered field due to the presence of the prolate spheroid. We wish to determine a function \(u(p)\) such that
Equation (2.9) implies a suppressed time harmonic dependence $e^{-ik_0^t}$. Moreover, boundary condition (2.10a) refers to the Dirichlet problem and (2.10b) to the Neumann problem and the two problems will be treated separately.

The approach employed in solving the problem is based on a new method of finding iterative solutions of the Helmholtz equation (Kleinman, 1965; Ar and Kleinman, 1966). Inherent to this method is the assumption of long wavelength compared to the dimensions of the scatterer. The original iteration scheme was phrased in spherical coordinates and much of the analysis depended upon expansions in these variables. Here we essentially rederive these results in prolate spheroidal coordinates in which form the iteration becomes more tractable.

We start with a representation theorem (Kleinman, 1965; Ar and Kleinman, 1966):

**Theorem:** Any function $\omega(p)$, defined for all $p \in V$, which is twice differentiable in $V$, and regular at infinity satisfies the integral equation
where \( G \) is the normalized static Green's function of the first kind, and the integral equation

\[
\omega(p_1) = \int_V G^D_o(p_1, p_v) V^2 \omega(p_v) dV + \int_S \omega(p_s) \frac{\partial}{\partial n} G^D_o(p_1, p_s) dS .
\]

(2.11a)

where \( G^D_o \) is the normalized static Green's function of the first kind, and the integral equation

\[
\omega(p_1) = \int_V G^N_o(p_1, p_v) V^2 \omega(p_v) dV - \int_S G^N_o(p_1, p_s) \frac{\partial}{\partial n} \omega(p_s) dS .
\]

(2.11b)

where \( G^N_o \) is the normalized static Green's function of the second kind. The normalized static Green's function \( G^*_o(p_1, p) \) of either kind is defined as follows:

(i) \( V^2 G_o(p_1, p) = \delta(p_1 - p) \), \( p_1, p \in \bar{V} \)

(ii) \( G_o(p_1, p) \) regular at infinity

(iii) (a) \( G^D_o(p_1, p_s) = 0 \) (first kind)

(b) \( \frac{\partial}{\partial n} G^N_o(p_1, p_s) = 0 \) (second kind).

The normal is directed out of the volume \( V \). Moreover, we define a function \( f(p) \) to be regular at infinity if it satisfies the Kellog (1929) conditions

\[
\lim_{r \to \infty} |r f(p)| < \infty \quad \text{and} \quad \lim_{r \to \infty} r \left| \frac{\partial f(p)}{\partial r} \right| < \infty , \quad 0 \leq \theta \leq \pi
\]

(2.13)

Using expressions (2.4), it can be readily shown that in prolate spheroidal coordinates
The function we wish to substitute in the representation theorem equations is the scattered field $u^s(p)$. This function, however, is not regular at infinity but, as we have shown in Appendix A, the function $e^{-ikc(\xi \pm \eta)}u^s(p)$ is. For this reason we let

$$\omega(p) = e^{-ikc(\xi \pm \eta)}u^s(p) \tag{2.18}$$

in equations (2.11a) and (2.11b). From (2.14) and the Helmholtz equation (2.9) we have

$$\nabla^2 \omega(p) = -\frac{2ik}{c(\xi^2 - \eta^2)} \left[ (\xi^2 - 1) \frac{\partial \omega(p)}{\partial \xi} + (\eta^2 - 1) \frac{\partial \omega(p)}{\partial \eta} + (\xi \pm \eta) \omega(p) \right]. \tag{2.19}$$

Substitution of equations (2.15), (2.16), (2.17) and (2.19) in (2.11a) and (2.11b) gives
for the Dirichlet case, and

\[
\omega(p) = -2\Im e \int_{-\infty}^{\infty} dx \int_{-1}^{1} dy \ G_0^D(p, p) \frac{\partial^2 \omega(p)}{\partial x^2} + \frac{\partial^2 \omega(p)}{\partial y^2} + \frac{\partial \omega(p)}{\partial x} \frac{\partial \omega(p)}{\partial y} + \frac{\partial \omega(p)}{\partial x} \frac{\partial \omega(p)}{\partial y}
\]

for the Neumann case.

These are the integrodifferential equations that we have to solve. The first one involves the normalized static Green's function of the first kind (Dirichlet boundary condition) defined by (2.12) and given by

\[
G_0^D(p, p) = -\frac{1}{4\pi^2} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m \epsilon \epsilon_m \left(2n+1\right) \frac{(n-m)!}{(n+m)!} \cos m(\phi_1 - \phi)
\]

\[
P_n^m(\eta_1) P_n^m(\eta) \begin{cases} \frac{P_n^m(\xi_1) Q_n^m(\xi)}{Q_n^m(\xi_1) Q_n^m(\xi)} \xi > \xi_1 \\ \frac{P_n^m(\xi_1) Q_n^m(\xi)}{Q_n^m(\xi_1) Q_n^m(\xi)} \xi < \xi_1 \end{cases} (2.21)
\]

See for example, Morse and Feshbach (1953, p.1291). The existing differences are due to a different normalization and a different definition of the Legendre functions.
The corresponding Green's function of the second kind is of similar form except for involving the ratio of the derivatives of Legendre functions so that the boundary condition (2.12.iiib) is satisfied. Equation (2.20b) involves the normalized static Green's function of the second kind (Neumann boundary condition) defined by (2.12) and given by

\[ G_o^N(p_1, p) = -\frac{1}{4\pi c} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m \epsilon_m (2n+1) \left[ \frac{(n-m)!}{(n+m)!} \right]^2 \cos m(\phi_1 - \phi) \]

\[ \cdot \left\{ \begin{array}{ll} P_n^m(\xi_1)Q_n^m(\xi) \\ - P_n^m(\xi) \frac{P_n^m(\xi_1)}{Q_n^m(\xi_1)} \\ P_n^m(\xi) Q_n^m(\xi_1) \end{array} \right\} \epsilon > \xi_1 \]

\[ \frac{\epsilon}{\xi_1} \left\{ \begin{array}{ll} P_n^m(\xi)Q_n^m(\xi) \\ - P_n^m(\xi_1) \frac{P_n^m(\xi)}{Q_n^m(\xi)} \\ P_n^m(\xi_1) Q_n^m(\xi) \end{array} \right\} \epsilon < \xi_1 \]

where a prime on a function denotes differentiation with respect to \(\xi\). The symbol \(\epsilon_m\) is the Neumann factor defined by

\[ \epsilon_m = \begin{cases} 1, & m = 0 \\ 2, & m = 1, 2, 3, \ldots \end{cases} \] (2.23)

The associated Legendre functions are defined as follows:

\[ P_n^m(\mu) = \frac{1}{2} \frac{\Gamma(n+1)}{\Gamma(n-m+1)\Gamma(m+1)} (1-\mu^2)^{m/2} F_1(m-n, n+m+1; m+1; \frac{1-\mu}{2}) \] \(|\mu-1| < 2\). (2.24)

\[ P_n^m(\mu) = 2^n \frac{\Gamma(n+\frac{1}{2})}{\Gamma(n-m+1)\Gamma(1/2)} (\mu^2-1)^{m/2} F_1(m-n, m-n+1; \frac{1}{2}; \mu) \] \(|\mu| > 1; |\arg(\mu+1)| < \pi\). (2.25)
\[ Q_n^m(\mu) = \frac{(-1)^m}{n+1} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+\frac{3}{2})} \frac{(\mu^2-1)^{m/2}}{\mu^{n+m+1}} {}_2F_1\left(\frac{n+m+2}{2}, \frac{n+m+1}{2}; \frac{n+3}{2} \cdot \frac{1}{\mu^2}\right) \]

\(|\mu| > 1; |\text{arg}(\mu - 1)| < \pi \quad (2.26)\)

Definitions (2.25) and (2.26) agree with those given by Magnus and Oberhettinger (1949, pp 64 and 60, respectively), while (2.24) differs by a factor of \((-1)^m\).

To solve the integrodifferential equations (2.20) for \(\omega(p)\) we proceed as follows:

We write \(\omega(p)\) as a power series in \(k\) of the form

\[ \omega(p) = \sum_{M=0}^{\infty} (-ikc)^M \omega_M(p) \]

and we substitute in equations (2.20) to obtain an iteration scheme for \(\omega_M(p)\). We subsequently show that these coefficients of \(k\) are of a particular form and develop recurrence relations through which \(\omega_M(p)\) can be found for arbitrary \(M\).


III

THE DIRICHLET PROBLEM

3.1 The Iteration Scheme

The appropriate integrodifferential equation for the Dirichlet problem is (2.20a) which we repeat here for convenience

\[ \omega(p_1) = -2ikc^2 \int_{\xi}^{\infty} d\xi \int_{-1}^{1} d\eta \int_{0}^{2\pi} d\phi \mathcal{G}^D_o(p_1, p) \left[ (\xi^2 - 1) \frac{\partial \omega(p)}{\partial \xi} + (\eta^2 - 1) \frac{\partial \omega(p)}{\partial \eta} + (\xi \eta) \mathcal{K}(p) \right] \]

(3.1)

The appropriate Green's function is given by (2.21) and the boundary condition satisfied by \( \omega(p) \) is seen to be, from equations (2.7), (2.10a) and (2.14),

\[ \omega(p_s) = -\omega(p_s) e^{-\frac{ikc}{2}\xi} \]

(3.2)

The incident plane wave \( u^i(p) \) is given by (2.5) which can be written in prolate spheroidal coordinates as

\[ u^i(p) = e^{-ikr \cos \Theta} = e^{-ikc \left[ \cos \Theta_o \xi \eta + \sin \Theta_o \sqrt{\xi^2 - 1} \sqrt{1 - \eta^2 \cos \phi} \right]} \]

(3.3)

Denote the surface integral of (3.1) by \( I^S(p_1) \):

\[ I^S(p_1) = -c(\xi^2 - 1) \int_{-1}^{1} d\eta \int_{0}^{2\pi} d\phi \omega(p_s) \frac{\partial}{\partial \xi} \mathcal{G}^D_o(p_1, p_s) \]

(3.4)

In Appendix B we show that \( I^S(p_1) \) may be written in the following form...
\[ \Gamma^s(p_1) = e^{-ikc \xi^s} \sum_{M=0}^{\infty} (-ikc)^M I^s_M(p_1) \]  

(3.5)

where

\[ I^s_M(p_1) = \sum_{t=0}^{M} \sum_{m=0}^{t} A^m_{t,M}(\xi^s)p^m_t(\eta^1)Q^m_t(\xi^s) \cos m\theta_1 \]  

(3.6)

with

\[ A^m_{t,M}(\xi^s) = \begin{cases} 
-\epsilon_m^m \sqrt{\pi} \frac{(\xi^s + \cos \theta^0)}{2^M+1} \frac{(2t+1)(t-m)}{(t+m)!} \frac{P^m_t}{\Gamma\left(\frac{M-t}{2}\right) \Gamma\left(\frac{M+t+3}{2}\right)}Q^m_t(\xi^s) & \text{if } M+t \text{ even} \\
0, & \text{if } M+t \text{ odd} 
\end{cases} \]  

(3.7)

Note that \( I^s_M \) is independent of \( k \). Moreover, let

\[ \psi(p_1) = e^{+ikc \xi} \psi^s_{s\omega(p_1)} \]  

(3.8)

where \( \psi(p_1) \) is assumed to have a power series expansion in \( k \) of the form

\[ \psi(p) = \sum_{M=0}^{\infty} (-ikc)^M \psi^s_M(p) \]  

(3.9)

Substitution of (3.9) in (3.8) and the resulting equation together with (3.5) in (3.1) gives
The interchange in differentiation and summation, and summation and integration was made by assuming (3.9) to converge absolutely and uniformly and to be term by term differentiable with respect to each of the variables and the resulting series to be uniformly and absolutely convergent. Collecting the coefficients of equal powers of \( k \) in the above equation, we arrive at the following iteration scheme:

\[
\psi_0(p_1) = \Gamma_0^S(p_1) \quad (3.10a)
\]

\[
\psi_{M+1}(p_1) = 2c \int_{\xi_S}^{\infty} d\xi \int_{-1}^{+1} d\eta \int_0^{2\pi} d\phi G_o^D(p_1, p) \left[ (\xi^2 - 1) \frac{\partial \psi_M(p)}{\partial \xi} + (\eta^2 - 1) \frac{\partial \psi_M(p)}{\partial \eta} + (\xi \eta) \psi_M(p) \right] + \sum_{M=0}^{\infty} (-ikc)^M \Gamma_M^S(p_1) .
\]

3.2 The Recurrence Relations

We shall now solve for the \( M+1 \)st iterate in (3.10b). In order to do this we need to establish the fact that \( \psi_M(p) \) may be written as

\[
\psi_M(p) = \sum_{t=0}^{M} \sum_{r=0}^{M} \sum_{l=0}^{t} D_{M,r}^t (\xi_S) Q_{r}^{t}(\xi) P_{l}^{t}(\eta) \cos l\phi
\]

for all \( M (M = 0, 1, 2, \ldots) \). This is accomplished using the principle of mathematical induction, that is, first we show that (3.11) holds for \( M = 0 \) and secondly we show that if it holds for \( M \), it also holds for \( M+1 \).
That the representation holds for \( M = 0 \) is obvious since, with equations (3.10a) and (3.6),

\[
\psi_0(p) = A^0_0 Q_0(\xi)
\]

which clearly is of the form (3.11).

Next assume that (3.11) holds for \( M \). We wish to show that \( \psi_{M+1}(p) \) may then be written as

\[
\psi_{M+1}(p) = \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} D_{r,t}^{M+1,1}(\xi) Q_{r,t}^{M+1,1}(\xi) P_{t}^{M+1,1}(\eta) \cos t \phi
\]

The analysis which establishes this is somewhat tedious; however, in the process we actually arrive at an expression for \( D_{r,t}^{M+1,1} \) in terms of \( D_{r,t}^{M,1} \) which in fact is the major goal of this section.

First note that the second term in (3.10b) has already been shown to be of the form (3.11) \([\text{see (3.6), (3.7)}]\). Next denote the volume integral of (3.10b) by

\[
I_{M+1}^{V}(p_1) = -\frac{1}{2\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^{m+1} \epsilon_m (2n+1) \left[ \frac{(n-m)^2}{(n+m)^2} \right] P_n^m(\eta_1)
\]

\[
\int_{\xi_S}^{\xi_S} d\xi \int_{\eta_1}^{\eta_1} d\eta \int_{-1}^{1} d\phi \cos m(\phi - \phi_1) \left[ (\xi^2 - 1) \frac{\partial \psi_M(p)}{\partial \xi} \right]
\]

\[
+ (\eta - 1) \frac{\partial \psi_M(p)}{\partial \eta} + (\xi \eta) \psi_M(p)
\]

where
Substitution of (3.11) in (3.13) leads to

\[ C_n^m(\xi, \xi_1, \xi_3) = \begin{cases} P_n^m(\xi_1)Q_n^m(\xi) & \xi > \xi_1 \\ \frac{P_n^m(\xi)}{Q_n^m(\xi)} - \frac{P_n^m(\xi_1)Q_n^m(\xi)}{Q_n^m(\xi_1)Q_n^m(\xi)} & \xi < \xi_1 \end{cases} \]  \quad (3.14)

Performing the angular integration and rearranging terms we get

\[ I_{M+1}^V(p_1) = -\frac{2\pi}{2\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{M} \sum_{t=0}^{M} \sum_{r=0}^{t} \sum_{l=0}^{t} (-1)^m \epsilon_m (2n+1) \left[ \frac{(n-m)!}{(n+m)!} \right]^2 \]

\[ \cdot D_{r,t}^M, t(\xi_1)P_n^m(\eta_1) \int_{s}^{t} d\xi C_n^m(\xi, \xi_1, \xi_3) \int_{s}^{t} d\eta P_n^m(\eta) \]

\[ \cdot \left[ 2\pi \int_{0}^{2\pi} d\phi \cos m(\phi - \phi_1) \cos t\phi \left[ (\xi_1^2 - 1)P^t(\xi) \frac{dQ^t(\xi)}{d\xi} - \frac{1}{\pi} (\eta_1^2 - 1)Q^t(\xi) \frac{dP^t(\eta)}{d\eta} \right] + (\xi_1 - \eta)Q^t(\xi)P^t(\eta) \right] \quad . \]

Performing the angular integration and rearranging terms we get

\[ I_{M+1}^V(p_1) = -\frac{2\pi}{2\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{M} \sum_{t=0}^{M} \sum_{r=0}^{t} \sum_{l=0}^{t} (-1)^m \epsilon_m (2n+1) \left[ \frac{(n-m)!}{(n+m)!} \right]^2 \]

\[ \cdot P_n^t(\eta_1) \cos t\phi \int_{s}^{t} d\xi C_n^t(\xi, \xi_1, \xi_3) \int_{s}^{t} d\eta P_n^t(\eta) \left[ (\xi_1^2 - 1) \frac{d}{d\xi} + \xi \right] P^t(\eta) \]

\[ \cdot Q^t(\xi) \left[ \eta^2 - 1 \frac{d}{d\eta} + \eta \right] P^t(\eta)Q^t(\xi) \]  \quad (3.15)
To perform the $\eta$ integration we use the relation (Magnus and Oberhettinger, 1949, pp 61-62)

$$
\left[ (z-1) \frac{d}{dz} + z \right] \left\{ \begin{array}{c} P_n^\ell(z) \\ Q_n^\ell(z) \end{array} \right\} = \frac{(n+1)(n-\ell+1)}{2n+1} \left\{ \begin{array}{c} P_{n+1}^\ell(z) \\ Q_{n+1}^\ell(z) \end{array} \right\} - \frac{n(n+\ell)}{2n+1} \left\{ \begin{array}{c} P_{n-1}^\ell(z) \\ Q_{n-1}^\ell(z) \end{array} \right\}; \quad n, \ell = 0, 1, 2, \ldots \quad (3.16)
$$

Substituting this relation in (3.15), we get

$$
M+1(p_1) = -\sum_{n=0}^{\infty} \sum_{t=0}^{M} \sum_{r=0}^{M} \sum_{i=0}^{t} (-1)^i \left( 2n+1 \right) \left[ \frac{(n-\ell)!}{(n+\ell)!} \right]^2 D_{r,t}^{M,\ell} (\xi) P_n^\ell(\eta) \cos \ell \phi
$$

$$
\int_{\xi_s}^{\infty} d\xi C_n^\ell(\xi, \xi_1, \xi_s) \left\{ \begin{array}{c} P^\ell(\xi) P_n^\ell(\eta) \\ Q^\ell(\xi) Q_n^\ell(\eta) \end{array} \right\} + \left[ (\xi^2 - 1) \frac{d}{d\xi} + \xi \right] Q^\ell(\xi) P_n^\ell(\eta) + \frac{tt(t+1)}{2t+1} P^\ell_{t-1}(\eta) Q^\ell_r(\xi)
$$

$$
= -\sum_{n=0}^{\infty} \sum_{t=0}^{M+1} \sum_{r=0}^{M} \sum_{i=0}^{t} (-1)^i \left( 2n+1 \right) \left[ \frac{(n-\ell)!}{(n+\ell)!} \right]^2 P_{n+1}^\ell(\eta) \cos \ell \phi
$$

$$
\int_{\xi_s}^{\infty} d\xi C_n^\ell(\xi, \xi_1, \xi_s) \left\{ \begin{array}{c} P^\ell(\xi) P_n^\ell(\eta) \\ Q^\ell(\xi) Q_n^\ell(\eta) \end{array} \right\} + \left[ (\xi^2 - 1) \frac{d}{d\xi} + \xi \right] Q^\ell(\xi) P_n^\ell(\eta) + \frac{tt(t+1)}{2t+1} D_{r,t}^{M,\ell} (\xi) Q^\ell_r(\xi)
$$

$$
+ D_{r,t}^{M,\ell} (\xi) \left[ (\xi^2 - 1) \frac{d}{d\xi} + \xi \right] Q^\ell_r(\xi) + \frac{(t+1)(t+\ell+1)}{2t+3} D_{r,t+1}^{M,\ell} (\xi) Q^\ell_r(\xi)
$$

$$
(3.17)
$$
where in this last expression we have adopted the convention that $D_{r,t}^{M,l}(\xi)_{S}$ is identically zero whenever any of the subscripts or the other superscript is greater than $M$. We now employ the following orthogonality property for the Legendre functions of the first kind (Magnus and Oberhettinger, 1949, p. 54),

$$
\int_{-1}^{1} \frac{dx}{x} P_{n}^{l}(x) P_{m}^{l}(x) = \frac{2}{2n+1} \frac{(n+\delta)!}{(n-\delta)!} \delta_{nm}
$$

to obtain

$$
I_{M+1}^{V}(p_{1}) = -2 \sum_{t=0}^{M+1} \sum_{r=0}^{M} \sum_{l=0}^{t} (-1)^{l} \frac{t(l-t)}{(t+l)!} P_{t}^{l}(\eta_{1}) \cos \phi_{1} P_{t}^{l}(\eta_{1}) \cos \phi_{1}
$$

Employing once more the relation (3.16) in the equation above, we write

$$
I_{M+1}^{V}(p_{1}) = -2 \sum_{t=0}^{M+1} \sum_{r=0}^{M} \sum_{l=0}^{t} (-1)^{l} \frac{t(l-t)}{(t+l)!} P_{t}^{l}(\eta_{1}) \cos \phi_{1} \int_{\xi_{S}}^{\infty} \frac{d\xi}{\xi} C_{t}^{l}(\xi, \xi_{1}, \xi_{S}) \left[ \left( \frac{r+1}{r} \right) D_{r,t}^{M,l}(\xi)_{S} Q_{r,t}^{l}(\xi)_{S} \right]
$$

Employing once more the relation (3.16) in the equation above, we write

$$
I_{M+1}^{V}(p_{1}) = -2 \sum_{t=0}^{M+1} \sum_{r=0}^{M} \sum_{l=0}^{t} (-1)^{l} \frac{t(l-t)}{(t+l)!} P_{t}^{l}(\eta_{1}) \cos \phi_{1} \int_{\xi_{S}}^{\infty} \frac{d\xi}{\xi} C_{t}^{l}(\xi, \xi_{1}, \xi_{S}) \left[ \left( \frac{r+1}{r} \right) D_{r,t}^{M,l}(\xi)_{S} Q_{r,t}^{l}(\xi)_{S} \right]
$$

(cont'd)
In arriving at this last expression, one must bear in mind that \( D_{r,t}^M, \ell (\xi_s) \) is identically zero whenever \( r, t \) or \( \ell \) is greater than \( M \). As shown in Appendix C,

\[
\int_\xi_s^\infty d\xi C_t^\ell (\xi, \xi_1, \xi_s) Q_t^\ell (\xi) = (-1)^\ell \frac{1}{r(r+1)-t(t+1)} \frac{(t+\ell)!}{(t-\ell)!} \left[ \frac{Q_r^\ell (\xi_s)}{Q_t^\ell (\xi_1)} - Q_r^\ell (\xi_1) \right],
\]

\( r \neq t \). (3.20)

Furthermore, whenever \( r = t \) in (3.19), the bracketed coefficient is equal to zero. This follows from the fact, established in Appendix D, that the relationship

\[
D_{r,t}^M, \ell (\xi_s) = (-1)^r D_{t,r}^M, \ell (\xi_s)
\]

holds among these coefficients. Thus we need not evaluate terms in (3.19) when \( r = t \). Substituting, then, (3.20) in (3.19) we get
where the prime on the summation for \( r \) indicates that the term \( t = r \) must be deleted. This may be rewritten as

\[
\sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{\ell=0}^{t} \Delta_{r, t}^{M+1, \ell}(\xi_s) \sum_{\ell=0}^{t} E_{r, t}^{M+1, \ell}(\xi_s) Q_{\ell}^l(\xi_1) P_t^l(\eta_1) \cos \ell \phi_1 .
\]

(3.22)

where\( E_{r, t}^{M+1, \ell}(\xi_s) = \frac{2}{M+1} \left\{ \begin{array}{c} \Delta_{r, t}^{M+1, \ell}(\xi_s) + \frac{(t+1)(t+1)}{2t+3} D_{r+1, t}^{M+1, \ell}(\xi_s) \\ - \frac{t(t-1)}{2t-1} D_{r, t-1}^{M+1, \ell}(\xi_s) - \frac{(t+1)(t+1)}{2t+3} D_{r+1, t+1}^{M+1, \ell}(\xi_s) \end{array} \right\} \]

(3.24a)

and the prime on the summation indicates that the term \( r = t \) must be deleted (see Appendix E). Thus (3.10b) can be written as

\[
\sum_{r=0}^{M+1} \sum_{t=0}^{\min(M, r)} \Delta_{r, t}^{M+1, \ell}(\xi_s) \sum_{\ell=0}^{t} E_{r, t}^{M+1, \ell}(\xi_s) Q_{\ell}^l(\xi_s) P_t^l(\eta_1) \cos \ell \phi_1 .
\]

(3.24b)
\[
\psi_{M+1}(p_1) = I_{M+1}^v(p_1) + I_{M+1}^s(p_1) = \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{\ell=0}^{t} D_{r,t}^{M+1,t}(\xi_s)Q_r^l(\xi_s)P_t^l(\eta)\cos \ell \phi
\]

(3.25)

where

\[
D_{r,t}^{M+1,t}(\xi_s) = E_{r,t}^{M+1,t}(\xi_s), \quad r \neq t
\]

\[
= E_{t,t}^{M+1,t}(\xi_s) + A_{t}^{M+1,t}, \quad r = t
\]

Equation (3.25) is clearly of the form (3.11) which is what we wished to establish. Not only have we completed this inductive proof but, in the process, we have derived recurrence relations for the coefficients \(D_{r,t}^{M+1,t}(\xi_s)\):

\[
D_{r,t}^{M+1,t}(\xi_s) = \frac{2}{r(r+1)-t(t+1)} \left[ \frac{r(r-t)}{2r-1} D_{r-1,t}^{M-1,t}(\xi_s) + \frac{t(t-t)}{2t-1} D_{r,t-1}^{M-1,t}(\xi_s) \right] + \frac{(t+1)(t+l+1)}{2t+3} D_{r,t+1}^{M,l}(\xi_s) - \frac{(r+1)(r+l+1)}{2r+3} D_{r+1,t}^{M,l}(\xi_s); \quad M = 0,1,2,\ldots
\]

(3.26a)

\[
D_{t,t}^{M+1,t}(\xi_s) = -\sum_{r=0}^{M+1} \frac{Q_r^l(\xi_s)}{Q_t^l(\xi_s)} D_{r,t}^{M+1,t}(\xi_s) + A_{t}^{M+1,t}(\xi_s); \quad M = 0,1,2,\ldots
\]

(3.26b)

with
\[ D^{0,0}_o(s) = A^{0,0}_o(s), \tag{3.26c} \]

(see equation 3.12).

We are now ready to write the expression for the scattered field \( u^s(p_1) \). By equations (2.18), (3.8), (3.9) and (3.11) we have

\[ u^s(p_1) = e^{ikc(\xi_1^+ \eta_1)} \omega(p_1) \]

\[ = e^{-ikc_1^s + ikc(\xi_1^+ \eta_1)} \psi(p_1) \]

\[ = e^{-ikc_1^s + ikc(\xi_1^+ \eta_1)} \sum_{M=0}^{\infty} (-ikc^M) \psi_M(p_1) \]

\[ = e^{ikc_1^s - ikc(\xi_s^+ \eta_1)} \sum_{M=0}^{\infty} (-ikc^M) \sum_{t=0}^{M} \sum_{r=0}^{M} \sum_{t=0}^{r} D_{r,t}(\xi_s) \]

\[ \cdot Q^f_r(\xi_1^f) P^f_t(\eta_1) \cos t \theta_1. \tag{3.27} \]

If we expand \( e^{ikc_1^s} \) in a power series of \( k \) and employ the Cauchy formula for the product of two infinite series, the above expression becomes

\[ u^s(p_1) = e^{ikc_1^s} \sum_{n=0}^{\infty} (-ikc^n) \sum_{M=0}^{n} \frac{(\xi_s^+ \eta_1)^n-M}{(n-M)!} \sum_{t=0}^{M} \sum_{r=0}^{M} \sum_{t=0}^{r} D_{r,t}(\xi_s) \]

\[ \cdot Q^f_r(\xi_1^f) P^f_t(\eta_1) \cos t \theta_1. \tag{3.28} \]
where, in both of the above equations, $D_{r,t}^{M,\ell}(\xi_s)$ is given by equations (3.26a, b, c) and, in turn, $A_t^{M,\ell}(\xi_s)$ is given by (3.7).

### 3.3 The Far Field and the Scattering Cross Section

From the definition of $Q_n^m(\xi)$ in (2, 26) and (3, 28) the far field is given by

$$u^s_{\ell}(p_1) = \frac{iek_1}{\xi_1} \sum_{n=0}^{\infty} (-ie)^n \sum_{M=0}^{n-M} \frac{(\xi_s + \eta_1)^{n-M}}{(n-M)!} \sum_{t=0}^{M} \sum_{t'=0}^{t} (-1)^t \frac{t!}{t!} D_{o,t}^{M,\ell}(\xi_s) \cdot P_1^{t}(\eta_1) \cos \theta_1 .$$

(3.29)

Since the incident wave is of unit amplitude and $r \to \infty$ in the far field, the scattering cross section is given by

$$\sigma = \lim_{\xi_1 \to \infty} \frac{4\pi c^2 e^2}{4\pi c^2} |u^s_{\ell}(p_1)|^2 = 4\pi c^2 \left| \sum_{n=0}^{\infty} (-ie)^n u^s_{\ell}(p_1) \right|^2 .$$

(3.30)

where

$$u^s_{\ell}(p_1) = \sum_{M=0}^{n-M} \frac{(\xi_s + \eta_1)^{n-M}}{(n-M)!} \sum_{t=0}^{M} \sum_{t'=0}^{t} (-1)^t \frac{t!}{t!} D_{o,t}^{M,\ell}(\xi_s) P_1^{t}(\eta_1) \cos \theta_1 .$$

(3.31)

Assuming $k$ real, we can rewrite (3.30) as follows:
\[
\sigma = 4\pi c^2 \left| \sum_{n=0}^{\infty} (-ikc)^n u_n^{sf}(p_1) \right|^2 = 4\pi c^2 \sum_{n=0}^{\infty} (-ikc)^n u_n^{sf}(p_1) \sum_{n=0}^{\infty} (-ikc)^n u_n^{sf}(p_1)
\]

\[
= 4\pi c^2 \sum_{n=0}^{\infty} (-ikc)^n u_n^{sf}(p_1) \sum_{n=0}^{\infty} (ikc)^n u_n^{sf}(p_1)
\]

\[
= 4\pi c^2 \sum_{n=0}^{\infty} (-ikc)^n \sum_{m=0}^{n} (-1)^m u_{n-m}^{sf}(p_1) u_m^{sf}(p_1)
\]

\[
= 4\pi c^2 \sum_{n=0}^{\infty} (kc)^{2n} \sum_{m=0}^{2n} (-1)^{n+m} u_{2n-m}^{sf}(p_1) u_m^{sf}(p_1) .
\]

(3.32)

3.4 Nose-on Incidence

In the case of nose-on incidence \( \theta = 0 \) quite a few simplifications occur.

If we set \( \theta = 0 \) in (3.7), it becomes obvious from the definition of the Legendre function \( P_n^m(\mu) \), \(|\mu - 1| < 2\), equation (2.24), that \( A_t^M, m(\xi_i) \) becomes zero unless \( m = 0 \). We then conclude that in the case in which the incident plane wave propagates along the \( z \)-axis there is no dependence on the azimuthal angle \( \phi \). This simplifies the results as follows:

Equation (3.6) can be written

\[
I^s_M(p_1) = \sum_{t=0}^{M} A_t^M(\xi_1) P_t(\eta_1) Q_t(\xi_1) ,
\]

(3.33)

with
\[ A_t^M(\xi_s) = \begin{cases} \sqrt{\pi} \frac{(\xi_s^2 + 1)^M}{2^{M+1}(M-t)!} \left[ \frac{1}{\Gamma\left(\frac{M+t}{2}\right)} + \frac{1}{\Gamma\left(\frac{M-t}{2}\right)} \right] Q_t(\xi_s), & \text{if } M+t \text{ even} \\ 0, & \text{if } M+t \text{ odd} \end{cases} \]

Equations (3.26a, b, c) become

\[
D_t^{M+1}(\xi_s) = \frac{2}{r(r+1)-t(t+1)} \left[ S_{r-1}^{M+1}(t, \xi_s) + \frac{2}{r+1} D_r^{M+1}(t, \xi_s) \right] + \frac{(t+1)^2}{2t+3} \left[ D_r^{M+1}(t, \xi_s) \right] ; \quad r \neq t
\]

\[ D_t^{M+1}(\xi_s) = \sum_{r=0}^{M+1} Q_r(\xi_s) D_t^{M+1}(\xi_s) + A_t^{M+1}(\xi_s) ; \quad M = 0, 1, 2, \ldots \]

(3.35a)

(3.35b)

with

\[ D_{1,0}^{M+1}(\xi_s) = A_{1,0}^{M+1}(\xi_s) . \]

(3.35c)

The scattered field, \( u_s^s(p_1) \), becomes

\[
u_s^s(p_1) = e^{ikc} \sum_{n=0}^{\infty} (-ikc)^n \sum_{M=0}^{n-M} (\xi_s + \eta_1)^{n-M} \sum_{t=0}^{M} D_r^M(\xi_s)Q_r(\xi_s)P(\eta_1),
\]

(3.36)

and the far field,

\[
u_s^f(p_1) = \frac{e^{ikc}}{k} \sum_{n=0}^{\infty} (-ikc)^n \sum_{M=0}^{n-M} (\xi_s + \eta_1)^{n-M} \sum_{t=0}^{M} D_r^M(\xi_s)Q_r(\xi_s)P(\eta_1). \]

(3.37)
The expression for the scattering cross section remains the same except for $u_{n}^{sf}(p_{1})$:

$$u_{n}^{sf}(p_{1}) = \sum_{M=0}^{n} \frac{(\xi_{s} + \eta_{1})^{n-M}}{(n-M)!} \sum_{t=0}^{M} D_{o,t}^{M}(\xi_{s})P_{t}(\eta_{1}) .$$  (3.38)
4.1 The Iteration Scheme

The appropriate integrodifferential equation for the Neumann problem is (2.20b) which we repeat here,

\[ \omega(p) = -2ikc \int_{\xi_s}^{\infty} \int_{-1}^{+1} \int_{0}^{2\pi} G_o^N(p_1, p) \left[ (\xi_i^2 - 1) \frac{\partial \omega(p)}{\partial \xi} + (\eta_i^2 - 1) \frac{\partial \omega(p)}{\partial \eta} \right] + \sum_{i=1}^{+1} \int_{0}^{2\pi} d\phi G_o^N(p_1, p_s) \frac{\partial}{\partial \xi_s} \omega(p_s), \]

(4.1)

with \( G_o^N(p_1, p) \) given by (2.22). The appropriate boundary condition is given by (2.10b), which through equations (2.17) and (2.18), may be written,

\[ \frac{1}{c} \sqrt{\frac{\xi_s^2 - 1}{\xi_s^2 - \eta_s}} \frac{\partial}{\partial \xi_s} \left[ i (\xi_i^2 - 1) \frac{\partial \omega(p_s)}{\partial \xi_s} \right] = 0. \]

(4.2)

Excluding the case in which the prolate spheroid degenerates to a wire of finite length (\( \xi_s = 1 \)), we can write

\[ \frac{\partial}{\partial \xi_s} \left[ i (\xi_i^2 - 1) \omega(p_s) \right] = 0 \]

(4.3)

from which

\[ \frac{\partial \omega(p_s)}{\partial \xi_s} = -ikc(\xi_i^2 - 1) \frac{\partial u(p_s)}{\partial \xi_s} \]

(4.4)

Substitution of (4.4) in (4.1) leads to
\[ \omega(p_1) = -2ie \int_{\xi_s}^{\infty} d\xi \int_{\eta}^{\xi} d\eta \int d\xi G_0^{N}(p_1, p) \left[ (\xi^2 - 1) \frac{\partial \omega(p)}{\partial \xi} + (\eta^2 - 1) \frac{\partial \omega(p)}{\partial \eta} \right] \]

\[ + (\xi, \eta) \omega(p) \int_{1}^{+1} d\eta \int_{0}^{2\pi} d\phi \omega(p) G_{0}^{N}(p_1, p_s) \]

\[ - c(\xi^2 - 1) e^{-ikc\xi_s} \int_{-1}^{1} d\eta \int_{0}^{2\pi} d\phi e^{ikc\eta} G_{0}^{N}(p_1, p_s) \frac{\partial u^{i}(p_s)}{\partial \xi_s} \]. (4.5)

Denote by \( I_s(p_1) \) the second surface integral in (4.5)

\[ I_s(p_1) = -c(\xi^2 - 1) e^{-ikc\xi_s} \int_{-1}^{1} d\eta \int_{0}^{2\pi} d\phi e^{ikc\eta} G_{0}^{N}(p_1, p_s) \frac{\partial u^{i}(p_s)}{\partial \xi_s} \]. (4.6)

In Appendix F we show that \( I_s(p_1) \) may be written in the following form

\[ I_s(p_1) = e^{-ikc\xi_s} \sum_{M=1}^{\infty} (-ikc)^M I_{M}(p_1) \], (4.7)

where

\[ I_{M}(p_1) = \sum_{I=0}^{M} \sum_{m=0}^{I} A_{I}^{M} p_{I}^{m}(\xi) Q_{I}^{m}(\eta) \cos m\phi \]. (4.8)
From now on, the procedure for developing an iteration scheme parallels that of the Dirichlet problem. After writing

$$\psi(p_1) = e^{i k \xi} \omega(p_1)$$  \hspace{1cm} (4.11)$$

and assuming a low frequency expansion in powers of $k$ for $\psi(p_1)$,

$$\psi(p_1) = \sum_{M=0}^{\infty} (-i k c)^M \psi_M(p_1)$$  \hspace{1cm} (4.12)$$

we substitute (4.11) in (4.12) and the resulting expression together with (4.7) in (4.5). Equating coefficients of equal powers of $k$, we obtain the following iteration scheme:

$$\psi_0(p_1) = 0$$  \hspace{1cm} (4.13a)$$
4.2 The Recurrence Relations

The procedure we shall follow here is practically identical to that for the Dirichlet case. We assume \( \psi_\pm(p, \xi) \) to be of the form

\[
\psi_\pm(p, \xi) = \sum_{\ell=0}^{\infty} \sum_{r=0}^{M} \sum_{t=0}^{T} D_{\ell}^{M_r} (\xi, r) Q_{\ell} (p, \xi) P_{\ell} (\xi, r) \cos \theta,
\]

which we substitute in (4.13b) and solve for \( \psi_{M+1}(p_1) \). If \( \psi_{M+1}(p_1) \) turns out to be of the form (4.14), then because of \( \psi_0(p_1) \) being zero we can conclude that (4.14) is true.

The volume integral of (4.13b) is practically identical to that of (3.10b) except for the Green's function. From equations (2.21) and (2.22) we see that these two functions are identical except for their dependence on the surface coordinate \( \xi_s \). If we denote the volume integral of (4.13b) by \( I_v^{M+1}(p_1) \), we can use the result of (3.19) and write
\[ I_{M+1}^r(p_1) = -2 \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{t=0}^{t-1} (-1)^l \frac{(t-t^l)}{(t+1)} P_t(\eta) \cos t \phi_1 \]

\[ = \begin{cases} \frac{r(r-t)}{2t-1} D_{r-1, t}^M,\ell (\xi_s) \frac{t(t-t^l)}{2t-1} D_{r, t-1}^M,\ell (\xi_s) \frac{(t+1)(t+l+1)}{2t+3} D_{r, t+1}^M,\ell (\xi_s) & \text{if } t \neq t^l \\
+ \frac{(r+1)(r+l+1)}{2r+3} D_{r+1, t}^M,\ell (\xi_s) \end{cases} \int_{\xi_s}^{\infty} d\xi K^r_{1}(\xi, \xi_1, \xi_s) Q^r_{t} \]

\[(4.15)\]

where

\[ K^r_{1}(\xi, \xi_1, \xi_s) = \begin{cases} P^r_{t}(\xi_1) Q^r_{t}(\xi) & \xi > \xi_1 \\
- \frac{P^r_{t}(\xi)}{Q^r_{t}(\xi)} & \xi < \xi_1 \\
P^r_{t}(\xi) Q^r_{t}(\xi) & \xi = \xi_1 \end{cases} \]

\[(4.16)\]

It is understood in (4.15) that \( D_{r, t}^M,\ell (\xi_s) \) is identically zero whenever \( r, t \) or \( \ell \) is greater than \( M \).

From Appendix G,

\[ \int_{\xi_s}^{\infty} d\xi K^r_{1}(\xi, \xi_1, \xi_s) Q^r_{t}(\xi) = \frac{(-1)^l}{r(r+1) - t(t+1)} \frac{Q^r_{t}(\xi_s)}{Q^r_{t}(\xi)} \]

\[ + \frac{(t+1)(t+1+1)}{2t+3} \left[ \frac{Q^r_{t}(\xi_1)}{Q^r_{t}(\xi)} - \frac{Q^r_{t}(\xi)}{Q^r_{t}(\xi_1)} \right] \]

\[ r \neq t. \quad (4.17)\]

Furthermore, through an inductive argument identical to that given in Appendix D for the Dirichlet case, we can show that

\[ D_{r, t}^M,\ell (\xi_s) = (\pm 1)^{r+t} D_{t, r}^M,\ell (\xi_s) \]

\[(4.18)\]

Employing (4.17) in (4.15), we obtain
Having evaluated the volume integral of equation (4.13b) we now turn to the surface integral of the same equation and we denote it by \( I(p) \).

\[
I(p) = c(\xi_s^2 - 1) \int_{-1}^{+1} d\eta \int_0^{2\pi} d\phi G_o(p_1, \eta, \phi, p_s) \psi_n(p_s). \tag{4.20}
\]

Substituting equations (2.22) and (4.14) in (4.20), we obtain

\[
I(p_1) = -\frac{1}{4\pi} (\xi_s^2 - 1) \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m \epsilon_m (2n+1) \left[\frac{(n-1)}{(n+m)!}\right]^2 P_n^m(\xi_1) \\
\sum_{s=0}^{M} \sum_{r=0}^{M} \sum_{t=0}^{s} D^\infty_{r, t} \left[ Q_r^t(\xi_1) Q_n^m(\xi_1) - Q_n^m(\xi_s) \right] P_n^m(\xi_1) \cdot \chi \int_{-1}^{+1} d\eta P_n^m(\eta) P_t^l(\eta) \int_0^{2\pi} d\phi \cos m(\phi - \phi_1) \cos l\phi.
\]

Using equation (B.4) for the Wronskian and at the same time performing first the integration with respect to \( \phi \) and then the integration with respect to \( \eta \) according to (3.18), we obtain
From equations (4.19) and (4.21), it is clear that \( u_{M+1}(p_1) \) of (4.13b) is of the form given by (4.14). At this point, then, we not only have concluded the inductive argument that the representation (4.14) of \( u_M(p_1) \) is correct, but in exactly the same fashion as in the Dirichlet problem we end up with the following recurrence relationships:

\[
D^M_{r,t}(\xi_s) = \sum_{t=0}^{M} \sum_{r=0}^{M-t} D^M_{r,t}(\xi_s) \frac{Q^f_r(\xi_s)}{Q^f_t(\xi_s)} \frac{f(\xi_s)}{f(\eta_s)} \cos f \phi_1 . \quad (4.21)
\]

\[
D^{M+1}_{r,t}(\xi_s) = \frac{2}{r(r+1) - t(t+1)} \left[ \frac{r(r-t)}{2r-1} D_{r-1,t}^M(\xi_s) + \frac{t(t-t)}{2t-1} D_{r,t-1}^M(\xi_s) \right] + \frac{(t+1)(t+1)}{2t+3} D_{r,t+1}^M(\xi_s) - \frac{(r+1)(r+1)}{2r+3} D_{r+1,t}^M(\xi_s) ,
\]

\[
M = 0, 1, 2, \ldots \quad r \neq t \quad (4.22a)
\]

\[
D^{M+1}_{r,t}(\xi_s) = - \sum_{r=0}^{M+1} \frac{Q^f_r(\xi_s)}{Q^f_t(\xi_s)} D^M_{r,t}(\xi_s) + \sum_{r=0}^{M} \frac{Q^f_r(\xi_s)}{Q^f_t(\xi_s)} D^M_{r,t}(\xi_s) + A^M_{0,t}(\xi_s) ,
\]

\[
M = 0, 1, 2, \ldots \quad (4.22b)
\]

with

\[
D^{0,0}_{0,0}(\xi_s) = 0 \quad (4.22c)
\]

where \( A^M_{0,t}(\xi_s) \) is given by (4.9a, b). The prime on the first summation in (4.22b) denotes that the term \( r = t \) must be deleted.
The scattered field $u^S(p_1)$ for the Neumann problem is given by the same expressions as for the Dirichlet problem (equations (3.27) and (3.28)) with the understanding of course that the coefficients $D^M_{r_1 t} (\xi_1)$ are this time given by equations (3.22). The same is true for the far field and the scattering cross section expressions (see Section 3.3).

### 4.3 Nose-on Incidence

When $\theta_0 = 0$, (4.9a) becomes zero unless $m = 0$. This is so because of the definition of the Legendre function $P^m_n(\mu)$ for $|\mu - 1| < 2$, equation (2.24). Consequently, when the incoming plane wave propagates along the $z$-axis, there is no dependence of the scattered field on the azimuthal angle $\phi$, a result we should expect since the $z$-axis is the axis of symmetry of the prolate spheroid. Due to the substantial amount of simplification, we redefine our results for the Neumann problem as follows:

Equation (4.8) becomes

\[
I^S_{M}(p_1) = \sum_{s=0}^{M} A^M_{s t} (\xi_1) P^s_{s t} (\eta_1) Q^{s t} (\zeta_1), \quad M = 1, 2, 3, \ldots \quad (4.23)
\]

where

\[
A^M_{s t} (\xi_1) = \begin{cases} 
-\sqrt{\pi} \frac{(2t+1)(\xi_1 \mp 1)^{M-1}}{2^{M+1}(M-1)\Gamma(M+1)}, & M+1 \text{ even} \\
0, & M+1 \text{ odd.}
\end{cases} 
\quad (4.24)
\]

The scattered field $u^S(p_1)$ is given by (3.36) with $D^M_{r_1 t} (\xi_1)$ given by
\[
D^{M+1}_{r,t}(\xi_s) = \frac{2}{r(r+1) - t(t+1)} \left[ \frac{r^2}{2r-1} D^M_{r-1,t}(\xi_s) + \frac{t^2}{2t-1} D^M_{r,t-1}(\xi_s) \right. \\
+ \left. \frac{(t+1)^2}{2t+3} D^M_{r,t+1}(\xi_s) - \frac{(r+1)^2}{2r+3} D^M_{r+1,t}(\xi_s) \right], \quad M = 0, 1, 2, \ldots, \quad r \neq t
\]  
(4.25a)

\[
D^{M+1}_{t,t}(\xi_s) = -\sum_{r=0}^{M+1} \frac{Q_r(\xi_s)}{Q_t(\xi_s)} D^M_{r,t}(\xi_s) + \sum_{r=0}^{M} \frac{Q_r(\xi_s)}{Q_t(\xi_s)} D^M_{r,t}(\xi_s) + A^M_{r,t}(\xi_s), \\
M = 0, 1, 2, \ldots
\]  
(4.25b)

with

\[
D^0_{o,o}(\xi_s) = 0.
\]  
(4.25c)

The expression for the far field is the same as the one for the Dirichlet problem (equation (3.37)) with \(D^M_{o,t}(\xi_s)\) as above. The same is true for the coefficient of the scattering cross section, \(u_{n}^{s}(p_{1})\), which is given by (3.38).
THE OBLATE SPHEROID AND THE DISC

The method employed in the preceding sections to determine the field scattered by a prolate spheroid can be employed in a straightforward manner to determine the field scattered by an oblate spheroid. This is not necessary, however, since we can transform the prolate spheroid into an oblate spheroid and utilize the results already obtained to determine the field scattered by the oblate spheroid. Specifically, if we let $\xi \rightarrow i\xi$ and $c \rightarrow -ic$, the prolate spheroid is transformed into an oblate one with the axis of revolution (minor axis $2b$) coincident with the $z$-axis of a rectangular coordinate system (cf. Morse and Feshbach, 1953, p. 1502). The ranges of the variables now are $0 \leq \xi < \infty$, $-1 \leq \eta \leq +1$, and $0 \leq \phi \leq 2\pi$. Moreover, if we let $\xi_s \rightarrow 0$, the oblate spheroid degenerates into a disc of infinitesimal thickness, radius $c$ (the semifocal distance), and coplanar with the $x$-$y$ plane. In the remainder of this section we shall treat each body separately.

FIG. 5-1.
5.1 The Oblate Spheroid

With the incident field given by (see equation (3.3)),
\[ u^i(p) = e^{-ikr \cos \Theta} = e^{-\frac{ikc}{\cos \Theta_o} \xi \eta + \sin \Theta_o \left( \frac{\xi^2}{\eta^2 - 1} \right) \sqrt{\eta^2 - \cos \phi} }, \]

the scattered field is given by (3.28) with \( \xi = i\xi \) and \( c = -ic \) and can be written as follows
\[ u^s(p) = e^{ikc\xi} \sum_{n=0}^{\infty} (-ikc)^n \frac{(-i)^n (i\xi + \eta_1)^{n-M} M-M \sum_{t=0}^{M} \sum_{r=0}^{M} \sum_{t=0}^{t} D_M^M(i\xi) \cos \theta \cos \phi}{(n-M)!} \]

\[ \chi \left( \eta_1 \right) \cos \theta \cos \phi \right)_{1} , \quad (5.1) \]

where, for the Dirichlet problem, the recurrence relations (3.26a, b, c) hold among the coefficients \( D_M^M(i\xi) \), with
\[ A_t^M(i\xi) = \begin{cases} -\xi^2 \left( \frac{i\xi + \eta_1}{\eta_2 + \eta_1} \right)^M \left( \frac{2t+1}{2} \right)^M \left( \frac{2t+1}{2} \right)^{t-t} M-1 \Gamma \left( \frac{M+1}{2} + \frac{3}{2} \right) & \text{M+t even} \\ 0 & \text{M+t odd} \end{cases} \]

\[ (5.2) \]

For the Neumann problem the coefficients \( D_M^M(i\xi) \) are related through equations (4.22a, b, c) with
\[ A_{0}^{M,t}(i\xi_{s}) = -\epsilon \sqrt{\pi} \frac{(i\xi_{s} + \cos \theta_{0})^{M-1}}{2^{M+1} (M-t)} \Gamma \left( \frac{M+t+3}{2} \right) Q_{t}^{t}(i\xi_{s}) \] \[ \cdot MP_{t} \left( \frac{i\xi_{s} \cos \theta + 1}{i\xi_{s} \cos \theta} \right) + \frac{1}{\xi_{s}^{2} + 1} \left[ \frac{t(i\xi_{s} \cos \theta + 1)}{i\xi_{s} \cos \theta} \right] \] \[ - (t+1)(i\xi_{s} \cos \theta + 1) P_{t}^{t} \left( \frac{i\xi_{s} \cos \theta + 1}{i\xi_{s} \cos \theta} \right) \] \[ M + t \text{ even, } \quad (5.3) \]

and

\[ A_{0}^{M,t}(i\xi_{s}) = 0 , \quad M + t \text{ odd } \quad (5.4) \]

The prime on \( Q_{t}^{t}(i\xi_{s}) \) in (5.3) implies differentiation with respect to \( i\xi_{s} \).

The Legendre function \( Q_{t}^{t}(i\xi_{1}) \) in (5.1) must now be redefined since \( \xi_{1} \) can now assume values between 0 and 1 as well as values greater than 1. This has been done in Appendix H where we show that

\[ Q_{n}^{m}(i\xi_{1}) = \frac{(-1)^{m}}{\Gamma(n+m+1)\Gamma(1/2)} \frac{(-1/2)^{m}}{\Gamma(n+3/2)} \left( \xi_{1}^{2} + 1 \right)^{-n-m+1} \] \[ \cdot \frac{1}{2} F_{1} \left( n-m+1, \frac{1}{2} - m; \frac{3}{2}; - \frac{1}{\left( \xi_{1}^{2} + 1 \right)^{2}} \right), \quad \xi_{1} > 0 . \] \[ (5.5) \]

The far field is given by (5.1) by letting \( \xi_{1} \to \infty \),
The scattering cross section is given by (3.30) and, in the present case, can be written in the form:

\[
\sigma = 4\pi e^2 \sum_{n=0}^{\infty} (-ikc)^{2n} \sum_{m=0}^{2n} (-1)^{n+m} \frac{u_{sf}(p_1) u_{sf}(p_1)}{2n-m} ,
\]

where we have taken \( k \) to be real, and

\[
u_{n}^{sf}(p_1) = (-i)^{n-1} \sum_{M=0}^{n} \frac{(i\xi_s - \eta_1)^{n-M}}{(n-M)!} \sum_{t=0}^{M} \sum_{r=0}^{t} (-1)^{t} D_{r,t} M_{r,t} (i\xi_s) P_{r,t}(\eta_1) \cos \theta_1 \]

Nose-on Incidence:

When \( \theta_0 = 0 \), we can rewrite (5.1) as follows:

\[
u_{n}^{s}(p_1) = e^{-ikc} \sum_{n=0}^{\infty} (-ikc)^{n} \sum_{M=0}^{n} (-i)^{n-1} \frac{(i\xi_s + \eta_1)^{n-M}}{(n-M)!} \sum_{r=0}^{M} \sum_{t=0}^{r} D_{r,t} M_{r,t} (i\xi_s) P_{r,t}(\eta_1) \]

where, for the Dirichlet problem,
\[
D_{r,t}^{M+1}(i_\xi_s) = \frac{2}{r(r+1)-t(t+1)} \left[ \frac{2}{2r-1} D_{r-1,t}^M(i_\xi_s) + \frac{2}{2t-1} D_{r,t-1}^M(i_\xi_s) \right] + \frac{(t+1)^2}{2t+3} D_{r,t+1}^M(i_\xi_s) - \frac{(r+1)^2}{2r+3} D_{r+1,t}^M(i_\xi_s) ; \quad r \neq t \\
M = 0, 1, 2, \ldots \quad (5.10a)
\]

\[
D_{t,t}^{M+1}(i_\xi_s) = -\sum_{r=0}^{M+1} \frac{Q_r(i_\xi_s)}{Q_t(i_\xi_s)} D_{r,t}^{M+1}(i_\xi_s) + A_t^{M+1}(i_\xi_s) ; \quad M = 0, 1, 2, \ldots \quad (5.10b)
\]

\[
D_{0,0}^0(i_\xi_s) = A_0^0(i_\xi_s) , \quad (5.10c)
\]

with

\[
A_t^M(i_\xi_s) = \begin{cases} 
\frac{(2t+1)(i_\xi_s + 1)^M}{2^{M+1} \binom{M-t}{2} \Gamma \left( \frac{M+t+3}{2} \right) } & M+t \text{ even} \\
0 & M+t \text{ odd} 
\end{cases} \quad (5.11)
\]

The corresponding expressions for the Neumann problem are,

\[
D_{r,t}^{M+1}(i_\xi_s) = \frac{2}{r(r+1)-t(t+1)} \left[ \frac{2}{2r-1} D_{r-1,t}^M(i_\xi_s) + \frac{2}{2t-1} D_{r,t-1}^M(i_\xi_s) \right] + \frac{(t+1)^2}{2t+3} D_{r,t+1}^M(i_\xi_s) - \frac{(r+1)^2}{2r+3} D_{r+1,t}^M(i_\xi_s) ; \quad r \neq t \\
M = 0, 1, 2, \ldots \quad (5.12a)
\]

\[
D_{t,t}^{M+1}(i_\xi_s) = -\sum_{r=0}^{M+1} \frac{Q_r(i_\xi_s)}{Q_t(i_\xi_s)} D_{r,t}^{M+1}(i_\xi_s) + A_t^{M+1}(i_\xi_s) + A_t^{M+1}(i_\xi_s) ; \quad M = 0, 1, 2, \ldots \quad (5.12b)
\]

\[
D_{0,0}^0(i_\xi_s) = 0 , \quad (5.12c)
\]
(5.13)

In both the Dirichlet and Neumann problems the far field is given by

\[ u_{s}^{\lambda}(p_{1}) = \frac{\pi}{\xi_{1}} \sum_{n=0}^{\infty} (-ik)^{n} \sum_{M=0}^{n} \left(\frac{(i\frac{\xi_{1}^{2}}{\gamma_{1}})^{n-M}}{(n-M)!} \right) \sum_{t=0}^{M} D_{0,t}^{M}(i\xi_{1})P_{t}(\eta_{1}) \left. \right|_{\gamma_{1}}^{\lambda_{1}} \left(\gamma_{1} = a_{1} - k \eta_{1} \right) \]

(5.14)

and the scattering cross section be equation (5.7) where in the present case,

\[ u_{s}^{\lambda}(p_{1}) = (-i)^{n-1} \sum_{M=0}^{n} \left(\frac{\xi_{1}^{2}}{\gamma_{1}} \right)^{n-M} \sum_{t=0}^{M} D_{0,t}^{M}(i\xi_{1})P_{t}(\eta_{1}) \left. \right|_{\gamma_{1}}^{\lambda_{1}} \left(\gamma_{1} = a_{1} - k \eta_{1} \right) \]

(5.15)

5.2 The Disc

As we mentioned earlier, when \( \xi_{1} = 0 \) the oblate spheroid degenerates to a disc of radius \( c \) in the \( x, y \) plane, with center at the origin (Morse and Feshbach, 1953, p. 1292). It is easy to verify from the corresponding formulas for the oblate spheroid that the scattered field due to the presence of the disc is given by

\[ u_{s}^{\lambda}(p_{1}) = e^{\frac{ik\xi_{1}}{\gamma_{1}}} \sum_{n=0}^{\infty} (-ik)^{n} \sum_{M=0}^{n} \left(\frac{\xi_{1}^{2}}{\gamma_{1}} \right)^{n-M} \sum_{t=0}^{M} \sum_{r=0}^{t} \sum_{\ell=0}^{t} D_{r,t}^{M,\ell}(0) \cdot Q_{\chi_{1}}^{\ell}(i\xi_{1})P_{t}(\eta_{1}) \cos k \phi_{1} \left. \right|_{\gamma_{1}}^{\lambda_{1}} \left(\gamma_{1} = a_{1} - k \eta_{1} \right) \]

(5.16)
where, for the Dirichlet problem, the recurrence relations \(3.26a, b, c\) hold among the coefficients \(D_{r,t}^{M,t}(0)\), with

\[
A_t^{M,t}(0) = \begin{cases} 
-\frac{\epsilon t^{M}}{\pi^{2}} \frac{M}{2} \left( \frac{\cos \theta_o}{2} \right)^{M} \frac{(2t+1)(t-t)'}{(t+t)!} \frac{P_t^l\left(\frac{1}{\cos \theta_o}\right)}{\Gamma\left(\frac{M+t+3}{2}\right) Q_t^l(0)} , & \text{M+t even} \\
0 , & \text{M+t odd} 
\end{cases}
\]

For the Neumann problem, the coefficients \(D_{r,t}^{M,t}(0)\) are related through equations \(4.22a, b, c\) with

\[
A_t^{M,t}(0) = -\epsilon t^{M} \cos \theta_o \frac{M-1}{2} \left( \frac{\cos \theta_o}{2} \right)^{M-1} \frac{(2t+1)(t-t)'}{(t+t)!} \frac{P_t^l\left(\frac{1}{\cos \theta_o}\right)}{\Gamma\left(\frac{M+t+3}{2}\right) Q_t^l(0)} , \quad (5.17)
\]

\[
M+t even ,
\]

\[
A_t^{M,t}(0) = 0 , \quad M+t odd . \quad (5.18)
\]

From (5.16) the far field is

\[
u^M_t(p_1) = \epsilon^{M} \sum_{n=0}^{\infty} \sum_{M=0}^{t} \frac{(\pi \eta_1)^{n-M}}{(n-M)!} \sum_{t=0}^{M} \sum_{\ell=0}^{t} (-1)^{\ell} : D_{0,t}^{M,t}(0) \\
\]

\[
P_t^l(\eta_1 \cos \ell \phi) . \quad (5.20)
\]
The scattering cross section is given by (5.7) with

\[ u_n^{sf}(p_1) = (-1)^{n-1} \sum_{M=0}^{n} \frac{\left(\mp \eta_1\right)^{n-M}}{(n-M)!} \sum_{t=0}^{M} (-1)^t \left[D_{o,t}^M(0)P_t^f(\eta_1)\cos t\theta_1\right] \]

(5.21)

**Normal Incidence:**

When \( \theta = 0 \), we can write, as we did in section 5.1,

\[ u_0^{s}(p_1) = e^{-ikc^2t_0} \sum_{n=0}^{\infty} (-ikc)^n \sum_{M=0}^{n} \frac{\left(\mp \eta_1\right)^{n-M}}{(n-M)!} \sum_{r=0}^{M} \sum_{t=0}^{M} D_{r,t}^M(0)Q_r(t\xi_1)P_t(\eta_1) \]

(5.22)

where, for the Dirichlet problem, the coefficients \( D_{r,t}^M(0) \) are related through equations (5.10a, b, c), with

\[ A_{t}^{M}(0) = \begin{cases} -\sqrt{\pi} \left(\mp 1\right)^M \frac{2t+1}{2^{M+1}\left(M-t\right)!\Gamma\left(M+t+\frac{3}{2}\right)Q_t(0)}, & M+t \text{ even} \\ 0, & M+t \text{ odd} \end{cases} \]

(5.23)

For the Neumann problem the coefficients \( D_{r,t}^M(0) \) in (5.23) are related through (5.12a, b, c), with

\[ A_{t}^{M}(0) = \begin{cases} -\sqrt{\pi} \left(\mp 1\right)^{M-1} \frac{2t+1}{2^{M+1}\left(M-t\right)!\Gamma\left(M+t+\frac{3}{2}\right)Q_t(0)}, & M+t \text{ even} \\ 0, & M+t \text{ odd} \end{cases} \]

(5.24)
Equations (5.23) and (5.24) were derived from (5.17) and (5.18), (5.19), respectively, by letting $\theta = 0$ and $t = 0$, and they are in agreement with the corresponding equations (5.11) and (5.13) for the oblate spheroid.

For both the Dirichlet and Neumann problems the far field is given by

$$u^f_1(p_1) = \frac{\text{i} k a}{\xi_1} \sum_{n=0}^{\infty} (-\text{i} k a)^n \sum_{M=0}^{n-M} \frac{\text{i}^n}{n-M!} \sum_{t=0}^{M} D_{0,t}^M(0)P_n(\eta_1), \tag{5.25}$$

while the scattering cross section is given by (5.7) with

$$u^n_1(p_1) = (-\text{i})^{n-1} \sum_{M=0}^{n-M} \frac{\text{i}^n}{n-M!} \sum_{t=0}^{M} D_{0,t}^M(0)P_n(\eta_1). \tag{5.26}$$

In Appendix I, we give the first six terms of the far field expansion for both the Dirichlet and Neumann problems.
VI
NUMERICAL CALCULATIONS

As a demonstration of their usefulness, the theoretical results have been employed to calculate the scattering cross section of some representative prolate spheroids for both Dirichlet and Neumann boundary conditions. The prolate spheroids considered had major to minor axis ratios of 10:1, 5:1, and 2:1. Back scattered and forward scattered cross sections were determined as functions of wavelength, and complete polar diagrams of bistatic cross section were obtained for a few special values of kc. All calculations were carried out for a plane wave incident along the axis of symmetry of the spheroid.

The expressions employed for this calculation, which we repeat here for convenience, were equation (3.32)

$$\sigma = 4\pi c^2 \sum_{n=0}^{\infty} \frac{2n}{(kc)^{2n+1}} \sum_{m=0}^{2n} (-1)^{n+m} \frac{u_{n+1}^m}{u_{2n-m}^m} \frac{sf_{n+1}^m}{sf_{n}^m}$$

and equation (3.38)

$$u_{m}^{sf}(\eta_1) = \sum_{j=0}^{m} \sum_{i=0}^{\frac{m-j}{2}} \frac{(\xi_1 \eta_1)^{m-j}}{(m-j)!} D_{O,1}^{j} (\xi_1)^{m} P_{i}^{1}$$

where $D_{O,1}^{j}$ in (6.2) is given by (3.35) for the Dirichlet problem and (4.25) for the Neumann problem.

The series in (6.1) was terminated at $n=10$ for the 2:1 and 5:1 spheroids and at $n=9$ for the 10:1 spheroid. Thus the cross section values included terms up to and including $(kc)^{20}$ and $(kc)^{18}$ respectively. The back and forward scattering results were also obtained for smaller values of $n$ so as to reveal the manner in which the inclusion of higher order terms improves the Rayleigh approximation.
Figures 6-1 and 6-2 present the back scattering ($\eta_1 = 1$) cross sections of soft and hard spheroids respectively. The cross section values are normalized with respect to the geometric optics value

$$\sigma_{\text{g.o.}} = \frac{\pi b^4}{a^2} = \pi \frac{c^2}{\xi_{s}^2} \left(\frac{\xi_{s}^2 - 1}{\xi_{s}^2}\right)^2.$$  

The number associated with each curve indicates the value of $n$ at which equation (6.1) was terminated. The Rayleigh curve (the curve obtained by terminating (6.1) at the first nonvanishing power of $k\xi$) is denoted by $n = 0$ for the soft spheroid and by $n = 2$ for the hard spheroid. The exact result shown in Figures 6-1 and 6-2 was computed from the prolate spheroidal function series (Senior, 1966). Also included in each figure is the maximum value of $ka$ ($= k\xi_{s}$) for which the series in (6.1) converges, i.e. the radius of convergence, as estimated by Darling and Senior (1965). The present low frequency calculations have no precedent except in the case of the 10:1 hard spheroid where similar calculations (though not as extensive) were reported by Sleator (1964).

Figures 6-3 and 6-4 present the forward scattering ($\eta_1 = -1$) cross sections of the same spheroids. The cross section values are normalized with respect to the limiting form of the bistatic geometric optics value

$$\sigma_{\text{g.o.}} = \pi a^2 = \pi \frac{c^2}{\xi_{s}^2} \xi_{s}^2.$$  

As before, the number associated with each curve designates the value of $n$ at which the series in equation (6.1) was terminated. No exact results were available for comparison in this case.

Figures 6-5 through 6-9 present polar diagrams of the bistatic cross sections of the same spheroids. Since the polar diagram is symmetric for nose-on incidence,
which is the only case considered, each figure includes data for both hard and soft spheroids. The back and forward scattered cross sections lie on the heavy vertical line bisecting the figure with the back scattering ($\theta_1 = 0$) value on the upper part and the forward scattering ($\theta_1 = \pi$) value on the lower. The values of the cross section are normalized with respect to the geometric optics cross section, viz.,

$$
\sigma_{\text{geo.}} = 4\pi b^2 a^2 \left[ a^2 (1 + \eta_1) + b^2 (1 - \eta_1) \right]^{-2}
$$

with $\eta_1 = \cos \theta_1$.

As noted previously, the values presented for the 2:1 and 5:1 spheroids were obtained after terminating the series in (6.1) at $n = 10$ while for the 10:1 spheroid the series was terminated at $n = 9$.

Similar calculations have been carried out by Spence and Granger (1951) for hard spheroids though the values of $\xi_s$ and $kc$ were different from those employed here. In the few cases where comparison was possible ($kc = 1$, $a/b = 5, 10$), good agreement was obtained.
FIG. 6-1a: BACK SCATTERING CROSS SECTION OF SOFT, 2:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-1b: BACK SCATTERING CROSS SECTION OF SOFT, 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

\[
\frac{\sigma}{2b^4/a^2} = 1.57
\]

\(\xi_s = 1.02062027\)
FIG. 6-1c: BACK SCATTERING CROSS SECTION OF SOFT, 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-2a: BACK SCATTERING CROSS SECTION OF HARD, 2:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-2b: BACK SCATTERING CROSS SECTION OF HARD, 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

max ka = 2.49
ξ_s = 1.02062027
FIG. 6-2c: BACK SCATTERING CROSS SECTION OF HARD, 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

max ka = 3.28
ξ_s = 1.0050378
FIG. 6-3a: FORWARD SCATTERING CROSS SECTION OF SOFT, 2:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

$\frac{\sigma}{\pi a^2}$ vs $ka$

$\max ka = 1.06$

$\xi_s = 1.1547005$
FIG. 6-3b: FORWARD SCATTERING CROSS SECTION OF SOFT, 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
max ka = 1.74
\( \xi_s = 1.0050378 \)

FIG. 6-3c: FORWARD SCATTERING CROSS SECTION OF SOFT, 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6.4a: FORWARD SCATTERING CROSS SECTION OF HARD, 2:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

\[
\frac{\sigma}{\pi a} = \begin{cases} 
10^{-1} & \text{for } ka = 0.2, \\
10^{-2} & \text{for } ka = 0.4, \\
10^{-3} & \text{for } ka = 0.6, \\
10^{-4} & \text{for } ka = 0.8, \\
10^{-5} & \text{for } ka = 1.0, \\
\end{cases}
\]

**Legend:**
- Line 9: \(\xi_s = 1.1547005\)
- Line 3: \(\max ka = 1.59\)
FIG. 6-4b: FORWARD SCATTERING CROSS SECTION OF HARD, 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.

$max k_a = 2.49$

$\xi_s = 1.02062027$
max $ka = 3.28$

$\xi_s = 1.0050378$

**FIG. 6-4c**: FORWARD SCATTERING CROSS SECTION OF HARD, 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-5: BISTATIC CROSS SECTION OF 2:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-6: BISTATIC CROSS SECTION OF 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-7: BISTATIC CROSS SECTION OF 5:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-8: BISTATIC CROSS SECTION OF 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
FIG. 6-9: BISTATIC CROSS SECTION OF 10:1 PROLATE SPHEROID FOR NOSE-ON INCIDENCE.
APPENDIX A
THE REGULARITY OF THE FUNCTION \( \omega(p) = e^{-ikc(\xi \pm \eta)} u_s(p) \)

In this appendix we offer a proof that the function \( \omega(p) \) in (2.14) is regular at infinity in the sense of Kellogg, that is

\[
\lim_{r \to \infty} \frac{r \omega(p)}{r} < \infty \quad \text{and} \quad \lim_{r \to \infty} \frac{\partial \omega(p)}{\partial r} < \infty, \quad 0 \leq \theta \leq \pi,
\]

\[\infty \lim_{r \to \infty} \frac{2 \omega(p)}{r} < \infty, \quad 0 \leq \phi \leq 2\pi.\]

(A.1)

The proof is based on an expansion theorem (Wilcox, 1956) which guarantees that the field scattered by the prolate spheroid may be written in the form

\[
\omega_s(p) = e^{ikr^2 \sum_{n=0}^{\infty} (\alpha_n \frac{r}{n^2} \frac{\partial \omega(p)}{\partial r} - \beta_n \frac{r}{n^2} \omega(p))}, \quad r > a
\]

(A.2)

where the series is uniformly and absolutely convergent for all \( r, \theta, \phi \) provided \( r > a \), \( a \) being the radius of the smallest sphere completely enclosing the prolate spheroid.

From (A.2) it is clear that \( \omega_s(p) \) satisfies the first of conditions (A.1) but not the second and, consequently, is not regular at infinity. The function \( \omega(p) \), however, which by (2.14) and (A.2) may be written

\[
\omega(p) = e^{-ikc(\xi \pm \eta)} \sum_{n=0}^{\infty} \frac{f(\theta, \phi)}{r^n}
\]

(A.3)

can be shown to satisfy the Kellogg conditions. The proof is as follows:

The variables \( \xi \) and \( \eta \) are related to the spheroidal coordinates by the equations

\[
\xi = \frac{1}{2c} \left[ \sqrt{r^2 + 2cr \cos \theta + c^2} + \sqrt{r^2 - 2cr \cos \theta + c^2} \right],
\]

\[
\eta = \frac{1}{2c} \left[ \sqrt{r^2 + 2cr \cos \theta + c^2} - \sqrt{r^2 - 2cr \cos \theta + c^2} \right].
\]

The factor \( c(\xi \pm \eta) \) appearing in the exponential of (A.3) can now be written
\[ c(\xi \mp \eta) = \sqrt{\frac{2 \mp 2 \cos \theta + c^2}{r}} = r \sqrt{1 \mp 2 \cos \theta (c/r) + (c/r)^2} \quad (A.4) \]

and, if \( r \) is large,

\[ c(\xi \mp \eta) = r \pm \cos \theta + O(1/r), \quad r \to \infty \quad (A.5) \]

We can then write for the first Kellogg condition

\[
\lim_{r \to \infty} \left| n_0(p) \right| = \lim_{r \to \infty} \left| e^{-ik \cos \theta + O(1/r)} \sum_{n=0}^{\infty} \frac{f_n(\theta, \phi)}{r^n} \right| = \\
= \left| e^{-ik \cos \theta} \right| \frac{f_0}{r} < \infty \quad (A.6)
\]

To show that the second condition is satisfied we need the derivative of \( \omega(p) \) with respect to \( r \)

\[
\frac{\partial \omega(p)}{\partial r} = e^{-ik} \left[ c(\xi \mp \eta) - r \right] \left[ 1 - \frac{1 \mp \cos \theta (c/r)}{\sqrt{1 \mp 2 \cos \theta (c/r) + (c/r)^2}} \right] \sum_{n=0}^{\infty} \frac{f_n(\theta, \phi)}{r^{n+1}} \\
- \sum_{n=0}^{\infty} \frac{(n+1)f_n(\theta, \phi)}{r^{n+2}} \quad (A.7)
\]

For \( r \) large

\[
\frac{1}{\sqrt{1 \mp 2 \cos \theta (c/r) + (c/r)^2}} = 1 \mp \cos \theta (c/r) + O(1/r^2), \quad r \to \infty \quad (A.8)
\]

so that for the bracketed expression in (A.7) we can write

\[
1 - \frac{1 \mp \cos \theta (c/r)}{\sqrt{1 \mp 2 \cos \theta (c/r) + (c/r)^2}} = 1 - \left[ 1 \mp \cos \theta (c/r) \right] \left[ 1 \mp \cos \theta (c/r) + O(1/r^2) \right] \\
= O(1/r^2) \quad (A.9)
\]
Employing (A. 5) and (A. 9) in (A. 7) we have that

\[
\lim_{r \to \infty} \left| r \frac{2\partial \varphi}{\partial r} \right| = \lim_{r \to \infty} \left| e^{-ikc \cos \theta + O(1/r)} \right| \left\{ \sum_{n=0}^{\infty} \frac{f_n(\theta, \phi)}{r^{n+1}} \right\} = \left| e^{-ikc \cos \theta} f_0 \right| < \infty, \quad (A.10)
\]

which shows that the second Kellogg condition holds also.
The Surface Integral for the Dirichlet Problem

In this appendix we evaluate the surface integral of (3.4). Repeating the expression,

\[ \Gamma_s(p_1) = -c(x^2 - 1) \int_{-1}^{+1} \int_0^{2\pi} d\phi \omega(p_s) \frac{\partial}{\partial x_s} G_D(p_1, p_s). \]  

(B.1)

From equations (3.2) and (3.3),

\[ \omega(p_s) = -e^{-ikc(\xi - \eta)} - e^{-ikc(\cos \theta, \xi + \sin \theta, \sqrt{\xi^2 - 1} \sqrt{1 - \eta^2} \cos \phi)}. \]  

(B.2)

and from (2.21), with \( \xi < \xi' \),

\[ \frac{\partial}{\partial x_s} G_D(p_1, p_s) = -\frac{1}{4\pi c} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m \left( \frac{n_m}{m_m} \right) \cos m(\phi - \phi_1) \]

\[ \cdot P_n^m(\eta) P_n^m(\zeta) \left[ P_n^m(\xi) Q_n^m(\zeta) - \frac{P_n^m(\xi)}{Q_n^m(\zeta)} \right]. \]

(B.3)

where, above, we used the Wronskian relation

\[ W\left[ Q_n^m(\zeta), P_n^m(\zeta) \right] = P_n^m(\zeta)Q_n^m(\zeta) - Q_n^m(\zeta)P_n^m(\zeta) = \frac{(-1)^m}{\xi^2 - 1} \frac{(n + m)!}{(n - m)!} \]  

(B.4)
Substituting (B.2) and (B.3) in the integral (B.1), we have

\[ I^S(p_1) = -\frac{e^{-ikc\xi}}{4\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \epsilon_m (2n+1) \frac{(n-m)!}{(n+m)!} P^m_n(\eta_1) \frac{Q^m_n(\xi_1)}{Q^m_n(\xi)} \]

\[ \cdot \int_{-1}^{+1} d\eta e^{ikc(\xi \cos \phi \pm 1)\eta} \int_{0}^{2\pi} d\phi e^{-ikc\sin \phi \sqrt{\xi^2 - 1 \cos^2 \phi}} P^m_n(\eta) \int_{0}^{2\pi} d\theta J_{\ell}(kc \sin \theta \sqrt{\xi^2 - 1}) \frac{Q^m_n(\xi_1)}{Q^m_n(\xi)} \cos m(\phi - \phi_1). \]  

\[ \text{(B.5)} \]

The functions involved in the integrands are continuous in the intervals of integration and the only assumption we made in interchanging integration and summation is the uniformity of convergence of the series (cf. Whittaker and Watson, 1952, p. 78).

We now use the expansion (Magnus and Oberhettinger, 1949, p. 155)

\[ e^{ikr \cos \phi} = \sum_{m=0}^{\infty} i^m e^{i m \phi} J_m(kr \cos \phi). \]  

\[ \text{(B.6)} \]

Utilizing (B.6) in (B.5), with \( kr = -k \cos \theta \sqrt{\xi^2 - 1} \), results in

\[ I^S(p_1) = -\frac{e^{-ikc\xi}}{4\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \epsilon_m (2n+1) \frac{(n-m)!}{(n+m)!} P^m_n(\eta_1) \frac{Q^m_n(\xi_1)}{Q^m_n(\xi)} \]

\[ \cdot \int_{-1}^{+1} d\eta e^{ikc(\xi \cos \phi \pm 1)\eta} \int_{0}^{2\pi} d\phi J_{\ell}(k \sin \theta \sqrt{\xi^2 - 1}) \frac{Q^m_n(\xi_1)}{Q^m_n(\xi)} \cos m(\phi - \phi_1). \]  

\[ \text{(B.7)} \]

The integration with respect to \( \phi \) can be simply performed, while to integrate with respect to \( \eta \) we use the relation (Morse and Feshbach, 1953, p. 1325),
\[ \int_{0}^{\pi} d\mu e^{i\zeta \cos \nu \cos \mu} P_n^m(\cos \mu) J_m(z \sin \nu \sin \mu) \sin \mu = i^{n-m} \sqrt{\frac{2\pi}{z}} P_n^m(\cos \nu) J_{n+\frac{1}{2}}(z). \]  

(B.8)

In this expression we let

\[ \eta = \cos \mu \]

\[ \zeta \cos \nu = -k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \]

\[ \zeta \sin \nu = k \epsilon \cos \theta \sqrt{\frac{\eta}{s} - 1} \]

so that

\[ \zeta^2 = \left[ k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \right]^2; \quad \cos \nu = -\frac{\epsilon \cos \theta + \frac{1}{2}}{\frac{\eta}{s} \cos \theta + \frac{1}{2}}. \]

We can then write

\[ \int_{-1}^{+1} d\eta e^{-ik \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2})} P_n^m(\eta) J_m(k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \sqrt{\frac{\eta}{s} - 1}) \]

\[ = i^{n-m} \sqrt{\frac{2\pi}{k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \sqrt{\frac{\eta}{s} - 1}}} P_n^m\left(\frac{\xi}{s} \cos \theta + \frac{1}{2} \frac{\eta}{s} \cos \theta \right) J_{n+\frac{1}{2}}\left[k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \right]. \]  

(B.9)

Performing the \( \phi \) integration in (B.7) and using (B.9), we obtain

\[ I^s(p_1) = -\frac{e}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (n-\eta)\frac{\eta}{s} (2n+1) \frac{\eta}{s} (n+m) e^{\frac{m}{n} \cos \theta_1} \]

\[ \cdot P_n^m\left(\frac{\xi}{s} \cos \theta + \frac{1}{2} \frac{\eta}{s} \cos \theta \right) J_{n+\frac{1}{2}}\left[k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \right] \sqrt{\frac{2\pi}{k \epsilon (\frac{\eta}{s} \cos \theta + \frac{1}{2}) \sqrt{\frac{\eta}{s} - 1}}} \]  

(B.10)
where, above, we used the relation (Magnus and Oberhettinger, 1949, p. 3)

\[ P_n^m(-x) = (-1)^{n+m} P_n^m(x), \quad -1 \leq x \leq 1. \]  

We now expand the Bessel function in (B.10) according to (Magnus and Oberhettinger, 1949, p. 16),

\[ J_m(z) = \left(\frac{iz}{2}\right)^m \sum_{\ell=0}^{\infty} \frac{(iz/2)^{2\ell}}{\ell! \Gamma(m+\ell+1)}, \quad |\arg z| < \pi \]

(B.12)

to get

\[ f^s(p_1) = -e^{-\text{i}k\xi \cos \vartheta} \frac{\sqrt{\pi}}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \varepsilon_m (-1)^{(n-m)/2} \left( \frac{n-m}{(n+m)!} \right) \sum_{\ell=0}^{\infty} \frac{(-1)^{n+1}}{(2l+1)!} \Gamma(n+2l+1) \left( \frac{1}{2} \right)^{n+2l} \]

This last expression may be written as follows:
\[ \Gamma^s(p_1) = -i k c \varepsilon_s \frac{\sqrt{\pi}}{2} \sum_{M=0}^{\infty} (-i k c)^M (\xi_s \cos \theta_o)^M \sum_{l=0}^{M} \sum_{m=0}^{l} \epsilon^M (2l+1) \frac{(l-m)!}{(l+m)!}. \]

\[ \frac{p^m_l(\xi_s \cos \theta_o \pm 1)}{2^M (M-l)!} \frac{\Gamma(M+l)}{(M+\frac{3}{2})!} Q^m_l(\xi_1) \cos m \phi_1, \quad (B.13) \]

where in the above series in \( k \) the only nonzero contributions to the coefficients are made by terms for which \( M+l \) is an even integer.

We have then written the surface integral (B.1) as a power series in \( k c \) of the form

\[ \Gamma^s(p_1) = e^{-i k c \varepsilon_s} \sum_{M=0}^{\infty} (-i k c)^M I^s_M(p_1) \quad (B.14) \]

where \( I^s_M(p_1) \) is given by

\[ I^s_M(p_1) = \sum_{l=0}^{M} \sum_{m=0}^{l} A^M_{l,m}(\xi_s) P^m_l(\eta_1) Q^m_l(\xi_1) \cos m \phi_1, \quad (B.15) \]

with

\[ A^M_{l,m}(\xi_s) = \begin{cases} -\varepsilon \sqrt{\pi} \frac{(\xi_s \cos \theta_o)^M}{2^{M+1}} & \frac{\Gamma(M+\frac{3}{2})!}{(M-l)!} \frac{p^m_l(\xi_s \cos \theta_o \pm 1)}{2^M (M+\frac{3}{2})!} Q^m_l(\xi_s), \\ 0, & M+l \text{ odd} \end{cases} \quad (B.16) \]
APPENDIX C

EVALUATION OF THE INTEGRAL \( \int_{\xi_s}^{\infty} C_t^l(\xi, \xi_1, \xi_2) Q_t^l(\xi) d\xi \).

\[
\int_{\xi_s}^{\infty} d\xi \ C_t^l(\xi, \xi_1, \xi_2) Q_t^l(\xi) = \sum_{\xi}^\infty d\xi \ Q_t^l(\xi_1) P_t^l(\xi) Q_t^l(\xi) + \int_{\xi_1}^{\infty} d\xi \ P_t^l(\xi) Q_t^l(\xi) Q_t^l(\xi) \\
- \frac{P_t^l(\xi)}{Q_t^l(\xi)} \int_{\xi_s}^{\infty} d\xi \ Q_t^l(\xi_1) Q_t^l(\xi) Q_t^l(\xi) .
\] (C.1)

From Legendre's associated equation we have that

\[
\frac{d}{d\xi} \left[ (1 - \xi^2) \frac{dQ_t^l(\xi)}{d\xi} \right] + \left[ r(r+1) - \frac{r^2}{1 - \xi^2} \right] Q_t^l(\xi) = 0
\]

\[
\frac{d}{d\xi} \left[ (1 - \xi^2) \frac{dQ_t^l(\xi)}{d\xi} \right] + \left[ t(t+1) - \frac{t^2}{1 - \xi^2} \right] Q_t^l(\xi) = 0
\]

Multiplying the first of these equations by \( Q_t^l(\xi) \) and the second by \( Q_t^l(\xi) \) and subtracting the second from the first we obtain the following:

\[
Q_t^l(\xi) \frac{d}{d\xi} \left[ (1 - \xi^2) \frac{dQ_t^l(\xi)}{d\xi} \right] - Q_t^l(\xi) \frac{d}{d\xi} \left[ (1 - \xi^2) \frac{dQ_t^l(\xi)}{d\xi} \right] \\
+ \left[ r(r+1) - t(t+1) \right] Q_t^l(\xi) Q_t^l(\xi) = 0
\]

Integrating this expression we have that
\[
\int_{\xi_1}^{\xi_1'} d\xi \left( -Q^f_0(\xi) \frac{d}{d\xi} \left( 1 - \xi^2 \right) \frac{dQ^f_0(\xi)}{d\xi} \right) = \frac{1}{r(r+1) - t(t+1)} \int_{\xi_1}^{\xi_1'} d\xi \left[ Q^f_0(\xi) \frac{dQ^f_0(\xi)}{d\xi} - Q^f_0(\xi) \frac{dQ^f_0(\xi)}{d\xi} \right] \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \frac{dQ^f_0(\xi)}{d\xi} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \frac{dQ^f_0(\xi)}{d\xi} \]

Similarly,

\[
\int_{\xi_1}^{\xi_1'} d\xi \left( -P^f_t(\xi) \frac{d}{d\xi} \left( 1 - \xi^2 \right) \frac{dP^f_t(\xi)}{d\xi} \right) = \frac{1}{r(r+1) - t(t+1)} \int_{\xi_1}^{\xi_1'} d\xi \left[ P^f_t(\xi) \frac{dP^f_t(\xi)}{d\xi} - P^f_t(\xi) \frac{dP^f_t(\xi)}{d\xi} \right] \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \frac{dP^f_t(\xi)}{d\xi} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \left( 1 - \xi^2 \right)^{-\frac{1}{2}} \frac{dP^f_t(\xi)}{d\xi} \]

Substituting (C.2) and (C.3) in (C.1), we obtain
\[ \int_{\xi_s}^{\infty} d\xi C_t^f(\xi, \xi_1, \xi_s) Q_t^f(\xi) = \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int P_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} - Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} \right) \right] \\
- \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - Q_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right) \right] \\
+ \frac{P_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - Q_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right) \right] \\
- \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - Q_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right) \right] \\
= \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int P_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} + (\varepsilon_1^2 - 1)Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} \right) \right] \\
+ \frac{P_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} + (\varepsilon_1^2 - 1)Q_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right) \right] \\
- \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ \left(\varepsilon_1^2 - 1\right) \left( \int Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} + (\varepsilon_1^2 - 1)Q_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right) \right] \\
= \frac{-Q_t^f(\xi_1)}{r(r+1)-t(t+1)} \left[ Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - P_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right] \\
+ \frac{(\varepsilon_s^2 - 1)Q_t^f(\xi_1)}{r(r+1)-t(t+1)} \left[ Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - P_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right] \\
+ \frac{Q_{t_1}^f(\xi_1)}{r(r+1)-t(t+1)} \left[ Q_t^f(\xi_1) \frac{dP_t^f(\xi_1)}{d\xi_1} - P_t^f(\xi_1) \frac{dQ_t^f(\xi_1)}{d\xi_1} \right] \\
= -\frac{Q_t^f(\xi_1)}{r(r+1)-t(t+1)} \frac{(t+1)!}{(t-l)!} \left( (-1)^t + \frac{Q_t^f(\xi_1)}{r(r+1)-t(t+1)} \frac{Q_t^f(\xi_1)}{Q_t^f(\xi_1)} \cdot \frac{(t+l)!}{(t-l)!} \cdot (-1)^t \right) \\
(\text{cont'd})
\[
= \frac{(-1)^t}{r(r+1)-t(t+1)} \cdot \frac{(t+t)!}{(t-t)!} \left\{ \frac{Q_r^t(\xi)}{Q_t^t(\xi)} \cdot \frac{Q_t^t(\xi)}{Q^t_t(\xi)} \right\} ; \quad r \neq t \quad \text{for} \quad t \leq t . \quad (C.4)
\]

Also,

\[
\int_{\xi_s}^{\infty} C_t^t(\xi, \xi_1, \xi_s) Q_r^t(\xi) d\xi = 0 \quad \text{for} \quad t > t. \quad (C.5)
\]

since \( C_t^t = 0 \) for \( t > t \).
In this appendix we give a proof of the statement of equation (3.21), that is

\[
D^M_{r,t} \left( \xi_s \right) = (\pm 1)^{r+t} D^M_{t,r} \left( \xi_s \right), \quad t, r, t \leq M. \tag{D.1}
\]

The choice of sign is determined by the sign chosen in (2.18).

The proof follows an inductive argument. First we show that (D.1) is true for \( M = 0 \) and then that if it is true for any \( M \) it is true for \( M+1 \).

Since \( r = t = 0 \) when \( M = 0 \), equation (D.1) is certainly true for \( M = 0 \).

Assume next that it is true for \( M \). We can then integrate (3.19) and, following the same procedure as we did there, end up with the recurrence relations (3.26a, b, c). We are interested mainly in (3.26a) since for \( r = t \) equation (D.1) is obviously true.

Repeating here (3.26a) and subsequently employing

\[
\begin{align*}
&\left( \pm 1 \right)^{r+t} D^M_{t+1, r} \left( \xi_s \right) - \frac{(r+1)(r+1)}{2r+3} D^M_{r+1, t} \left( \xi_s \right) \\
&\frac{1}{r+1} \left( \pm 1 \right)^{r+t+1} D^M_{r+1, t} \left( \xi_s \right) \\
&\frac{1}{2r+3} \left( \pm 1 \right)^{r+t+1} D^M_{t+1, r} \left( \xi_s \right)
\end{align*}
\]

we obtain

\[
\left( \pm 1 \right)^{r+t} D^M_{t+1, r} \left( \xi_s \right) - \frac{(r+1)(r+1)}{2r+3} D^M_{r+1, t} \left( \xi_s \right) \\
+ \frac{1}{r+1} \left( \pm 1 \right)^{r+t+1} D^M_{r+1, t} \left( \xi_s \right) \\
- \frac{1}{2r+3} \left( \pm 1 \right)^{r+t+1} D^M_{t+1, r} \left( \xi_s \right)
\]

(Cont'd)
\begin{align*}
= (\pm 1)^{r+1} \frac{2}{t(t+1) - r(r+1)} & \left[ \frac{2(t-1)}{t-1} D^{M,f}_{t-1,r} (\xi_s) + \frac{2(r-f)}{2r-1} D^{M,f}_{t-1,r} (\xi_s) \right] \\
& + \frac{(r+1)(r+1)}{2r+3} D^{M,f}_{t,r} (\xi_s) - \frac{(t+1)(t+1)}{2t+3} D^{M,f}_{t+1,r} (\xi_s) \\
= (\pm 1)^{r+1} D^{M+1,f}_{t,r} (\xi_s). \quad (D.2)
\end{align*}

So (D.1) is true for $M+1$ if it is true for $M$. Since it is true for $M=0$, it is true for all $M (M=0, 1, 2, \ldots)$. 
APPENDIX E
DERIVATION OF EQUATIONS (3.24a, b)

In order to arrive at equations (3.24a, b), we start with (3.22) and (3.23) which we repeat here

\[ I^{\nu}_{M+1}(p_1) = -2 \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{l=0}^{t} \frac{1}{r(r+1) - (t+1)} \left[ \frac{r(r-l)}{2r-1} D_{r-1, t}(\xi) \right] \]

\[ \pm \frac{(t(l-l))}{2t-1} D_{r, t-1}(\xi) \pm \frac{(t(l+1))(t+l+1)}{2t+3} D_{r, t+1}(\xi) \]

\[ - \frac{(r+1)(r+l+1)}{2r+3} D_{r+1, t}(\xi) \left[ \frac{Q^l_r(\xi)}{Q^l_s(\xi)} - Q^l_t(\xi) \right] P^l_t(\eta) \cos \theta_1 \]

\[ (E.1) \]

\[ I^{\nu}_{M+1}(p_1) = \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{l=0}^{t} E^{M+1, l}_{r, t}(\xi) Q^l_r(\xi) P^l_t(\eta) \cos \theta_1 \]  \hspace{1cm} (E.2)

When \( r \neq t \), a comparison of these two equations gives (3.24a). When \( r = t \), we rewrite the above equations as follows.

Equation (E.1):

\[ I^{\nu}_{M+1}(p_1) = 2 \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{l=0}^{t} \frac{1}{r(r+1) - (t+1)} \left[ \frac{r(r-l)}{2r-1} D_{r-1, t}(\xi) \right] \]

\[ \pm \frac{(t(l-l))}{2t-1} D_{r, t-1}(\xi) \pm \frac{(t(l+1))(t+l+1)}{2t+3} D_{r, t+1}(\xi) \]

\[ - \frac{(r+1)(r+l+1)}{2r+3} D_{r+1, t}(\xi) \left[ \frac{Q^l_r(\xi)}{Q^l_s(\xi)} - Q^l_t(\xi) \right] P^l_t(\eta) \cos \theta_1 \]

\[ - 2 \sum_{t=0}^{M+1} \sum_{r=0}^{M+1} \sum_{l=0}^{t} \frac{1}{r(r+1) - (t+1)} \left[ \frac{r(r-l)}{2r-1} D_{r-1, t}(\xi) \right] \]

(cont'd)

\[ I_{M+1}(Q_1) = \sum_{t=0}^{M+1} \sum_{t=0}^{t(t+1)} E_{r,t}^{M+1,l}(\xi_s) Q_t^{f}(\xi_1) P_t^{f}(\eta_1) \cos t \phi_1. \]  

Equation (E.4):

\[ I_{M+1}(Q_1) = \sum_{t=0}^{M+1} \sum_{t=0}^{t(t+1)} E_{r,t}^{M+1,l}(\xi_s) Q_t^{f}(\xi_1) P_t^{f}(\eta_1) \cos t \phi_1. \]  

A comparison of (E.3) and (E.4) gives

\[ E_{r,t}^{M+1,l}(\xi_s) = \sum_{r=0}^{M+1} \frac{-2}{r(r+1) - t(t+1)} \left[ \frac{r(r-t)}{2r-1} \frac{D_{r,t}^{M+1,l}(\xi_s)}{2t+3} \right] \] 

\[ + \frac{(t+1)(t+1+1)}{2t+3} \frac{D_{r,t}^{M+1,l}(\xi_s)}{2r+3} \] 

\[ \sum_{r=0}^{M+1} \frac{Q_t^{f}(\xi_1) P_t^{f}(\eta_1) \cos t \phi_1}{Q_t^{f}(\xi_s)} . \]  

Using (3.24a), the above expression can be written

\[ E_{r,t}^{M+1,l}(\xi_s) = - \sum_{r=0}^{M+1} \frac{Q_t^{f}(\xi_1) P_t^{f}(\eta_1) \cos t \phi_1}{Q_t^{f}(\xi_s)} E_{r,t}^{M+1,l}(\xi_s), \]  

which is equation (3.24b).
The integral to be evaluated in this appendix is that of equation (4.6)

\[ \Gamma^s(p_s) = -\alpha(\xi_s^2 - 1)e^{-\frac{i\kappa\xi_s}{s}} \int_{-1}^{+1} \int_{0}^{2\pi} d\eta d\theta e^{i\kappa c n G_N(p_1, p_s)} \frac{\partial u^l(p_s)}{\partial \xi_s} . \]  

By equation (3.3)

\[ \frac{\partial u^l(p_s)}{\partial \xi_s} = -i \kappa c \left[ \cos \theta + i \sin \theta \frac{\xi_s \sqrt{1 - \eta^2}}{\sqrt{\xi_s^2 - 1}} \cos \phi \right] u^l(p_s) \]

Substituting the above expression together with the appropriate part \(\xi < \xi_1\) of (2.22) in (F.1) we have

\[ \Gamma^s(p_1) = -\frac{i \kappa c}{4\pi} (\xi_s^2 - 1) e^{-\frac{i\kappa c}{s}} \sum_{n=0}^{+\infty} \sum_{m=0}^{n} (-1)^m \epsilon \left(2n+1\right) \left[ \frac{\left(n-m\right)!}{\left(n+m\right)!} \right]^2 \epsilon m^m_{\eta_1} \left[p_{n}^m(\xi_s) Q_{n}^m(\xi_s)\right] \int_{-1}^{+1} d\eta \frac{p_{n}^m(\eta)}{Q_{n}^m(\xi_s)} \frac{-i \kappa c}{s} \cos \theta \left[ \cos \phi \left(1 + \frac{1}{\xi_s^2}\right) \eta \right] \]

\[ \gamma \cos m(\phi - \phi_1) . \]
Using (B.4) for the Wronskian and the expansion (B.6) with 
\[ k \rho = -k \epsilon \sin \theta \sqrt{\epsilon_s^2 - 1} \sqrt{1 - \eta^2}, \]
we can write for equation (F.2)

\[
e^{-ik \epsilon \eta} \frac{\epsilon}{2 \pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m (2n+1) (n-m)! \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
= \frac{i \epsilon}{2 \pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m (2n+1) (n-m)! \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
\cdot \cos m \varphi \int_{-1}^{+1} d\eta \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
\cdot \cos \varphi \cos \eta \int_{-1}^{+1} d\eta \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
= \frac{1}{2} \left[ \cos(\varphi+\varphi) + \cos(\varphi-\varphi) \right]
\]

the result being

\[
e^{-ik \epsilon \eta} \frac{\epsilon}{2 \pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m (2n+1) (n-m)! \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
= \frac{i \epsilon}{2 \pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^m (2n+1) (n-m)! \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
\cdot \cos m \varphi \int_{-1}^{+1} d\eta \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
\cdot \cos \varphi \cos \eta \int_{-1}^{+1} d\eta \epsilon \eta \frac{Q_n^m(\epsilon^2)}{Q_n^m(\epsilon_s^2)}
\]

\[
\cdot \cos(\varphi+\varphi) + \cos(\varphi-\varphi)
\]

(\text{cont'd})
To perform the integration with respect to $\eta$ we employ the following recurrence

relations (Magnus and Oberhettinger, 1949, p. 62)

\[(2n+1)\eta P_{n}^{m}(\eta) = (n-m+1)P_{n+1}^{m}(\eta) + (n+m)P_{n-1}^{m}(\eta), \quad m \leq n, \quad n = 0, 1, \ldots \quad (F.5)\]

\[(2n+1) \sqrt{1-\eta} P_{n}^{m}(\eta) = P_{n-1}^{m+1}(\eta) - P_{n+1}^{m+1}(\eta), \quad m \leq n, \quad n = 0, 1, 2, \ldots \quad (F.6)\]

\[(2n+1) \sqrt{1-\eta} P_{n}^{m}(\eta) = (n-m+1)(n-m+2)P_{n+1}^{m-1}(\eta) - (n-m-1)(n+m)P_{n-1}^{m-1}(\eta), \quad m \leq n, \quad n = 0, 1, \ldots \quad (F.7)\]

Substitution of these expressions in (F.4) and a simple rearrangement of the terms
leads to

\[e^{\frac{ikc}{2} \sin \theta \int_{\xi_{s}^{\prime} s}^{s} p_{1}^{m}(p_{1}) \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-i)^{m} \left\{ \frac{(n-m)!}{(n+m)!} \frac{Q_{n}^{m}(\xi_{s}^{\prime} s)}{Q_{n+1}^{m}(\xi_{s}^{\prime} s)} \cos m\phi_{1} \right\} \cos m\phi_{1} \]

\[+ \frac{(n-m+1)!}{(n+m)!} \frac{Q_{n+1}^{m}(\xi_{s}^{\prime} s)}{Q_{n+1}^{m}(\xi_{s}^{\prime} s)} \int_{-1}^{1} -ikc(\xi_{s}^{\prime} \cos \theta - 1)\eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \eta \et
\[
\frac{\text{ike} \, \xi_s \sin \theta}{\sqrt{\xi_s^2 - 1}} \sum_{n=1}^{\infty} \sum_{m=0}^{n-1} (-1)^m \left\{ \frac{(n-m+1)!}{(n+m+1)!} \right\} \frac{Q_m^{(n)}(\xi_s)}{P_n^{(n+1)}(\eta)} \frac{m}{Q_n^{(n+1)}(\xi_s)} \left[ \frac{\text{ike}(\xi_s \cos \theta + 1)n}{P_n^{(n+1)}(\eta)} \right] \\
\cdot J_m(\text{ike} \sin \theta \sqrt{\xi_s^2 - 1} \sqrt{1 - \eta^2}) \\
\frac{\text{ike} \, \xi_s \sin \theta}{\sqrt{\xi_s^2 - 1}} \sum_{n=0}^{\infty} \sum_{m=1}^{n+1} (-1)^{m-1} \left\{ \frac{(n-m+1)!}{(n+m-1)!} \right\} \frac{Q_m^{(n-1)}(\xi_s)}{P_{n+1}^{(n-1)}(\eta)} \frac{m}{Q_{n+1}^{(n-1)}(\xi_s)} \left[ \frac{\text{ike}(\xi_s \cos \theta + 1)n}{P_{n+1}^{(n)}(\eta)} \right] \\
\cdot P_n^{(n)}(\eta) J_{m-1}(\text{ike} \sin \theta \sqrt{\xi_s^2 - 1} \sqrt{1 - \eta^2}).
\]

To perform the integration with respect to \( \eta \) we employ (B.9) in Appendix B, the result being

\[
e^{-\text{ike} \xi_s \sin \theta (p_1)} = \frac{\text{ike} \cos \theta}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-1)^n \sqrt{2\pi} J_n^{(1)}(z) P_n^{(n)}(\beta) \\
\cdot \left\{ \frac{(n-m)!}{(n+m-1)!} \right\} \frac{Q_m^{(n)}(\xi_s)}{P_{n-1}^{(n)}(\eta)} + \frac{(n-m+1)!}{(n+m)!} \left\{ \frac{Q_m^{(n+1)}(\xi_s)}{P_{n+1}^{(n+1)}(\eta)} \right\} \cos \theta \\
\frac{\text{ike} \, \xi_s \sin \theta}{\sqrt{\xi_s^2 - 1}} \sum_{n=1}^{\infty} \sum_{m=0}^{n} (-1)^n \sqrt{2\pi} J_n^{(1)}(z) P_{n+1}^{(m+1)}(\beta)
\]

(continues)
\[
\left\{ \frac{(n-m+1)!}{(n+m+1)!} \cdot P_n^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) - \frac{(n-m-1)!}{(n+m-1)!} \cdot P_{n-1}^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) \right\} \cos m\phi_1
\]

\[
+i\frac{k\epsilon}{2} \sin \theta_o \cdot \sum_{n=0}^{\infty} \sum_{m=0}^{n+1} (-1)^n \sqrt{\frac{2}{z}} J_{n+1/2}(z) P_n^{m-1}(\beta)
\]

\[
\left\{ \frac{(n-m+1)!}{(n+m+1)!} \cdot P_n^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) - \frac{(n-m-1)!}{(n+m-1)!} \cdot P_{n-1}^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) \right\} \cos m\phi_1,
\]

where

\[
z = k\epsilon(\xi_1 - \cos \theta_o)
\]

\[
\beta = \frac{x\cos \theta_o \pm 1}{\xi_1 \cos \theta_o}
\]

Equation (F.8) is now put in the following form

\[
e^{ik\epsilon \theta_1} \Psi_1(p_1) = \frac{i\epsilon}{2} \cdot \left\{ \sum_{n=0}^{\infty} \sum_{m=0}^{n} \epsilon_m (-1)^{n+1} \sqrt{\frac{2}{z}} J_{n+3/2}(z) P_n^{m}(\beta) \frac{(n-m+1)!}{(n+m)!} \cdot P_n^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) \cos m\phi_1 \right.
\]

\[
+ \sum_{n=0}^{\infty} \sum_{m=0}^{n} \epsilon_m (-1)^{n-1} \sqrt{\frac{2}{z}} J_{n-1/2}(z) P_n^{m}(\beta) \frac{(n-m)!}{(n+m-1)!} \cdot P_n^{m}(\eta_1) \cdot Q_{n+1}^{m}(\xi_1) \cos m\phi_1 \right\}
\]
\[ + \frac{\text{i} k c}{2} \sin \theta \frac{\xi_s}{\sqrt{\xi_s^2 - 1}} \left\{ \sum_{n=2}^{\infty} \sum_{m=0}^{n-2} (-i)^{n-1} \sqrt{\frac{2\pi}{z}} J_{n-1/2}(z) P_{n-1}^m(\beta) \frac{(n-m)!}{(n+m)!} \right. \]

\[ \cdot \frac{Q_n^m(\xi)}{Q_n^m(\xi)'}, \]

\[ - \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-i)^{n+1} \sqrt{\frac{2\pi}{z}} J_{n+3/2}(z) P_{n+1}^m(\beta) \frac{(n-m)!}{(n+m)!}, \]

\[ \cdot \frac{Q_n^m(\xi)}{Q_n^m(\xi)'}, \]

\[ - \sum_{n=1}^{\infty} \sum_{m=1}^{n} (-i)^{n-1} \sqrt{\frac{2\pi}{z}} J_{n-1/2}(z) P_{n-1}^m(\beta) \frac{(n-m)!}{(n+m-2)!}, \]

\[ \cdot \frac{Q_n^m(\xi)}{Q_n^m(\xi)'}, \]

\[ \left\{ \sum_{n=1}^{\infty} \sum_{m=1}^{n+2} (-i)^{n+1} \sqrt{\frac{2\pi}{z}} J_{n+3/2}(z) P_{n+1}^m(\beta) \frac{(n-m+2)!}{(n+m)!}, \right. \]

\[ \cdot \frac{Q_n^m(\xi)}{Q_n^m(\xi)'}, \]

\[ - \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-i)^{n+1} \sqrt{\frac{2\pi}{z}} J_{n+1/2}(z) P_{n+1}^m(\beta) \frac{(n-m)!}{(n+m)!}, \]

\[ \cdot \frac{Q_n^m(\xi)}{Q_n^m(\xi)'}, \]

\[ \left\} . \right. \]

Substitution of the relations (Magnus and Oberhettinger, 1949, p. 16)

\[ J_{n-1/2}(z) = \frac{2n+1}{2z} J_{n+1/2}(z) + \frac{d}{dz} J_{n+1/2}(z) \]  \hspace{1cm} (F.12)

\[ J_{n+3/2}(z) = \frac{2n+1}{2z} J_{n+1/2}(z) - \frac{d}{dz} J_{n+1/2}(z) \]  \hspace{1cm} (F.13)

in (F.11) and a regrouping of the terms leads to
This expression can be simplified using the properties of the Legendre functions mentioned above. After simplifying and collecting terms in \( J_{n+1/2}(z) \) and its derivative, we have
\[
\begin{align*}
\text{ikc} & \text{ e } s \{p_1\} = -\frac{kc}{2} \sqrt{\frac{2\pi}{z}} \left\{ \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{e^n}{m!} \frac{(n-m)!}{(n+m)!} J_{n+1/2}(z) \right\} \\
& \quad + \left[ \beta \cos \theta + \frac{\xi}{\sqrt{\xi^2 - 1}} \sin \theta \right] \frac{P_n^m(\beta) P_n^m(\eta_1)}{Q_n^m(\xi_1)} \cos m\phi_1 \\
& \quad - \frac{kc}{2} \sqrt{\frac{2\pi}{z}} \left\{ \sum_{n=0}^{\infty} \sum_{m=0}^{n} \xi_m (-i)^n \frac{2n+1}{2z} \frac{(n-m)!}{(n+m)!} J_{n+1/2}(z) \right\} \\
& \quad - \cos \theta \frac{(n-m+1) P_{n+1}^m(\beta) - \sin \theta \frac{\xi}{\sqrt{\xi^2 - 1}} \beta P_n^m(\beta)}{\frac{\xi}{\sqrt{\xi^2 - 1}} \beta P_n^m(\beta)} \\
& \quad + \sin \theta \frac{\xi}{\sqrt{\xi^2 - 1}} \beta P_{n+1}^m(\beta) - (n+m)(n-m+1) \sin \theta \frac{\xi}{\sqrt{\xi^2 - 1}} \beta P_n^m(\beta) \\
& \quad - P_n^m(\eta_1) \frac{Q_n^m(\xi_1)}{Q_n^m(\xi')} \cos m\phi_1 \right\} .
\end{align*}
\]

But by (F.10)
\[
\beta \cos \theta + \frac{\xi}{\sqrt{\xi^2 - 1}} \sin \theta = 1 .
\] (F.16)

Moreover, from the definition of \( \beta \) and the recurrence relations (Magnus and Oberhettinger, 1949, p. 62)
\[
P_n^{m+1}(\beta) = \frac{1}{\sqrt{1-\beta^2}} \left[ (n-m)\beta P_n^m(\beta) - (n+m)P_{n-1}^m(\beta) \right] ,
\] (F.17)
\[ P_{n}^{m-1}(\beta) = \frac{1}{(n+m)\sqrt{1-\mu^2}} \left[ \beta P_{n}^{m}(\beta) - P_{n+1}^{m}(\beta) \right], \quad (F.18) \]

we have that

\[
\cos \theta (n+m)P_{n-1}^{m}(\beta) - \cos \theta (n-m+1)P_{n+1}^{m}(\beta) - \sin \theta \frac{\xi_{s}\sqrt{1-\mu^2}}{\xi_{s}^{2}-1} P_{n}^{m}(\beta)
\]

\[
+ \sin \theta \frac{\xi_{s}}{\xi_{s}^{2}-1} \beta P_{n}^{m+1}(\beta) - (n+m)(n-m+1)\sin \theta \frac{\xi_{s}}{\xi_{s}^{2}-1} \beta P_{n}^{m-1}(\beta)
\]

\[
= \frac{\xi_{s}^{2}}{\xi_{s}^{2}-1} \left[ (n-m+1)P_{n+1}^{m}(\beta) + \xi_{s} P_{n}^{m}(\beta) - (n+m)P_{n-1}^{m}(\beta) \right] \quad (F.19)
\]

Substituting (F.16) and (F.19) in (F.15) we have

\[
e^{-ikc\xi_{s}^{2}S_{1}^{s}(p_{1})} = \frac{-k_{c}}{2z} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \xi_{s}^{m} (-1)^{n} (2n+1) \frac{(n-m)!}{(n+m)!} J_{n+1/2}(z) P_{n}^{m}(\beta)
\]

\[
\cdot \frac{Q_{n}^{m}(\xi_{1})}{Q_{n}^{m}(\xi_{s})} \cos m\phi_{1}
\]

\[
- \frac{k_{c}}{2z} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \xi_{s}^{m} (-1)^{n} \frac{2n+1}{2z} \frac{(n-m)!}{(n+m)!} J_{n+1/2}(z) \frac{(+1)(\xi_{s}^{2}+\cos \theta_{o})}{\xi_{s}^{2}-1}
\]

\[
\cdot \left[ (n-m+1)P_{n+1}^{m}(\beta) + \xi_{s} P_{n}^{m}(\beta) - (n+m)P_{n-1}^{m}(\beta) \right] \frac{Q_{n}^{m}(\xi_{1})}{Q_{n}^{m}(\xi_{s})} \cos m\phi_{1}
\]

\[(F.20)\]
According to equation (B.12),

\[
\sqrt{\frac{2\pi}{z}} J_{n+\frac{1}{2}}(z) = \sqrt{\frac{\pi}{2}} \sum_{t=0}^{\infty} \frac{(-1)^t z^{2t+n}}{2^{2t+n} t! \Gamma(n+t+\frac{3}{2})}
\]

\[
\sqrt{\frac{2\pi}{z}} J_{n+\frac{1}{2}}'(z) = \sqrt{\frac{\pi}{2}} \sum_{t=0}^{\infty} \frac{(-1)^t (2t+n+\frac{1}{2}) z^{2t+n}}{2^{2t+n} t! \Gamma(n+t+\frac{3}{2})}.
\]

Substituting these expressions in (F.20) and using the formula

\[
\left( \sum_{n=0}^{\infty} a_n z^n \right) \left( \sum_{n=0}^{\infty} b_n z^n \right) = \sum_{n=0}^{\infty} \sum_{k=0}^{[n/2]} a_k b_{n-2k} z^n
\]

we obtain

\[
e^{-ikc x s} s(p_1) = -\sqrt{\frac{k c}{2z}} \sum_{n=0}^{\infty} \sum_{t=0}^{\infty} \sum_{m=0}^{n-2t} \epsilon^m (-1)^n \frac{z^{n(2n+1)}}{2^{n+1} t! \Gamma(n-t+\frac{3}{2})} \left[ 2(n-2t)+1 \right] (n-2t-m)!
\]

\[
\frac{(n-2t-m)!}{(n-2t+m)!} \left( \frac{P^m_{n-2t}((\beta)) P^m_{n-2t}(\eta_1)}{Q^m_{n-2t}(\xi_1)} \cos m \phi_1 \right)
\]

\[
- \sqrt{\frac{k c}{2z}} \sum_{n=0}^{\infty} \sum_{t=0}^{\infty} \sum_{m=0}^{n-2t} \epsilon^m (-1)^n \frac{z^n}{2^{n+1} t! \Gamma(n-t+\frac{3}{2})} \left[ 2(n-2t)+1 \right] (n-2t-m)! \frac{(n-2t+m)!}{(n-2t-m)!}
\]

\[
\left( \frac{+1)}{\xi_s^2 - 1} \left( n - 2t - m + 1 \right) P^m_{n-2t+1}(\beta) \right)
\]

\[
\frac{\epsilon_s^m P^m_{n-2t}(\beta) - (n-2t+m) P^m_{n-2t-1}(\beta)}{P^m_{n-2t}(\eta_1) P^m_{n-2t+1}(\eta_1)} \frac{Q^m_{n-2t}(\xi_1)}{Q^m_{n-2t}(\xi_s)} \cos m \phi_1.
\]
A simple inspection of this expression reveals that it is zero for \( n = 0 \). We can therefore write

\[
I^s_{M} (p_1) = e^{-ikc\xi_s} \sum_{M=1}^{\infty} (-ikc)^M I_{M}^s (p_1)
\]  

(F.21)

where

\[
I^s_{M} (p_1) = -\frac{\sqrt{\pi}}{2M+2} (\xi_s + \cos \theta_0)^{M-1} \sum_{t=0}^{M} \sum_{m=0}^{t} \epsilon_m \frac{2t+1}{\left(\frac{M-t}{2}\right)! \left(\frac{M+t}{2} + \frac{3}{2}\right)!} (t-m)! (t+m)!
\]

\[
\cdot \left\{ (2M+1)P^m_{t+1}(\beta) + \epsilon_s \frac{\xi_s^2 - 1}{\epsilon_s^2 - 1} (t-m+1)P^m_{t+1}(\beta) + \epsilon_s P^m_{t}(\beta) \right\}
\]

\[-(t+m)P^m_{t-1}(\beta) \right\} P^m_{t}(\eta_1) \frac{Q^m_{t}(\xi_s)}{Q^m_{t}(\xi_s)} \cos m\phi_1 , \quad \text{M+}\ell \text{ even ,} \quad \text{(F.22a)}
\]

\[
I^s_{M} (p_1) = 0 , \quad \text{M+}\ell \text{ odd ,} \quad \text{(F.22b)}
\]

where above we have substituted (F.9) for \( z \) and we have rearranged the series. Equation (F.22a) can be further simplified by taking into consideration (F.10) for \( \beta \) and the relation (F.5). In this way we can write

\[
I^s_{M} (p_1) = \sum_{t=0}^{M} \sum_{m=0}^{t} A^M_{M,m} (\xi_s) P^m_{t}(\eta_1) Q^m_{t}(\xi_s) \cos m\phi_1
\]  

(F.23)

where
\[ A_{t}^{M,m}(\xi) = -\frac{\pi}{m} \sqrt{\xi} \frac{(\xi + \cos \theta)}{2^{M+1}} \frac{(t-m)!}{(t+m)!} \left( \frac{1}{\Gamma(M+2) \Gamma(M+\frac{3}{2})} Q_{t}^{m}(\xi) \right) \]

\[ \cdot \left\{ \begin{array}{l}
M_{l}^{m}\left( \frac{\xi \cos \theta + 1}{\xi \cos \theta} \right) + \frac{1}{\xi^{2}} \left[ \mathcal{K}_{l}^{m}\left( \frac{\xi \cos \theta + 1}{\xi \cos \theta} \right) \right] \\
- (t+m)\left( \frac{\xi \cos \theta + 1}{\xi \cos \theta} \right) P_{l-1}^{m}\left( \frac{\xi \cos \theta + 1}{\xi \cos \theta} \right) \end{array} \right\}, \quad M+t \text{ even}, \quad (F.24) \]

\[ A_{t}^{M,m}(\xi) = 0, \quad M+t \text{ odd}. \quad (F.25) \]
APPENDIX G

THE INTEGRAL

\[ \int_{\xi_s}^{\infty} d\xi K_t^{l}(\xi, \xi_1, \xi_s)Q_r^{l}(\xi) \]

According to the results of Appendix C,

\[ \int_{\xi_s}^{\infty} d\xi K_t^{l}(\xi, \xi_1, \xi_s)Q_r^{l}(\xi) = Q_t^{l}(\xi_1) \int_{\xi_s}^{\xi_1} d\xi P_t^{l}(\xi)Q_r^{l}(\xi) + P_t^{l}(\xi_1) \int_{\xi_1}^{\infty} d\xi Q_t^{l}(\xi)Q_r^{l}(\xi) \]

\[ \frac{P_t^{l}(\xi_1)}{Q_t^{l}(\xi_1)} \int_{\xi_s}^{\infty} d\xi Q_t^{l}(\xi)Q_r^{l}(\xi) \]

\[ = \frac{Q_t^{l}(\xi_1)}{r(r+1)-t(t+1)} \left\{ (\xi_2^1 - 1) \left[ P_t^{l}(\xi_1)Q_r^{l}(\xi_1)' - Q_r^{l}(\xi_1)P_t^{l}(\xi_1) \right] \right\} + \frac{P_t^{l}(\xi_1)}{r(r+1)-t(t+1)} (\xi_2^1 - 1) \]

\[ - (\xi_2^s - 1) \left[ P_t^{l}(\xi_1)Q_r^{l}(\xi_1)' - Q_r^{l}(\xi_1)P_t^{l}(\xi_1) \right] + \frac{P_t^{l}(\xi_1)}{Q_t^{l}(\xi_1)} \frac{Q_t^{l}(\xi_1)}{r(r+1)-t(t+1)} (\xi_2^s - 1) \]

\[ \left[ Q_r^{l}(\xi_1)' - Q_r^{l}(\xi_1) \right] \]

\[ = \frac{(\xi_2^2 - 1)Q_r^{l}(\xi_1)}{r(r+1)-t(t+1)} \left[ P_t^{l}(\xi_1)Q_r^{l}(\xi_1)' - Q_r^{l}(\xi_1)P_t^{l}(\xi_1) \right] \]

\[ + \frac{(\xi_2^2 - 1)Q_r^{l}(\xi_1)}{r(r+1)-t(t+1)} \left[ Q_r^{l}(\xi_1)P_r^{l}(\xi_1)' - P_t^{l}(\xi_1)Q_r^{l}(\xi_1) \right] \]

\[ \frac{Q_r^{l}(\xi_1)'}{Q_t^{l}(\xi_1)'} \]

(cont'd)
\[ (-1)^l \frac{(t+1)}{r(r+1)-t(t+1)(t-l)!} Q_r^l(\xi_1) + \frac{(-1)^l}{r(r+1)-t(t+1)(t-l)!} Q_r^l(\xi_1) \]

\[ = \frac{Q_r^l(\xi_s)}{Q_r^l(\xi_1)} \]

\[ = (-1)^l \frac{1}{r(r+1)-t(t+1)(t-l)!} \left\{ \frac{Q_r^l(\xi_s)}{Q_r^l(\xi_1)} Q_t^l(\xi_1) - Q_r^l(\xi_1) \right\} ; \quad r \neq t \quad \text{if} \quad l < t \quad \text{(G.1)} \]

Also

\[ \int_{\xi_s}^{\infty} K_t^l(\xi, \xi_1, \xi_s) Q_r^l(\xi) d\xi = 0 \quad \text{if} \quad l > t \quad . \quad \text{(G.2)} \]
The original definition of $Q_n^m(\mu)$ as given by (2.26) is

$$Q_n^m(\mu) = \frac{(-1)^m}{2^{n+1}} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} \frac{(\mu^2-1)^{m/2}}{\mu^{n+m+1}} 2F_1 \left( \frac{n+m+2}{2}, \frac{n+m+1}{2}, n+\frac{3}{2}; \frac{1}{\mu^2} \right),$$

$$|\mu| > 1, \ |\arg(\mu-1)| < \pi. \tag{H.1}$$

Hobson (1953, pp 233-234) has shown that if

$$z = \mu + \sqrt{\mu^2 - 1}, \tag{H.2}$$

then the function

$$u(\mu) = \frac{(\mu^2-1)^{m/2}}{\sqrt{\mu^2-1}} 2F_1 \left( \frac{1}{2} + m, n+m+1; n+\frac{3}{2}; \frac{1}{\mu^2} \right),$$

$$|z| > 1, \ |\arg(\mu-1)| < \pi \tag{H.3}$$

satisfies the associated Legendre equation. Using this expression we can define a new function $Q_n^m(\mu)$ which holds for $|z| > 1$ or equivalently $|\mu| > 0$, which is identical to $Q_n^m(\mu)$ given by (H.1) in their common domain of definition, $|\mu| > 1$. To do this it is sufficient to compare (H.1) and (H.3) for large values of $|\mu|$. The resulting relation between the two functions is

$$Q_n^m(\mu) = (-1)^m 2^{n+1} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} u(\mu) \tag{H.4}$$

or
\[ Q_n^m(\mu) = (-1)^m 2^m \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} \left( \frac{\mu - 1}{2} \right)^m \frac{1}{z^{n+m+1}} \cdot 2F_1 \left( \frac{1}{2} + m, n+m+1; \frac{3}{2}; -\frac{1}{z^2} \right), \]

where \( |z| > 1, \ |\arg(\mu - 1)| < \pi \). (H.5)

Letting \( \mu = i\xi, \ \xi > 0 \), we have \( z = i \left( \xi + \sqrt{\xi^2 + 1} \right) \), and

\[ Q_n^m(i\xi) = \frac{(-2)^m}{i^{n+1}} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} \left( \frac{\xi^2 + 1}{\xi + \sqrt{\xi^2 + 1}} \right)^{n+m+1} \]

\[ \times 2F_1 \left( \frac{1}{2} + m, n+m+1; \frac{3}{2}; -\frac{1}{\xi + \sqrt{\xi^2 + 1}} \right), \]

\( \xi > 0 \). (H.6)

Using the relation (Magnus and Oberhettinger, 1949, p. 8)

\[ 2F_1(a, b; c; z) = (1 - z)^{c-a-b} 2F_1(c-a, c-b; c; z) \]

we can write

\[ 2F_1 \left( \frac{1}{2} + m, n+m+1; \frac{3}{2}; \frac{1}{z} \right) = \left( 1 - \frac{1}{z} \right)^{-2m} 2F_1 \left( n-m+1, \frac{1}{2} - m; n+m+1; \frac{1}{z^2} \right). \]

(H.7)

Letting \( z = i \left( \xi + \sqrt{\xi^2 + 1} \right) \) and substituting in (H.6) we obtain

\[ Q_n^m(i\xi) = \frac{(-2)^m}{i^{n+1}} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} \left( \frac{\xi^2 + 1}{\xi + \sqrt{\xi^2 + 1}} \right)^{n+m+1} \]

\[ \times 2F_1 \left( n-m+1, \frac{1}{2} - m; n+m+1; \frac{1}{\xi + \sqrt{\xi^2 + 1}} \right), \ \xi > 0 \] (H.8)
which holds at $\xi = 0$ also since $(n - m + 1) + (\frac{1}{2} - m) - (n + \frac{3}{2}) = -2m \leq 0$ for $m = 0, 1, 2, \ldots$ (Magnus and Oberhettinger, 1949, p. 7).

Equation (H.8) can be rewritten to read

$$Q_n^m(i\xi) = \frac{(-1)^m}{i^{n+1}2^m} \frac{\Gamma(n+m+1)\Gamma(1/2)}{\Gamma(n+3/2)} \frac{(\xi^2 + 1)}{\left(\xi + \sqrt{\xi^2 + 1}\right)^{n-m+1}}$$

$$\cdot \, _2F_1\left(n-m+1, \frac{1}{2} - m; n + \frac{3}{2}; -\frac{1}{\left(\xi + \sqrt{\xi^2 + 1}\right)^2}\right), \quad \xi \geq 0.$$  

(H.9)
APPENDIX I
THE FAR FIELD FOR THE DISC

In this appendix we give the first six terms in the far field expansion for the disc for both Dirichlet and Neumann boundary conditions with the incident wave at normal incidence.

The far field in both cases is given by (5.25). This expansion involves the coefficients $A_l^M(0)$ given by (5.23) and (5.24) which contain the Legendre functions of the second kind and their first derivatives with respect to $i^s$ evaluated at $\xi_s = 0$. Their values are determined as follows.

From equation (5.5),
\[
Q_n(i\xi) = \frac{1}{i^{n+1}} \frac{\Gamma(n+1)\Gamma(1/2)}{\Gamma(n+3/2)} \frac{1}{\xi + \sqrt{\xi^2 + 1}} F_1(n+1, \frac{1}{2}; n+\frac{3}{2}; -\frac{1}{\xi + \sqrt{\xi^2 + 1}}),
\]
\[\xi \geq 0 \quad (I.1)\]

Letting $\xi = 0$, we have
\[
Q_n(0) = \frac{1}{i^{n+1}} \frac{\Gamma(n+1)\Gamma(1/2)}{\Gamma(n+3/2)} F_1(n+1, \frac{1}{2}; n+\frac{3}{2}; -1) \quad (I.2)
\]

Now,
\[
F_1(n+1, \frac{1}{2}; n+\frac{3}{2}; -1) = \frac{\sqrt{\pi}}{2^{n+1}} \frac{\Gamma(n+\frac{3}{2})}{\Gamma(n+1)\Gamma(\frac{n+1}{2})} \quad (I.3)
\]

Then (I.2) becomes
\[
Q_n(0) = \frac{\pi n!}{(2i^{n+1})^2} \quad (I.4)
\]

\footnote{See, for example, Handbook of Mathematical Functions, National Bureau of Standards, Applied Math. Seri no. 55, p. 557 (June 1964).}
Or, we can write

\[ Q_{2n}^{(0)} = \frac{\pi (2n)!}{(2i)^{2n+1} n! n'} \quad , \quad n = 0, 1, \ldots \]  

(1.5)

\[ Q_{2n+1}^{(0)} = \frac{\pi (2n+1)!}{(-4)^{n+1} \left[ \Gamma \left( n + \frac{3}{2} \right) \right]^2} \quad , \quad n = 0, 1, \ldots \]  

(1.6)

Turning now to the derivative of \( Q_n \), denote by \( Q'_n(0) \) the derivative of \( Q_n(i\xi) \) with respect to \( i\xi \) evaluated at \( \xi = 0 \). From (1.1)

\[ Q'_n(0) = \frac{-1}{i^n} \frac{\Gamma(n+1)\Gamma(1/2)}{\Gamma(n+\frac{3}{2})} \left\{ -\binom{n+1}{2} \binom{n+\frac{3}{2}}{1} \right\} \right. 

+ \frac{2(n+1)}{2n+3} \binom{n+2}{2} \binom{n+\frac{5}{2}}{1} \right\} . \]  

(1.7)

Employing (1.3), (1.4) and the relation

\[ _2F_1(a, b; a-b; -1) = 2^{-a} \sqrt{\pi} \ (b-1)^{-1} \left\{ \Gamma(a-b+2) - \frac{1}{\Gamma(\frac{1}{2}+\frac{1}{2}a)\Gamma(\frac{1}{2}+\frac{1}{2}a-b)} \right\} , \]  

(1.8)

which can be found in the same reference and page as (1.3), equation (1.7) becomes

\[ Q'_n(0) = i(n+1)Q_n(0) - \frac{n! \pi}{i^{n+1} 2^{n+1}} \left[ \frac{n+1}{\Gamma(n/2+1)\Gamma(n+1/2)} - \frac{2}{\Gamma(n/2+1+1)\Gamma(n/2+1/2)} \right] . \]  

(1.9)

Finally, with the help of (1.5) and (1.6), we obtain for (1.9),
\[ Q_{2n}^{(0)}(0) = \frac{\pi (2n)^r}{(-4)^{n} \left[ \gamma(n+\frac{1}{2}) \right]^2}, \quad n = 0, 1, \ldots \quad (I.10) \]

\[ Q_{2n+1}^{(0)}(0) = \frac{\pi (2n+1)^r}{(2n+1)^n n!), \quad n = 0, 1, \ldots \quad (I.11) \]

We now employ equation (5.26) and write:

For the Dirichlet Case

\[ u_0^{sf}(p_1) = \frac{2}{\pi} P_0(\eta_1) \]

\[ u_1^{sf}(p_1) = \frac{4}{\pi} P_0(\eta_1) \]

\[ u_2^{sf}(p_1) = -\frac{2}{9\pi} P_2(\eta_1) + \left( \frac{8}{3} - \frac{4}{9\pi} \right) P_0(\eta_1) \]

\[ u_3^{sf}(p_1) = -\frac{4}{9\pi} P_2(\eta_1) - \left( \frac{16}{3} + \frac{4}{9\pi} \right) P_0(\eta_1) \]

\[ u_4^{sf}(p_1) = \frac{2}{525\pi} P_4(\eta_1) + \left( \frac{8}{9\pi} - \frac{8}{105\pi} \right) P_2(\eta_1) + \left( \frac{32}{9\pi} - \frac{32}{75\pi} + \frac{4}{9\pi} \right) P_0(\eta_1) \]

\[ u_5^{sf}(p_1) = \frac{4}{525\pi} P_4(\eta_1) + \left( \frac{16}{9\pi} + \frac{92}{567\pi} \right) P_2(\eta_1) \]

\[ \quad + \left( \frac{64}{9\pi} - \frac{80}{2025\pi^2} + \frac{508}{2025\pi^2} \right) P_0(\eta_1) \]

Substituting these results in (5.25) we obtain
\[
\begin{align*}
\psi_{sf}(p_1) &= \frac{\text{ie}^{-g_1}}{\xi_1} \left\{ -\frac{2}{\pi} P_0(\eta_1) + \text{ie} \frac{4}{\pi^2} P_0(\eta_1) + \kappa^2 c^2 \left[ -\frac{2}{9\pi} P_2(\eta_1) \\
&+ \left(\frac{8}{9\pi} - \frac{4}{9\pi} P_0(\eta_1) \right) + \text{ie}^2 c^3 \left[ \frac{4}{9} P_2(\eta_1) + \left( -\frac{16}{\pi^2} + \frac{4}{3\pi^2} \right) P_0(\eta_1) \right] \\
&+ \kappa^4 c \left[ -\frac{2}{525\pi} P_4(\eta_1) + \left( \frac{8}{9\pi} + \frac{8}{105\pi} \right) P_2(\eta_1) + \left( -\frac{32}{\pi^2} + \frac{32}{9\pi^2} - \frac{4}{75\pi} \right) P_0(\eta_1) \right] \\
+ \text{ie}^5 c^5 \left[ \frac{4}{525\pi^2} P_4(\eta_1) + \left( -\frac{16}{\pi^2} + \frac{92}{557\pi^2} \right) P_2(\eta_1) \\
&+ \left( \frac{64}{9\pi^2} - \frac{80}{105\pi^2} + \frac{508}{2025\pi} \right) P_0(\eta_1) \right] + \mathcal{O}(\kappa^6 c^6) \right\}.
\end{align*}
\] (1.12)

For the Neumann Case

\[
\begin{align*}
\psi_{sf}(p_1) &= 0 \\
\psi_{sf}(p_1) &= 0 \\
\psi_{sf}(p_1) &= -\frac{2}{3\pi} P_1(\eta_1) \\
\psi_{sf}(p_1) &= 0 \\
\psi_{sf}(p_1) &= \frac{2}{75\pi} P_3(\eta_1) + \frac{8}{75\pi} P_1(\eta_1) \\
\psi_{sf}(p_1) &= -\frac{4}{27\pi^2} P_1(\eta_1)
\end{align*}
\]
The results given by (1.12) and (1.13) are in complete agreement with those obtained by Senior (1960).
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