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ABSTRACT

This report is a summary of two research projects performed under USAF 19(628)-3317 in the area of computer-aided instruction and man-computer interaction. In 1965 Rosenberg completed a study entitled Computer Aided Teaching of Dynamic System Behavior published as ESD TR-66-260. This study demonstrated that within the delimited area of formal engineering theory a computer simulated laboratory could be built in which freshman students could pose problems, observe displays of machine responses, and thereby learn formal discipline with only minor interaction with a human teacher. An outline of Rosenberg's experiment and conclusions is given in Section I, along with some more general "Observations on the Use of Computers in Instruction," dealing with prospects for computerized tracking monitors. In June 1966 McCandlish completed a study entitled A Computer Simulation Experiment of Supervisory Control of Remote Manipulation, to be published concurrently with the present report as a separate ESD document. McCandlish summarizes how, for a formally well-defined task like grasping a block with a pair of jaws, removing the block from a hole and placing it in a second hole, the human can perform the task through the computer, but only with certain difficulties. He investigated such display rate, time delay between human responses and knowledge of results, and nature of command statements. An outline of McCandlish's experiment and conclusions is given in Section II, followed by "Observations on the Relation Between Computer-Aided-Instruction and Computer-Aided-Control," the latter being where the human serves as a supervisor and subgoal setter of a lower level semi-automatic system which interacts directly with the environment to accomplish a task.
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SECTION I A

SUMMARY AND CONCLUSIONS OF A STUDY ON COMPUTER-AIDED TEACHING OF DYNAMIC SYSTEMS BEHAVIOR* (R.C. Rosenberg)

A Dynamic Systems Laboratory, which is based on a time-shared digital computer, was built for the purpose of teaching dynamic system behavior. The Laboratory simulates the behavior of linear lumped-parameter dynamic systems, which are specified by the student in bond graph notation. All of the dynamic response variables (e.g., voltages, displacements, powers) are available in the form of tables or plots, and high speed response plots are generated on an oscilloscope display set up by a special analog computer. Thus a close temporal association between the description of a dynamic system and a display of its response characteristics is available to the student.

The principal application of the Dynamic Systems Laboratory was in an experiment on the teaching of introductory dynamic systems behavior, in which the Laboratory served as the basis of a self-instructional system. The Dynamic Systems Laboratory was used to develop a general conceptual framework for explaining the behavior of classes of dynamic systems based on qualitative investigation and quantitative formulation of experimental data by the students. This is in contrast to the usual lecture and textbook style of straightforward exposition for concept presentation. Such an application of the Dynamic Systems Laboratory was found to be inefficient for all the subjects, and ineffective for one. For studying the behavior of systems in detail the pattern of thoughtful prediction followed by experimental verification proved effective and motivating to the subjects. However, when guesses, rather than reasoned predictions, were made the verification procedure became quite inefficient. A test facility, in which the subjects tested and synthesized unknown (or black box) systems, was found to be valuable for several purposes, which included the measurement of achievement, the increase of understanding of system
behavior by the subjects, and the motivation of the subjects.

The Dynamic Systems Laboratory was used as a classroom teaching aid, and assisted the lecturer in conducting a flexible design and control study of a large, complex dynamic system. In addition there was an increase in student participation in the class discussions.

The primary role of the Dynamic Systems Laboratory in a fully automated instructional system should be to provide a responsive environment for applications of the basic concepts, progressing from analysis to prediction and verification to testing and synthesis. A secondary role, that of teaching students sound experimental technique, seems promising, but will require further investigation.
1. Introduction

The predominant form of computer-assisted instruction to date has been the pre-programmed approach stemming from Skinner's programmed instruction concepts (1)*. The type of student-computer interaction has ranged in complexity from simple drill (2) to the rather sophisticated "Mystery Problem" dialogue (3). The major effort has been given to the development and use of tutorial systems (4,5), which present material in a style close to that used in non-computer-based programmed instruction. A brief example of each type of interaction is presented in Figure 1, 2, and 3, respectively.

These efforts are called "pre-programmed" because the teacher must specify every allowable response which can occur. In the Skinnerian view this is desirable, because the teacher is forced to anticipate in great detail the possible responses a student might make, and to plan the requisite feedback action for each response. The logical extension of such an approach to pre-planning is represented by Smallwood's decision structure concept (6), which requires a meticulous analysis of the structure of the material to be presented.

There is another, somewhat different, form of computer-assisted instruction which typically has arisen in the following way. A problem-oriented language is developed to permit a person (usually a researcher) to investigate in convenient fashion a class of problems. Examples from engineering are Stress and Enport (8). It usually occurs to the author or experienced user of these programs that the system should be a valuable tool for teaching about the problem area. However, it is not clear how the inexperienced student can or should be taught by such a system.

*Numbers in parentheses refer to the bibliography.
DRILL ON LEAST COMMON MULTIPLES

<table>
<thead>
<tr>
<th>LCM OF</th>
<th>100*</th>
<th>30*</th>
<th>5*</th>
<th>IS....</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCM OF</td>
<td>12*</td>
<td>6*</td>
<td>5</td>
<td>IS....</td>
<td>60</td>
</tr>
<tr>
<td>LCM OF</td>
<td>4*</td>
<td>8*</td>
<td>6</td>
<td>IS....</td>
<td>48</td>
</tr>
<tr>
<td>SORRY, TRY AGAIN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>RIGHT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LCM OF</th>
<th>30*</th>
<th>7*</th>
<th>21</th>
<th>IS....</th>
<th>210</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCM OF</td>
<td>1*</td>
<td>19*</td>
<td>3</td>
<td>IS....</td>
<td>57</td>
</tr>
</tbody>
</table>

END OF LCM DRILL 3.

NO. PROBS. 5
NO. CORRECT 4
PER. CORRECT 80

(Note: Student's responses are underlined)

Figure 1. A Hypothetical Example of Computer-Assisted Drill.
(The following is a partial transcript from a program intended to assist medical trainees in learning to make diagnoses.)

TEMPERATURE?
103.

BLOOD PRESSURE?
150/84

PULSE?
100 a minute. Occasional extra systole

ABDOMINAL EXAM?
The EENT exam comes first!

EENT EXAM?
Essentially negative.

ABDOMINAL EXAM?
Diffusely tender, some splinting noticed in lower right quadrant and occasionally radiating to right flank area.

THE GRIPPE.
There's insufficient information for any conclusive diagnosis at this time. You're not being careful!

Figure 2. An Example of a Dialogue Interaction.

The equation \( y = mx + b \) describes a straight line. What kind of line does \( y = 2x + 4 \) describe?

(A) straight  (B) curved  (C) don't know  

-RIGHT.

What kind of line does \( y = 3x \) describe?

(A) straight  (B) curved  (C) don't know  

-RIGHT.

"m" is called the slope of the line.

What is the slope of the line \( y = 3 \)?

(A) 3  (B) 1  (C) 0  (D) don't know  

-The slope is 0. Substitute "0" for "m" in the equation \( y = mx + 3 \) to see this.

What is the slope of the line \( y = -x-8 \)?

(A) -8  (B) 8  (C) -1  (D) 1  (E) don't know  

-GOOD.

(Note: Student's responses are underlined.)

Figure 3. A Hypothetical Example of a Tutorial Interaction.
The predominant characteristic of these "student programming" systems is that the student can construct a large variety of responses, within the confines of the language. These responses produce specific information for the student; the system is controlled by him.

What can be done to help a student learn effectively from a student programmed system? For what types of educational objectives are student-programmed systems most appropriate? In the next section these questions are discussed.

2. The Use of Student-Programmed Systems

In what educational context should a student-programming system be placed? Its principal characteristic of being able to respond to a wide range of student conjectures and formulations suggests that emphasis be placed on having the student attempt problems of formulation. To be more specific, consider the simple, rather general purpose programming system named Telcomp (9). The most important parts of the language for our purposes are:

```
DEMAND variable list ; input
SET variable = expression ; computation
TYPE expressions or variable list; output
TO STEP n IF Boolean expression ; conditional transfer
```

A student equipped with just these four commands may be posed a problem to develop an algorithm to

- find the lowest common multiple of A, B, and C; or
- find the largest number in a list; or
- find the real roots of an n° order polynomial; and so on.

It is evident that the task of generating material to enable a pre-programmed system to pose the same problems is enormous. Most likely no one will be tempted to try more than a demonstration problem. The point is that a system like Telcomp makes available to a student the ability to solve a wide class
of problems.

In general one would expect to make use of a student-programming system of instruction by presenting a series of problems in construction or formulation (perhaps annotated with answers or representative data on performance). Rosenberg (8; pages 84-88) attempted to classify use of a student-programmed system for dynamics into four categories:

1. qualitative observation of phenomena (e.g. observe the voltage on resistor R1);
2. quantitative study of phenomena (e.g. what kind of curve does the voltage on R1 follow?);
3. prediction and verification (e.g. for what R1 value will the steady-state voltage be 100?);
4. testing (similar to prediction, but without the student verification step).

There were insufficient data for each category of use to permit any firm conclusions to be drawn. However, testing proved to be a uniformly successful application, while it seemed that suggesting qualitative investigation of phenomena without good feedback is a risky pedagogical strategy—it permitted misconceptions to become somewhat ingrained.

3. Monitoring in Student-Programmed Systems

Since by design the interactions between the student and the computer are quite complex in a student-programming system, it is not feasible to construct a simple teaching model of the programmed instruction form and apply it directly. It is apparent that one of the key contributions of any computer-assisted instructional system is the feedback which can be provided to the student. The monitoring question may be stated as—how can appropriate feedback be provided to a student who is using a student-programming system? Figure 4 poses three different problems, each relevant to a
a. Develop a procedure to do the following: "given three whole numbers—a, b, c — find the least common multiple."

b. Solve the following algebra word problem (the computer is available to do the algebra): "On an examination of n questions a student answers correctly 15 of the first 20. Of the remaining questions he answers one-third correctly. All the questions have the same credit. If the student's mark is 50%, how many different values of n can there be?"

(A) 4 (B) 3 (C) 2 (D) 1 (E) the problem cannot be solved

c. Describe the motion of the mass in the following problem:

![Figure 4. Examples of Problems Suitable for Student-Programming Systems.](image)
distinct type of system.

Let us consider some monitoring requirements for the algebra word problem (see Fig. 4b) (taken from Ref. 10; page 65). One way in which to analyze the problem is to define a set of useful, or potentially useful variables, and attempt to construct a sufficient set of relations among them. That this may be done algorithmically has been shown by Bobrow, who developed the STUDENT program for solving certain types of algebra word problems (11). If an actual student is permitted to define any variables he wishes, and to construct a set of relations among the variables, what are some ways in which an instructional monitor could assist him?

It could comment upon his variable set; there may be redundant, irrelevant, and/or incorrect variables named;
   it could examine and discuss the relation set, which may contain incorrect, incompatible and/or irrelevant relations;
   it could, rather than present direct feedback or evaluation, suggest a related problem to be considered by the student;
   it could merely show the student how the STUDENT program solved the program.

To sum up and generalize some of the contributions of a monitor might make in instructional use of a student programming system, we find that--
   a student may be asked to formulate, as well as solve, problems;
   he may choose his own notation and variables;
   he may decide what data are required for an adequate (i.e. solvable formulation;
   he may establish the formulation procedures in his own style; and
he may arrive at the results from his formulations either unaided, or assisted by the computer's capabilities.
In all of these activities a good monitor would provide guidance to the student while restricting the student's responses only as much as called
for by the instructional plan.

4. Strategies for Realizing Some Monitoring Capabilities

In order to provide some of the monitoring capabilities just indicated, five strategies are discussed briefly here.

4.1 A pre-programmed approach

It is possible to achieve some of the monitoring capabilities discussed earlier if a sufficient number of possible responses of the student are anticipated. It is not likely that the student could select his own notation, or very much of his own procedure, since the tree of possibilities would grow very large very rapidly. The tendency would most likely be to lead the student in a pre-determined "correct" direction for formulation and solution, due to practical considerations. Such an approach to monitoring represents an attempt to extend the current techniques in the application of programmed instruction to the use of student programming systems.

4.2 A non-specific monitor

If a set of non-specific comments on student activity can be found, and if they can be properly keyed to the student's sequential development of the problem (much in the fashion of a non-directive psychiatrist), then a student may be helped to an awareness of relevant considerations in formulations, although indirectly. Such a set of comments would be intended to create in the student the ability to carry out the monitoring function himself, by helping him consider his own procedure and seek relevant feedback.

4.3 An "intelligent" monitor

If a meta-structure for modelling the formulation procedure can be found (thus far an extremely difficult challenge for any class of non-trivial problems), then it may be possible to construct a monitor which can assess
the student's current state in the structure. Such a monitor may then guide the student through the formulation procedure in a responsive, but appropriate, way. In essence, the monitor "understands" where the student is currently in the problem, where he needs to get to, and how to guide him there.

4.4 A "here's how I do it" monitor

If a computer can be programmed to solve the same formulation problems posed to the student, and if its procedures can be meaningfully interpreted in terms of human capabilities, then a student may be able to learn by interrogating the program as to its procedures (i.e. look over its shoulder). This strategy is a possibility in algebra word problems, for example, since a program to solve such problems does exist (see 11).

4.5 A group approach

It may be that two or three students of approximately the same background could interact fruitfully in relation to a student programming system. Collectively they may verbalize the procedures for attempting formulation, construct hypotheses, try to verify them, and consider the implications of errors. Some evidence for the positive effects of groups is to be found in the data on simulated business and decision-making games. Clearly, there is the danger of an unhealthy interaction in which conjectures are suppressed for fear of error and a dominant figure sets the pace and pattern. A group approach has the potential secondary advantage of being relatively more economical in student/terminal ratio; it is not established whether the student/computer time would be improved. Allied with this technique is the possibility of gaining insight into student learning processes by taperecording group interactions.

5. Summary

The purpose of this report has been to point out the existence of a class of computer-assisted instructional systems called student-programming systems. These are distinguished by having general problem-oriented language, and permitting the student great flexibility in setting up his
own problems. A suggestion of how such systems might be used with respect to some subject matter was made. The problem of monitoring a student to provide him with helpful feedback in formulation problems was considered, and a set of possible strategies for realizing some monitoring functions was described.
SECTION II A

SUMMARY AND CONCLUSIONS OF A COMPUTER SIMULATION EXPERIMENT OF SUPERVISORY CONTROL OF REMOTE MANIPULATION (S.G. McCandlish)

The long term aim of this work is the modeling of the process by which the human commands and controls a real-time information system containing automatic subroutines which may be used to accomplish portions of a task. Remote manipulation is believed to have all the typical attributes of such a system yet be simple enough to be amenable to laboratory investigation.

The replacement of men by remotely operated manipulators is desirable in hazardous task environments such as undersea or interplanetary space. The problems associated with remote operation show that there may be advantages in substituting supervisory control for direct continuous control by the human. This supervisory control requires some low-level intelligence at the remote manipulator.

This report describes a computer simulation of a remote manipulation task and a rate-controlled manipulator; into the latter was built some low-level automatic decision making ability which could be used at the operator's discretion to augment his direct continuous control.

Results indicate that delayed manipulation is possible using a continuous rate controlled machine, and that operators of such a machine will use a move-and-wait strategy. The time to complete a task increases approximately linearly with delay, at least up to about 12 seconds which was the longest delay used. At the longer delays, however, the subjects' performance measured in terms of errors and of commands needed, appeared to deteriorate. The subjects considered a delay of 12 seconds a difficult task. Note we do not mean delay in the evaluation of response, as reinforcement in a learning experiment. It is a delay of any knowledge of results whatsoever.
The provision of relatively low-level feedback and decision making ability to the remote machine made the task much easier for the subject when working with a long delay. The number of commands used with supervisory control was significantly fewer than without it. The supervisory control mode might be expected to reduce the completion time for the long delay condition, by eliminating the numerous waiting periods which occur while the operator waits for confirmation that one move was successful before making the next. The results of the supervisory control experiments do not show this. The operator still waited, but with an obviously decreased perceptual burden.

The use of a "static" displayed picture instead of a continuous television type display did not seem to impair the subjects' performance. This suggests that a small capacity visual feedback channel might provide enough information for the operator of a remote manipulator through a succession of static "snapshots". Anecdotal evidence suggested that the operators would prefer occasional "snapshots" during the execution of a subroutine to assure themselves that the correct action was being taken and that time was not being wasted.

The design and use of this program shows that a small, high-speed computer can be used to provide a moderately interesting experiment. In the real world, however, objects are not always rectilinear, non-slippery and almost indestructible. Manipulators do not have uncoupled motions and infinite room to maneuver. They are not always on a stable platform, and they work in a three-dimensional world. Further development of this work should include some of these difficulties.

The automatic subroutines, while adequate for their immediate purpose, might be replaced by a larger set of simple decision making logical steps. The operator would decide the order of these and then transmit this to the machine.

The advantages of computer with high-speed input-output facilities
and user-compatible software capabilities as compared to laboratory hardware are illustrated by the following example. The addition of a feedback servo loop to one part of the program took 30 minutes. This included designing the program modification, modifying the program on-line, assembling the modified program, testing the program, and punching out the modified program on paper tape.
The experiment of McCandlish seeks to understand how a human operator controls a semi-automatic tool which in turn controls a passive manipulated object. The purpose of the system is to achieve a specified change in the state $z$ of the manipulated object. This is accomplished by the human operator through an ordered sequence of subgoal statements interpretable by the particular automatic tool available. The latter in turn achieves each subgoal through its own mechanism (sensors, data processing, memory store, effectors). This situation is diagrammed in Figure 5a.

Two types of feedback variables are represented. The first, $z'$, is the actual manipulated object state $z$ as measured by an "immediate performance evaluator" with reference to the particular subgoal of interest and the capabilities of the automatic tool for achieving this goal. The second feedback variable, $z''$, is the manipulated object state as measured by a "long term performance evaluator" with reference with the long term goal $x$. This paradigm presumes to apply to a variety of situations where humans sequentially command automatic devices to achieve subgoals.

The kind of computer-aided simulation experiment discussed by Rosenberg (Section I A) can be represented by a similar diagram where the automatic tool is an information system, the manipulated object is a passive physical process and both are simulated on a computer. However, when Rosenberg discusses the teaching monitor (Section I B) the roles of the human and mechanical information system are reversed, (Fig. 5b). The subgoal setting is taken over by the mechanical device in the latter case, and the subgoals are to be set so that they can be achieved by the particular human
a) supervisory control or computer-aided instruction using dynamic simulator

b) computer-aided instruction using teaching monitor

c) complete breakdown

Figure 5 Comparison of systems for computer-aided instruction and computer-aided control.
operating in the system and the constraints on him. As before, the purpose of the latter system, for any one task, is to achieve a specified change in state of the real or simulated physical process (which is really the only operational measure of whether the human has "learned").

The problem of what is learning and what is learned is elusive. Obviously, for a repeat of precisely the same task, the automatic manipulator could simply have stored the sequence of subgoals presented and later repeated the whole movement pattern with no further help from the human supervisor. Likewise the human, should he be training for a precise repeat of some response pattern, could attempt to remember the subgoal sequence presented him on the first round by the teaching monitor.

The real problem of the teaching monitor is to choose efficiently that sequence of subgoals which will elicit the response patterns from the human to accomplish the task. Usually the more efficient (the shorter the subgoal list) the better the system will be. Learning, whatever it is, will follow. This is true for learning a single response pattern or for training to accomplish a complex task calling for different responses contingent upon different stimuli.

The designer of the teaching monitor can be viewed as a subgoal setter for the teaching monitor, and so on, creating a hierarchy (Fig. 5c) alternating between human and mechanical devices.

Specification of the higher level function is obviously more difficult than specification of the lower levels. For this reason design of simulators for teaching purposes (really a device which forces the human subjects into self-conscious sub-goal setting roles above itself) appears an easier avenue for teaching technology to proceed than the design of a teaching monitor which sets subgoals for humans below itself.
Engineering the more primitive device beneath the human is simpler than that above him. This will still accomplish the aim of forcing the human to be conscious of his logical coding technique (subgoal setting) and thereby remember the structure of what he does and what results ensue.

The "tightness of connectivity", or its converse, the degree of authority delegated from higher level to lower level, be it from teaching monitor to human learner or from human supervisor to automatic control device, is of interest. A very tightly connected system is characterized by time constants of operations in inner or lower level control loops of the same magnitude as those in higher loops. In such a system there is little delegation of authority downward. Delegation of authority from higher to lower levels necessitates longer waits between commands from higher levels so that there is time for sequences of lower level commands to be executed and evaluated. In a simple linear control system with time constants of the same magnitude in inner and outer loops, the loops may be exchanged with no loss of meaning.

In human conditioning terms, a tight connection from teacher to learner is where the learner's muscle is continuously forced through a given response pattern by the teacher or teaching device. A somewhat looser connection is where the learner is set to track or continuously null the error between his own response and some ideal response. A looser connection still is where a series of discrete subgoals are set where the required response to get there is more or less obvious. An extreme of loose connectivity is where the goal is not at all specified in terms of required response, but where the human learner knows that a reward will eventually be forthcoming if after much free operant or trial and error behavior he happens to approximate the goal. Here the learner has authority to "try anything that works."

The future of computer-aided instruction will probably see increased attempts to apply formal theory, both deterministic and stochastic
or some combination. Any theory will require a better characterization of the set (or continuum) of mutually exclusive behavior categories—the "state space" of the learner-plus-controlled process. Deterministic theory demands a specification of the difference or differential equation according to which learner-plus-process transitions from one state to another—with or without instruction, reward or other input forcing. Stochastic theory demands a specification of the probabilities of transition as a function of starting state, new state, previous state(s), input, etc. In either case optimization of instructional technique demands a precise a priori statement of how the rewards of improved performance (learning) trade off against costs of training.
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