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I. INTRODUCTION

In the past ten to fifteen years considerable emphasie has been placed
on "proper" methods of plenning and controlling a decentralized firm, It
we postulate that the firm's objective is to maximize profits, the problem
becomes one of &llocation of scarce resources. Decentralization is intended
to combat the inefficiencies inherent in a large centrally planned and
controlled organization: decision-making with time-lagged, incomplete
information by the central control unit (corporate headquarters) and
implementation after another costly time lag by personnel at the sub-unit
(divisional) level far removed from the decision process, By making each
division & profit center, thus responsible for its own planning and con-
trolling, the informational flow is greatly reduced and decisions are more
in keeping with the current state of affairs, If there were no dependencies
between divisions, a simple division of the firm incto smaller independent
operating units would be highly advantageous,

Decentralization loses some of its efficiency, however, when divisional

operations are not independent. Section II discusses some of the most

obvious types of dependencies., When this situation arises, some coordinating

mechanism between divisions must be introduced to insure joint profit
maximization, and the obvious place for the coordinating mechanism to hecuse

itself is at corporate headquarters, WNeedless to sayv, a desirable charac-

teristic for the coordination mechanism is that it minimize the informational

flow between the divisions and corporate headquarters, hence minimizing the
complexity and time dependency of the information, Economists have long

recognized that demand and supply schedules in s market (simple price and
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quantity relations) summarize enormous smounts of information with respect
to the costs of producing and benefits derived from obtaining the good in
question, If a market device can be introduced, planning and control can
be left to the merket clearing mechanism, with each division attempting

tc meximize its own profits, bidding for scarce productive resources held
by the firm as a whole (e.g., working capital) or produced by other divisions
of the firm as intermediate products, Thus, the coordinating mechanism,
operated by corporate headquarters, would be a set of markets, one for each
good in question; the role of corporate headquarters would be to find the
price for each mérket thac would equate total supply to total demend, This
price is called the "transfer price" for the good in question, When this
set of orices h&és been found, an optimal mllocation of scarce resources has
been attained, and profits for the firm as a whole are at a maximum,

This paper develops an effective method (algorithm) for generating
transfer prices under more general conditions than previous methods have
allowed, The firm can be operating in imperfect markets, where the price
it pays for inputs and the price at which it sells outputs depends upon
the quantity it purchases or sells; it can also be selling products which
compete with one another for market share or complement one another in their
final usage, The algorithm 1s a quadratic decomposition algorithm;
section II describes how the quadratic form can be used to take these imper-
fections into account, Following the development of the algorithm and a
simple numerical example, its behavioral implications will be explored &nd
compared with two other trunsfer pricing models (a8 linear decomposition

algorithm and another quadratic decomposition algorithm) to evaluate its
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relative potential applicability,

IX, CURRENT STATE OF THF ART

There are numerous phenomens which dictate the need for a planning
and control function in a decentralized firm, The four most prevalent
types are (1) demand dependence, (2) variable cost dependence,
(3) corporate resource limitations, and (4) corporate policy, Examples
of each are:

{1) competing goods produced by separate divisions being
sold in the same imperfect market;

(2) discounts for lsrge quantity buying when the input is
used by more than one division; intermediate products;

(3) limited supply of working capital;

(4) a policy restricting the total output of the firw for
one market when similar products ere produced and sold
in that market by more than one division (arising, e.g.,
from fear of anti-trust action),

Norm:tive work in the area of decentraliz:d decision-making has
grown primarily through extensions of the basic thecorem of welfare
economics: under certain assumntions as to the utility function and the
productive process, a competitive equilibrium can be identified with ar
economic optimum, The market place can be viewed as a protess for solving
the economic problems of coordination (equating demand and supply in all
markets) and satisfying wants efficiently ({.e., in a least-cost mauner
in all markets) by successive approximstions to the equilibrating prices,

Prompted by the development of linear progzramming, economists began to

analyze and extend this coucept,
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Until a 1960 paper by Danzig and Wolfe [5] on linear decomposition,
the adjustmen: mechanisms for finding efficient prices were based upon a
gradient adjustment mechanism, and convergence to an optimum takes an

infinite amount cof time; in the linear case, convergence is guarantesd in

a finite number of iterations, Whinston [16] explored the transfer pricing

pr.blem in the general non-linear case vis-a-vis the Kuhn-Tucker conditioms,
He concluded that if the functions defining the problem were not separable,
i,e,, if ~xternalities--at least in certain forms--existed, pure price guides
would no longer give sufficient information to guide the individual decision-
makers in making correct decisions even on their own accounts, much less in
terms of over-all crganizational goals and constraints, Utilizing the
decomposable line.r programming framework (where functions are separable)},

he was able to 2enerate, through the use of chadow pricing, a systematic
method of altering input and output prices and fixing prices for trans-
ferred goods so &8 to achieve joint profit maximization with decentralized
decision-making, Baumol and Fabian [2) review this approach and present

a numerical example,

With respect to application, it {s the general comncensus that most
industries are oligopolistic in nature; consequently, the flat demand and
supply curves required by linear programming are not truly representative,
The linear decomposition model also fails to take into account any type of
demand or supply dependence, which involve, at a minimum, the product of
the interacting variables in their mathematical formulation.

With Wolfe's simplex method of quadratic programming [18] and Dorn's

analysis of duality ir quadratic programming [8], the stage was set for
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the extension of decomposition to quadratic programming, Quadratic decom-
position remedies, to a limited extent, all of the aforementioned¢ deficienciaa
of the linear decomposition algorithm.g/ A quadratic form, as well s any
linearities desired, combine to form the objective function., Hence, downward-
sloping demand curves and upward-sloping (or downward-sloping) supply curves
of the form

p, =4 + bx,
where Py is the price of good x and a and b are constants, are per-~
mitted; any demand dependency which can be expressed in such a way that the
total revenue (773 expression is a polynomial of degree two or less is
permissible, e.g., when the amount of gosd y sold shifts the demand for =x:

p, = ay + bx + ¢,
so that

77/2 px = (ay + bx + c)x = axy + bx2 + cx,
is an acceptable expression. Similar.y, supply dependencies (e.g., quantity
discounts), of the form

p,=a- b(cx + dy),
where ¢ and d are technological coefficients relating the amount of
input : used to produce a unit of x or vy, are permissible since the
total cost for input =z, Gz, is

Cz =P,z = [a - b(cx + dy)] (cx + dy)

: acx + ady - bczx2 -~ 2cdxy - bd2y2.

Furthermore, 8ll the dependencies which can be incorporated into the strictly
linear dazcomposition algorithm are still legitimate, We, therefore, have a

more complete device for generating optimal behavior in a decentralized
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organization through transfer pricing, a devise which brings the mathematical
model of the firm's operations one step closer to reality,

At least two decomposition algorithms have been developed to date,

One was derived by Whinston [17] and the other appears in the next section

of this paper, While their objectives are identical, their w2thods, and
consequent implications, are different; these will be explored in section V.,
It is worth noting at this point, however, the unique concept in control
demonstrated by the algorithm discussed here, The standard description of
the methodology behind ail decomposition algorithms is that the intent of

the central planner is to {1} erase the monopoly-monopsony conditions
inherent in the transfer of geode for which no external markets exisc,z/

(2) proceed in an orderly fashicu through price manipulation and r.sponse to

extract from each subordinate decisjon-maker his feasible production region,

and (3) to choose the optimal production points within these regicns and, f
when possible, find the demand and supply curves for all products that will
allow each subordinate decision-maker to act independently in maximizing
his own profits, and thereby maximize joint profits,

An alternative description exists, however, which is more in keeping
with traditional economics, Above we spoke of finding "efficient" transfer
prices, prices under which all activities in the decentralized subdivisions
will be carried on in an efficient and coordinated manmner, As noted,

Whinston has shown if the functions are separable, such prices exist, and

o Vi

if the functions are linear, it is a task of finite length to find them,
When separability is not present, a pure pricing mechanism breaks down--

something more is needed, In quadratic programming, we look at one type of
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non-separability, a relatively simple type of non-separability in the
objective function, In this case we find that there exist "efficient"
functions, not efficient prices, Here the functions are linear, e,g.,
demand curves of the form a - bx, When a firm is operating in imperfect
markets, a supply curve does not exist in the usual sense for any given
output; e,g., a monopolist does not produce a quantity simply in reference
to a price: he reacts rather to the whole demand curve he faces.ﬁl Here
we find a set of pure prices for scarce corporate resources and a set of
specific taxes and bounties, If no dependencies were present in the
objective function, the latter set would be null, and we would have an
"efficient" pricing mechanism, With dependencies, however, the latter set
is not the null set, and what we are in effect doing is shifting demand and
supply curves, finding "efficient" linear functions, Thus, the subordinated
decision-makers can make independent decisions while joint profits are
maximized because all externalities have been taken into account in the
information with which they make their decisions, The algorithm which

follows may be interpreted in this fashion.

III, A DECOMPOSITION ALGORITHM FOR QUADRATIC PROGRAMMING

Let us consider a firm with two divisions:il the first division's
input-output vector is denoted as X, the second division's input-output
vector is denoted as Y; the input-output vector for the firm is denoted
as Z = (X:Y). The firm's problem is to find the 2 which maximizes profits
CTr); it can be written

max 7f(x,Y) = P'X+ Q'Y +2'¢z

hE-
e

et




subject to:
cz <R
fi(x) < 8,5 i=1,...,4
gi(Y) _<_ ti’ 1=1”"’b
XY >0
where ? and X are m-component column vectors,
Q and Y are n~component column vectors,
Z = (X:Y), a (mtn)-component columm vector,
$ 18 a (mén) X (mbn) symmetric, negative-dafinite matrix,gl
C i8 a k x (m+n) matrix,
R 18 a k-component cclumn vector

8, and t, are constants, and

i i
fi and g, are convex functions of X and Y, respectively.l/

We can partition # and C into four and two subwatrices, respectively,

with dimensions corresponding to X and Y:

9 . %
(mxn) : (uxn) C1 : C2
a = LI P I I and C = (hm) R (kxn)
9 T 9

(nxm)  (nxn)

The vextor P and the matrix ¢1, together form that portion of the
objective function involving only the inputs and outputs of the first
division: P'X + X'GIX. The vector Q and the matrix Gz do the same
for the second division, The matrix ¢3 contains the profit function
interdependencies between the input-output vectors of both divisions:
2X‘¢3Y. There are k corporate constraints involving both X and Y in a
linear €ashion: C.X + C,Y <R, i.e,, in producing (utilizing) one unit

1 2

of X, an amount ¢ of scarce resource r, 1is utilized (produced), The

1] ]

constraint set fi(x) <s i=1,...,a defines the production possibilitcy
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set for activities X at the division one level of operations, The set

gi(Y) < ti’ i=1,...,b performs the same function for division two,

If C and the off-diagonal blocks of @ are null matrices, then there ure no
externalities or profit function dependencies; if each division knows, or is
informed of, the appropriate diagonal matrices, they can prcceed to maximize
their own profits, and the plans they derive will be optimal for the firm,

But let us assume that C and the off-diagonal blocks of @ are not null
matrices, so that dependencies exist, and proceed, In order for the algor-
ithm to oper.te, corporate headquarters must have knowiedge of P, Q, # and C,
We can reflect this condition as a matter of company organization by sup-
posing that marketing research (the function that derives the demand curves
that the firm faces and the demand dependencies that exist between products)
eand purchasing (the function that determines the supply curves the firm
faces) are both housed at corporate headquarters, In addition, the rela-
tions, C, that exist between the usage (or production) of the scarce cor-
porate resources, R, and the values of the input-output vectors, X and Y,
must be known by corporate headquarters.gl The first division has knowledge
of the fi set of relations and their corresponding limits, 8.+ the second
division has knowledge of the sets 8y and ti'

Briefly, tt algorithm consists of iterating over solutions proposed
by divisions in response tc demand and supply curves continually being
manipulated by corporate headquarters in such a fashion as to proceed in
an orderly manner toward the set of demand and supply curves that will lead
each division, fn their attempts to maximize their own profit, to the
optimal X and Y for the firm as a whole. Figure 1 describes the algorithm

in flow-churt form,
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FIGURE 1

grart

Corporate headquarters sends
market supply and demand
curves to each division,

il

Divisions maximize profits
under given supply and demand
curves and report associated
input -output vectors to cor-
porate headquarters,

B

Corporate headquarters re-
views plans and determined
if any will increase cor-~
porate profits over the ex-
isting level, Are any of
the new plans profitable
under existing prices?

/ vyes

Solve corporate
problem with the most
recent plans as accept-
able alternatives and
find the correcrion
factors for the supply
and demand curves,
Adjust the curves and
send them to the divi-
sions, requesting new
production plans,

no\

Terminate: optimal
solution has been
obtained,
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We initialize the algorithm by assuming the null production plans
Xo = 0, Yo = 0, Since no scarce corporate resources are being utilized
and the current value of the interaction terms in the objective function
is zero, corporate headquarters sends the market demand and supply
curves P + ¢1X to division one, and Q + ¢2Y to division two. They

respond by solving their respective profit-maximization problems:

max 7]1()() = (P + ¢1x> 'X
S,t. fi(X) S Bi’ i = 1,2,.00,3; x 20

and

max 772(Y) = (Q+9,1)'Y

s.t, 81(Y) < t

- i? i=1s23°"»b; YZO

Let us designate x1 and Yl as the first responses of the underlying
divisions to the demand and supply curves presented to them by corpor-
ate headquarters. By assumption, these X1 and Y1 values are optimal
divisional responses to these initially presented curves, They are then

presented as givens or known vectors of comnstants to corporate head-

quarters, The latter then solves the following problem:
d d
- ! 1
(1) max 77/(U,V) Ouo + Z [P Xi + s- (XiGIXw)uw] uy

+ 0v_ +7|5Y + (_(Yhay)vI:I
£=1

d
<
+2 L§u(){13h)v
i=1 h=1
d ———'
(2)  s.t. S Cxpu + S (CY v < R
i=o0 h=o0
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d
(3) :E. u

(4)

it
-

Mo
<
fl
fo)

Y
S

u

1 L = 0,1,00.,d

AV

h 0, h=0,1,ce.,e
where ¢1, ¢2, ¢3, C1 and 02 are defined above, and d and e are the
nunber of accepted production plans by divisions one and two, respec-
tively. In the initial iteration d and e both equal one.
The solution to this problem is a set of u's and v's which can
be interpreted as weights each of the production plans Xi and Yh
receive in the optimal corporate solution as of the iteration in question.
To put it another way, each division has come forth with a set of produc-
tion plans, Xi’ i=1,...,d and Yh’

finds the convex combination of each set which maximizes corporate profits.

h=1l,...,e; the corporate solution

The first two summations of the corporate problem are related to the profits
of each plan without any interdependencies taken into account. The last
summation of the problem adjusts the corporate profits for the demand
and supply interdependencies. The first set of constraints relate the
interdependency of divisional operations with respect to scarce corporate
resources.

In addition to the optimal set of u's and v's, a by-product of the
quadratic programming solution is a set of dual variables, or "shadow

9/

prices," one for each of the k+2 constraints. Let us denote the first k
of them as 7\i, i=l,...,k. The A's can be interpreted as the marginal

(or revenues) associated with the use (or production) of the scarce resources;
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thus, at any particular iteration, they can be used as an internal market
price for the scarce resource with which they correspond. Charging or
rewarding each division the internal market prices for their usage or pro-
duction of scarce corporate resources is, in effect, adjusting the extnrnal
demand and supply curves for X and Y, In addition, since this is a wmarginal
analysis, each division should be fully rewarded or charged for the current
values of the dependencies it produces or imposes; these also take the form
of adjustments to the supply or demand curves. Hence, at each iteration,
the external market demand and supply curves for X and Y are to be adjusted
ag follows:

P+@X- clk + 2¢3§ , for division 1,

new set of curves = ‘A
Q + ¢2Y - c2>\ + 2¢3x , for division 2,

where \ = (Al,...,lk). The first two terms of a new set of curves is the
original market get, e.g., P + ¢1X, without the dependencies. The third
term, e.g., Ci)\, is a vector of dimension m for the first division,
pricing the k scarce corporate resources at N per unit and charging or
rewarding the first division for their usage or production the next time

it sets X, The last term is the current tax or bounty vector for producing
or using an additional unit of each component of X or Y, given the most
current and, consequently, best feasible solution at this stage, Q and & .
This can be attained by applying the most recent set cf weights, u end v,

' ]
to the Xi 8 and Yh 8 previously generated by the divisions. It should be
noted that strictly internal markets are treated as if they were perfect.

Hence, all monopolistic and monopsonistic power originally inherent between
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divisions is eradicated. This is demonstrated in the example given in the
foilowing section.

Once the supply and demand curves for X and Y have been adjusted for
the current opportunity costs of the scarce resources and for the current
marginal values of the dependencies they impuse or benefit by, these
revised curves are sent to the divisional headquarters and another set of
production plans is requested. When these plans are received by corporate
headquarters, it must be determined if any of them will improve the over=-

all profitability of operations. Let us denote these plans by xd and Ye+1
and examine the accept/reject criteria for one of them, say Xd+1. If Xd+1

~
were combined with Y , the profits of such a combiunation would be

? A 1 FS
=D + J
77/(xd+1, Xgpq +QY + Xy X0y \i ¢ T+ 2 X1 93 Y
if it were feasible. Viewing A& as change in profits associated with a
A -
unit change in scarce resource i (E;; = )‘i ), the change in X from X
i
to Xd+1 implies what amounts to an increment or degrement in R by the
A A
amount )\Cl( a1 X).le Thus, if A > 0, an implicit change in Y from Y
is anticipated, and its contribution or cost to profits is ),C (Xd+1 A).
Since I
1] 1] 1 A xl
1¥a4) = B Xy X091 %000 7 P BY € ¥4 ¢
it will be profitable to consider Xd+1 if

A ] .S VS .
7]I(xd+1, Y) - >‘C1(Xd+1'x) > 77/(x, Y), or if
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Thus, the accept/reject decision for the proposed plan Xd+1 can be
formulated:

if (6) holds for division 1, plau Xd+1 the plan is acceptable;

1f not, reject. The next plan offered by division 1 will be
denoted as d+2 if the current plan is accepted; it will be
denoted as d+l1 1if the current plan is rejected.

The decision criterion for Yi is analogous: accept Ye+1 if 72:(Ye+%) > DY

where D, = 77()?,%) - P.'}“( - ')\{'¢1;( - )\'CZQ.

Rejection of both plans via equation (6) and its counterpart will terminate
the algorithm,

With one exception the most recent demand and supply curves upon termi-
ration will lead each div*sion Iindependently to a joint profit optimum, The
one exception is in the case of goods sold in a perfect market. Under such
a condition the producing division will react to a pure price greater than
zero by producing as much a&s is possible of that good, subject to the
opportuaity costs of the scarce resources under its control; i.e,, the
regponse will always be a boundary point. At the optimum the basic economic
fact that marginal cost equals marginal revenue prevails. While marginal
revenue is the market price plug the marginal value of the externalities,
marginal cost is the opportunity costs of the scarce corporate resources,
the 7Cs, plus the opportunity costs of producing other products demanded,
If the final solution is an interior point, the algorithm will lead to a
case where price, which is marginal revenue for the perfect competitor,
equal marginal cost, so that the net profitability is zero. Here, then,

the division must be ordered by corporate headquarters to produce the

optimal amount of the product, While this may appear to be an appreciable
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drawback, it can be reduced by observing that with a net profit of zero, the

division is indifferent with respect to the amount produced; by directing

them to produce as much as is possible, given the awnount of scarce corporate

resources they can use, for the case of the perfectly competitive good an

optimum will be obtained. When the good in question is & transferred good,

treated as though it< market was perfect, a directive to produce as much

as can be sold to the consuming division will yield the same net effect.

These ideas are 1llustrated in the example which is found in the next section,
It should be noted that a different, informational scheme than the

one described above can be used yith the algorithm to achieve an optimum,

While it was most easy to have corpcrate headquarters knowa P, Q, @, C and R,

with the divisions knowing the fi 8, 8, 8, gi s and ti 8,

feasible to conceive of the divisions having knowledge of P, Q, ¢1 and ¢?

it may be more

r :ther than corporate headquarters. In such a case division 1 would be
required, at each iteration, to send not only its most recent Xi’ but also
all the terms necessary for the firgt line of equation (1) and the first
summation of equation (2); division 2 must reply with its most recent Yi
and the necegsary terms for the second line of equation (1) and the second
sumnation of equation (2). Corporate headquarters would then be in a position
to solve its problem, since it is agssumed to have knowledge of ¢3. Once this
problem is solved for the currently best u's and v's (and hence, ﬁ and Q)
and the shadow prices, )~, are cbtained, the informational flows to the divi-
sions could simply be the vector of shadow prices and the tax or bounty vectors,
2¢3§ for division 1 and 2¢;§ for division 2. This scheme reallocates the
source of information, but does not change the solution method of the

algorithm:ll/
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IV. A NUMERICAL EXAMPLE

Consider the following problem:

max T(KY) = O, + (b = x,)x, + (3 - 0.5y)y, + (0.5%, + 3 - 2y,)y,

s.t, Xy + 2x2 + ¥y + 2y2:_<_10
- %y + 2y1 <0

L3 + x, <10

xq < 6

X, < 6

Y1 +¥,55.5

Y1 < 4

Yo< 4

XpXg¥p¥p 2 0
This is a simple decomposable quadratic programming problem. The first
constraint requires that 10 units of scarce corporate resource be allocated
between four outputs, two produced by the first division and two produced
by the second division, The first constraiut relates to a good which can
be produced by the first division and can be sold only to the second

division. It arose from the following consideration: two unite of x, are

1

required to produce one unit of ¥y3 if we conscrain supply to be equal to,

or greater than, demand, the original constraint reads x1?_2y1, and simple

algebraic manipulation yields the constraint above. Constraints three

through five limit the production of Xy and x, to & convex set bounded

by a production possibility curve which is piece-wise linear. Constraints

six through eight do the same for the second division. The good Xy is a
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transfer good, having an external market price of zero; goods Xos Yps
and y, are sold in imperfect markets, and the intercepts of the demand
curves for these products have been adjusted tc take into account the
cost per unit of variable inputs purchased in perfect markets (such as
labor and raw materials); in addition, good Yy benefits from the sale
of Xy a complementary good which shifts the demand curve for Yy to the
right, Note that the producer of Xy will always face a flat demand curve
(since all adjustments change only the level of a curve without an inter-
cept term); thus, the potential monopolistic/monopsonistic condition
between djvision one and division two with respect to the good Xy is
forced out of existence,

According to the notation used in the previous section of this paper,
the components of the objective function are

S PR e

0 0 0
-1 0 0.25

0 -0.5 o -
0.25 0 -2

QO OO

Partitioning # along the dimensions of X and Y, we have

- 6 0 _ |-0.5 0
¢1—L’ _] and 02—[0 _]

for the intradivisional interactions 1in the profit function for goods

0 0
8y = [o o.sz

for the interdivisional interactions in the profit function for goods X

X and Y, respectively, and

and Y, The matrix of technological requirements of scarce corporate

resources associated with the activity levels of X and Y 1is
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- 1 2 _ {1 2
! [-1 o] and Gy = [2 o]
In this example the divisional constraints are linear, so we can write

them ir matrix notation. Let A . e the technological requirements matrix

for the first division's acarce resources, S, in producing X, and we have

1 1] 710 ]
A= 1 0 and S = 6 o
0 1 6

in similar fashion for the second division's constraint set we have

11 ['5.5]
B = 1 0 and T = 4 .
0 1 | 4

We must first show that Z'@Z is negative, semi-definite; i.e., that
2'9Z £0 for every Z, and there exists some Z # 0 for which Z2'¢Z = 0,
vhere Z = (xl, Xys ¥qs y2) in this example. For every Z it is true that

2 2 2 2

2
0x1+3x2+2y1+7y2+(y2-x2) >0.

Completing the square and dividing both sides of the inequality by (-4)

yields

2 2 2 2
—Ox1 - X, - O.Sy1 - 2y2 + 0.5x2y2

which is 2'@Z for the above problem., Furthermore, for Z = (k, 0, 0, 0),

<0,

k # 0, the above expression equals zero.
Solving the problem directly leads to the following answer:
x = 1%1] o [3.3853) . [v,] - [1.6726 g
i-xz] [1.7442 ’ v, 0.7468| 2% 7= 5.5298.
Now let us proce~d to solve the problem according to the algorithm. The

null solutions are assumed to exist at no profit by corporate headquarters,

—a
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Headquarters proceeds to inform division one of the demand curves under

the null solution: O for good X, and (4 - x2) for good x Similarly,

2.
they inform the second division of the demand curves for goods Y1 and Yos
which are also the original market curves under the null solution: (3 - O.Syl)
for good ¥y and (3 - 2y2) for good Yoo since under the null plan the inter-

action term disappears. Production plans, vectors X and Y, are requested

from each division.

First Iteration

(a) Division #1 Problem:

max 77;(X) = Ox1 + (4 ~ x2)x2
s.t. Xy + x, < 10
Xy < 6
X, < 6
Xy5%y >0

= |0 -
golution: Xl- [2] . 771()() 4.0

(b) Division #2 Problem:

max 7r2(Y) = (3 - 0.5y))y, + 3 - 2y,)y,

8.t. Y1 + Yo £5.5
Yy <4.0
y, S4.0
yys¥y 20
solution: Y1 = [;:gg] , 77;(Y) = 5,675

(c) Corporate Headquarters' Operations:

Upon receipt of Xl and Y1 from the two divisions, accept/reject

,..
h:g;‘;’:’ &

i . - . e - R RS S \"'ﬁ',;' :‘g&é’ '*’”
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decisions must first be made, Should x1 be accepted as s plan

which will contribute to the over-all profitability of the firm?

Employing equation (6) yields

X;: Is 771(x1)ZD ?

X
Is 4,0>0 7 Yes --- accept.
Should Y1 be considered?
YI: Is 77;(Y1) > DY ?

Is 5.625 > 0 17 Yes ~--- accept.

+

+

Fmploying equaticns (1) through (4) yields the corporate problem:
T3 20.5 0
ov_ + {[3 3][0‘75J+ 3 0751 | _2]
07 1 2]fo 0 1 2 |'3] 10
SR 1 EC R [P H PR B | AP ]

max 77zU,V) Ouo + {[O 4) ng + [0 2] lg _g] [2] ul} uy
u 4+ u

-
3
[(;.75] "1} Y1
o o][3
2y (0 2] [_o 0.25:| [0.75] V1
o 1

1
fu—y

v
o

Y0717V "1
solution: U = [g} , U= [é] , 77?U,V) = 4.0,

)1'—'0, and >\z=2.

Thus, at the end of the first iteration, since none of the transfer-

red good 18 produced, the optimal production plan is to produce twu units

of good X,- At this level of production not all ten units of the scarce

corporate resource are utilized, so the current opportunity cost of an

addicional unit 18 zero. On the other hand, the marginal value of an
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additional unit of x

of X and Y are

~ 0 A 0—
X = [ZJ and Y = [OJ

1 is 2.12/ Noting that the current optimal values

new demand curves are calculated by corporate headquarters according to

equation (5):

. A
. - v
X: P+ ¢1x cl.. + 2¢3Y

IR |~ R R

Y: Q+ 0¥ -CoN + 2¢3§

B0 df) - b e - F

0
0.2

Ji

1 - 0.5y
4 - 2y2

Corporate headquarters informs each division of these curves and requests

a production plan from each.

Second Iteration

(a) Division #1 Problem:

max 77;(X) = 2x1 + (4 - x2)x2

s.t, X, + + X, < 10
x, < 6

x, £ 6

X%, > 0

solution: X2 = [gJ , 771(X) = 16

{(b) Divisiuun #2 Problem:

max 77;(Y) = (-1~ O.Syl)y1 + (4 - 2y2)Y2

P RN
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s.t. Yy ty, <£5.5
Y1 <4.0
Yy <4.0

0
solution: Y, = [1] , 77;(Y2) =2
(c) Corporate Headquarters' Operations:

Upon receipt of X2 and Y2’ the accept/reject decisions are made:

. >
X2. 1s 77:(}{2) 2 D, ?

Is i6

v
S
-

!eB - accept.

Is 2

v

o2 Yes -~- accept.
Accepting both proposals and employing equations (1) through (6)
ylelds the new corporate problem:

2 - 8u,u,. - 4u 2

max 77}U,V) = Ouo + 8u1 - 4u1 1Y 2

+ Ov + 11.25v, - 5.625v.% = 3v.v. + 3v.2
o 1 2

1 1°2

2
- 2v2 + O.7Su1v1 + ulv2 + 0.75u2v1 + uzv2

s.t, Ouo + 4u1 + 10u2 + Ovo + 4.5v1 + 2v2 <10
Qu +0u, - 6u, +0v + 6v, - Ov, <0
o 1 2 o

o - u + u
o

uo,ul,uz,vo,vl,vz Z

0.127877 0.113811
solution: U = |[0,314578] , V = ]0.557545 s
0.557545 0.328645

——
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0.442455 77’ )
A lﬂo.(mass] , [y = 9.3299 .

-

At the end of the second iteration, profits for the corporation
are at a level of 9.3299 under a new weighted average of the production
plans from divisions #1 and #2, Under this newest plan, the marginal
value of the scarce corporate resource and an additional unit of x, are
both 0.442455., The currently optimal X and Y are

Ne Rl we e[t
Using the newest values of )~, ¥ and Y in equation (5), a new set of

demand curves are derived:

S fl. o olfx 1 -1} [0.442455 o o7 T1.6726
X: [4] + [o -1}[4:‘ - [2 (J 0.442455] + 2 E) o.zs] [0.7468]
or

Ox;
3.488492 - x,
K -0.5 offy,l _ [ 2| [o.4s2455 0 o0][3.3453
¥ [3_]*[ 0 -J[?';] [o 2][0.442455]* 2[0 0.25] [1.7442]
or

1.672635 - O.Sy1
2.989213 - 2y2

Corporate headquarters informs each division of their respective demand

curves and requests production plans in response to them.

Third Iteration

(a) Division #1 Problem:

max 77;(X) = Ox1 + (3.48849. - xz)x2

-, "’J‘*;(“" . e - Ao L e - "y - L
[3de e
. R

b3
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s.t. Xy +x, <10
Xy < 6
x, < 6
X%, > 0
0
solution: X3 I;'7M25] . 77;(X) = 3,0424

(b) Division #2 Problem:

max 772(Y) = (1,672635 - O.Syl)yl + (2.987213 - 2y2)y2

s.t, ¥y +y2 < 5.5
Y1 < 4,0
Yy < 4.0

Yy¥, 2 O

. v o l1.672635 .
solution: Y, {0.746803} , 772(Y) 2.5159

(c) Corporate Headquarters' Operations:

Upon receipt of X3 and Y3, the accept/reject decisions are made:

X3: Is 771()(3) > DX ?

Is 3.0424 >3.0424 7 No --- reject,

¥,: Is 77;<y3) > D, ?

Is 2.5159 >2.5139 ? No ~-- reject.
Corporate headquarters terminates at this point; the optimum has

been attalned.

The solutions X3 and Y3 39

= 0; {.e., headquarters has derived the optimal demand curves for the

are optimal with the exception that in X

X

R-rvind - B P s
=

. - iy
v . ’ P oY
ey / ; ’ {




goods Xy ¥yp» and Y, (or optimal transfer prices for the ten unite of
scarce corporate resource and Xy and the optimal bounty per unit for
goods Xy and Y, required to compensate for the externality between these
two goods). Thus they could inform the divisions that the last demand
curves conveyed are to be taken as final and the divisions should pro-
duce accordingly, with the first division producing, in addition, as
much x, as the second division demands; it should be willing to do so

since such production involves no loss (selling x. at a price of 0.442455

1
to division #2, but requiring one unit of the scarce corporate resource
at price 0.442455 for each X, produced) and utilizes excess capacity.

Figures A and B sketch out the convergence process for divisions

#1 and #2, respectively.
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V. SOME GENERAL COMMENTS ON FEASIBILITY,

A fow comments are in order with respect to the feasibility of
application of the algorithm to a real-time situation and how it
compares in such a situation to the Danzig-Wolfe linear decomposition
algorithm and Whinston's quadratic decomposition algorithm, These
comments can be divided into twoc broad categories:

A, Methodology:

1. In a real-time situation the algorithm can be conceptualized
as an on-going process, never terminating. Changes in tech-
nology, market conditions, and resource limitations or
policies, continually change the underlying problem; thus,
divisional plans generated more than a few iterations ago
would not be the same as they would had they been generated
under existing conditions. But this dces not constitute an
ingurmountable drawback, for once the transfer price is within
the range of the optimal transfer price under existing condi-
tions, near optimal solutions to the existing problem will be
generated by the corporate problem., These can be used as
temporary production plans while another iteration is
performed, The corporate problem can always be updated; the
only fear is that production plans yenerated more than a few
iterations prior are no longer feasible. Hence, they should
simply be dropped as variables from the corporate problem,

If the aforementioned changes are not extreme at any poing,

the algorithm should still track the optimal transfer prices

oL
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and, therefore, the optimal solution quite well.

When the algorithm is first applied, if a "guesstimate" of
the transfer prices 1s made by corporate headquarters at the
first iteration, the number of iterations required to come
within reasonable bounds of the optimum is reduced if the
guesstimates are anywhere "in the ballpark."

In its strictest sense the algorithm requires corporate head-
quarters to consider only one divisional production plan at

a time. There geems, however, to be no loss, and perhaps
even some gain, in reducing the number of iterations required
for convergence, by considering as many new divisional produc-
tion plans as possible (only one per division, of course) when
entering new variables into the corporate problem,

‘This algorithm, unlike Whinston's, does not conflict with a
profit~center accounting scheme, Each division still makes
profits; although they pay the economically appropriate
prices {opportunity costs) for scarce goods, they still
receive the full benefit of their non-competitive power iu
the market and the externalities they generate.lﬁ/ Corporate
headquarters also makes a "profit" by selling the scarce
regsources to the divisions for not the highest price tnat it
zan (since they are in a monopolist position with respect to
the divisions), but rather at a price which will equate thelir
supply to the divisgional demands., While it is true that the
sum of divisional and headquarter profits does not equal the

profits for the firm as a whole under this scheme, the

——r—— [ .-~ ~
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discrepancy is due entirely to the multiple counting of the
externality benefits; e.g., in the example of the previous
gsection, at the optimum 77; = 3,0424, 77; = 2,5159, and
corporate headquarters sold ten units of scarce resource

at 0,442455 per unit, ylelding a profit of 4.4246, and the
sum of these three profits is 9.9829. On the other hand,
10/- 9.3299, so that the difference is 0.6530, which is
previsely the value of the externality, (0.5)?{2 ;2 =
(0.5)(1.74425) (0.746803) = 0.6530, since both divisions are
receiving this amount fo the externality, Hence, aside
from the value of externalities, divisional profits can be
locked upon as the profit contribution of each division to
the profits of the firm as a whole, Thus, separate books
might be kept for internal management accounting; how the
externality is to be viewed for the firm as a whole is

individual preference,

Behavioral

?yame o
vk !: N
% : -

Both the lin~ar decomposition algorithm and Whinston's
quadratic decomposition algorithm manipulate pure prices

rather than demand and supply curves in the process of arriving
at an optimal solution, Hence, the greatest behavioral
hindrance for both these algorithms lies in the fact that

the best solution to date (or optimal solution, if attained)
might require production inside the boundary defined by the

divisional constraint sets, i. e., an interior point of the
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production possibility set -- a point which cannot be reached
by pure price manipulation alone -- a point which is obviously
"non-optimal" for the local decision-making managers. On the
other hand, under the condition that all inputs and outputs
are bought and gsold in imperfect markets, the quadratic
decomposition algorithm discussed here will supply final
demand and supply curves which lead each division indepen-
dently to the appropriate price setting and productior schedule
for joint profit-maximization; the optimal transfer prices
and credits for demand and supply externalities, when given
to the divisional decision-makers, will adjust the original
demand and aupply curves in such a way that the optimal
solution can te attained without corporate headquarters ever
havirg to order a division to a point interior to its produc-
tion possibility curve. When goods are purchased or sold in
perfect markets (transferred goods are treated as such),
production plans will always be boundary points since the
response to any pure price is a boundary point. In this case,
the amount of these goods to be bought &nd sold must be
specified by the central plauners if the optimal solutien
point is an interior point,

With this algorithm there is, consequently, no behavioral
"block" in the sense of obvious non-optimal decisions, Given
the final pricing structure, each manager will produce the

optimal output of his own, profit-maximizing, accord; since
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he is indifferent about outputs with a net profitability of
zero, he will be willing to produce as much as he can sell to
utilize capacity; the example in the previous section illustrates
this,

As noted in point 4 above, at each iteration full benefit of
the current value of any externality is given to each producer
associated with that externality. It is believed that there
exists no alternative method of distributing the externality
values which is rationally more appealing. While such a
method will lead to an accounting problem as described above,
the behavioral gain through profit-center accounting, with
corporate headquarters abgsorbing the gain or loss due to
multiple counting of externality values, may far exceed the
imperfect accounting mechanism.

While 1t is true that once the optimum X and Y is koown, one
can easily find sets (there exists an infinite number of them)
of demand and supply curves that will lead each division to
these points, if one were to use an algorithm like Whinston's
to generate the optimum X and Y, i.,e., find them through puze
price manipulation, some behavioral problems might arise when
the optimum is reached, for then a different pricing mechanism
would be introduced,

As Whinston [16] has pointed out, care must be takeun if
algorithms proceeding along the lines of the one described in
this paper are utilized. There exists a definite opportunity

for "gaming" the system, for divisional decision-makers to

(R _.,7m_. T TN
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deliberately misspecify their output vectors in hopes of
gaining control of more scarce corporate resources and,
consequently, increasing their own profits at the expense of
over-all profitability, Perhaps some auditing procedure
directed at decisionvmaking could serve to minimize the
possibility of such conduct arising.

It should finally be noted that while the profit-center
concept iptroduced above has desirable accounting and behavioral
characteristics, decisions to (dis)invest further in any
division should not be made according to the profits
attributable to them under the optimal transfer prices, but

rather by incremental cash flow analysis.
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See, e.g., [1], [2], [3], [6], (7], [12], {13], [14]. Goxdon [9] puts
puts some of these references into proper perspective.

This statement is not meant to imply that there are no other deficiencies,
The most obvious would seem to be that the interdivisional constraints
must still be linear, The quadratic model, however, introduces no de-
ficiencies absent in the linear model, except, perhaps, computational
difficulties. No comparisons can be made with respect to speed of con-
vergence or sensitivity since computational experience is limited for
both algorithms.

See Charnes and Cooper (3, p, 291] or any standard economic price theory
text, such as Cohen and Cyert [4,pp. 274-75],

Cohen and Cyert [4, p. 190].

The algorithm which follows is, in many respects, similar to the one
described by Whinston [16] and Baumol and Fabian [2], It is described
for the two-division case for simplicity; extension to the n-division
case is not ~onceptually different,

If 2'0Z is negative semi-definite, it may be perturbed as in [3, p. 687]
into negative definite form without influencing the numerical answer.
While § is required to be negative definite at least in principle, it
has also been observed that the method generally works, even without
perturbation, when Z'§Z is semi~definite. Consequently, the usual
procedure is to try it without first attempting to perturb the matrix,
See the numerical problem solved in the next section,

The relations fi and g, are required to be convex in order to assure

convergence, Note, however, that they need not be linear. Hence, this
algorithm is applicable to problems which are not strictly defined as
quadratic programming problems,

A word of explanation is required with respect to the set of relations
CZ<R. Few of the corporate ecarce rescurces are fixed, i.e,, independent
of the values of X and Y. X and Y usually generate and use resources,
e.g., working capital or intermediate products, thus adding to or subtrac-
ting from the stock at the beginning of the period that planning covers.
Thus, some of the elements of C would be negative, others positive.

Hadley [10] describes the most widely-used technique for solving quad-
ratic programming problems and has a clear discussion of the dual problem
and its associated dual variables, The IBM Share Library has an efficient
code for this method, RS-QPF4, which has all the necessar’ output,

See Hass {11] for the proof of this statement and a formal convergence proof.
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12,

13,

I am indebted to Bart McGuire from the University of California, Berkeley,
for bringing this to my attention. This interpretation then has much of
the same type of informational flows as linear decomposition, in which
corporate headquarters knows only the net profits of the various proposed
production plans and the amount of scarce resource each plan uses, but

not the product mix of any plan. The product mix is required here due

to the externalities, ¢3. If this matrix is null, then no mix is required.

Shadow prices in quadratic programming are valid only at the margin due
to the non-linearities involved., To show that, at the margin, the value
of an additional unit is 2, suppose we had an € amounc of x, available;
then we could let v, = € /6, The objective function of the cOrporate
problem can be rewr%tten as
2

2
a - L -
max / Ouo + 8u1 vy + Ovo + 11.25v1 5.625v1 + 0.7Su1v1.

with u = 1 and vy + €/6, ignoring the higher order terms in & ,

T - 4 4+ 2¢ ., We can also convert this to the original problem: with
currently optimal X' =(0 2) and Y' = (0.5¢ 0,125¢ ), we can sub-
stitute thege values into the objective function. Ignoring the higher
order terms in € , the value of the function i8 4 + 2¢ ,
Sh'wbik 15] approaches the profit-center problem from a different direc-
tion {game theory), but has very similar economic rationale.




REFERENCES

Arrow, Kenneth J. and Leonid Hurwicz,''Decentralization and
Computation in Resource Allocation,'" in Essays in Economics
and Econometrics, edited by Ralph W. Pfouts (Chapel Hill:
The University of North Carolina Press).

Baumol, W. J. and Tibor Fabian, "Decomposition, Pricing for
Decentralization and External Economies,' Management Science,
Vol. XI, September, 1954,

Charnes, Abraham and William W. Cooper, Management Models and
Industrial Applications of Linear Programming, Volumes I and II
(New York: John Wiley and Sons, 1961).

Cohen, Kalman J. and Richard M. Cyert, Theory of the Firm: Resource
Allocaition in a Market Economy (Englewood Cliffs, New Jersey:
Prentice-Hall, Inc., 1965).

Danzig, George and Philip Wolfe, '"Decomposition Principles for
Linear Programming," Operations Research, Vol. VIII, February,
1960.

Danzig, George, Linear Programming and Extensions (Princeton,
New Jersey: Princeton University Press, 1963), Chapters 22-24,

Dean, Joel, "Decentralizatior and Intracompany Pricing,” Harvard
Business Review, Vol. XXXIII, July-~Augusc, 1955.

Dorn, W. S., "Duality in Quadratic Programming,” Quarterly of
Applied Mathematics, Vol. XVIII, 1960.

Gordon, M~ on J., "The Use of Administered Price Systems to Control
large Organizations," in Management Controls: New Directions in
Basic Research, edited by C. P. Bonini et al (New York: McGraw-Hill
Book Company, 1964).

Hadley, George, Nonlinecr and Dynamic Programming (Addison-Wesley
Publishing Company, Reading, Massachusetts, 1964), Chapter 7,

Hass, Jerome E., "A Decomposition Algorithm for Non-Linear Programm.ng,"
Management Sciences Research Report No. 101, 1967, Carnegie Institute

of Technology, Graduate School of Industrial Administratiom, Pittsburgh,
Pennsylvania.

—36-

CRRLARC

L8 A PO VE R

A



12.

13.

14,

15‘

16.

17.

18.

Hirschleifer, Jack, "On the Economies of Transfer Pricing,"
Journal of Business, Vol. XXIX, July, 1956.

, "Economics of the Divisionalized Firm," Journal
of Business, Vol. XXX, April, 1957.

Koopmans, T. C. (ed.), "Analysis of Production as an Efficient
Combination of Activities," in Activity Analysis of Production and
Allocation, Cowles Commission Monograph No. 13 (New York: John
Wiley and Sons, 1951).

Shubik, Martin, "Incerntives, Decentralized Control, the Assignment
ot Joint Costs and Internal Pricing,' Management Scieace, Voi. VIII,
April, 1962.

inston, Andrew, '"Pricing Guides in Decentralizsd Organization,"
in New Perspectives in Organizational Research, edited by W. W.
Cooper et al (New York: John Wiley and Sons, 1964).

, '"Theoretical and Computational Problems in

Organizational Decision-Making," in Operational Research and the
Social Sciences, edited by J. R. Lawrence (London: Tavistock

Publications, 1966).

Wolfe, P., "The Simplex Method for Quadratic Programming,"

Econometrica, Vol. XXVII, 1959.

-37-

T4




Y*M"W“ — - - e ete e

Unclassified

Security Classification

DOCUMENT CONTROL DATA - R&D

(Security clasallication of title, body of adstract and indexing annotation musl be entered when (Fe oversll report le clesalified)

i ORIGINATING ACTIVITY (Corporate author) 28 NUPORT SECURITY C LASSIFICATION

Graduate School ¢f Industrial Administration Unclassified

Carnegie In~titute of Technology 25 amous
Not applicable

3 REPORT TITLE
TRANSFER PRICING IN A DECENTRALIZED FIRM: A

DECOMPOSITICN ALGORITHM FOR QUADRATIC PROGRAMMING

4 DESCRIPTIVE NOTES (Type of report and inclusive dates)
Technical Report

8. AUTHOR(") (Last name, litai neme, Initiel)

Hass, Jerome E.

6 REPORT DATE 7e. YOTAL NO. OF PAQES 75. NO. OF RKEFS
May, 1967 39 18
0a CONTRACT OR GRANT NO. A ORIGINATOR'S REPONRT NUM.!“S)

NONR 760(24)

b FPMOJECT NO.

NR 047-048

Management Sciences Research Report No. 93

95. OTHER !:J’on? NO(3) (Any other numbers that may be sasigned
thie repo

d. none
10 AVAILABILITY/LIMITATION NOTICES

Distribution of this document is unlimited

11. SUPPL EMENTARY NOTES 12. SPONSORING MILITARY ACTIVITY
[Logistics and Mathematical Statistics Branch
Office of Naval Research
Washington, D. C. 20360

None

13. ABSTRACT

" A discussion of the importance of transfer pricing and a review of the
relevant li. ~ature are followed by a decompnsition algorithm for quadratic
programming, using the problem of transfer pricing with externalities as a
vehicle for its development. A numerical example is given and comments are
made of the applicability and behavioral implications of adoption in a real-

time context.

DD ‘5?3“3. 1473 Unclassified

Sccurity Classification

s e T

:‘(:wﬁ: [P

v,
s

PR PR




Unclassiiied

Secunty Classification

14
KEY WORCS

LINK A LINK B LINK C

AOLE wY AOLE w?Y ROLE

decomposition
profit-centex accounting
quadratic programming
real-time process

transfer pricing

2

-,

INSTRUCTIONS

1. ORIGINATING ACTIVITY: Enter the name and address
of the contractor, subcontractor, grantee, Department of De-
fense activity or other organization (corporate author) issuing
the report.

2a. REFORT SECURITY CLASSIFICATION: Eater the over-
ell necurity classification of the report. Indicate whether
‘'Restricted Data” is include Marking is to be in accord-
ance with appropriate security regulations.

2b. GROUP: Automatic downgrading is specified in DoD Di-
rective 5200.10 and Armed Forces Industrial Manuat. Enter
the group number. Also, when applicable, show that optioasl
matkings have been used for Group 3 and Group 4 as author-
ized.

3. REPORT TITLE: Enter the complete report title in »fl
capital letters, Titles in all canes ahould be unciassified.
If & meaningful title cannot be selected without clessifice-
tion, show title clansification in all capitals in parenthesis
immedistely following the title.

4, DESCRIPTIVE NOTES: [f appropriste, enter the type of
teport, e.g., interim, progress, summary, annusl, or final.
Give the inclusive dates when a specific reporting period is
covered.

S. AUTHOR{S): :intcr the name(s) of wuthor(s) e shown on
or in the reporl. Enter last name, first name, middle Initial.
It military, show rank and brench of service. The name of
the principal aythor i1x an shsclute minimum requirement.

6. REPORT DATL: Enter the dste of the report as day,
month, ycar; or month, year. If morc than one date sppears
on the report, use date of publication.

7s. TOTAL NUMBER OF PAGES: The total page count
should follow normal pegination proced res, Le,, enter the
number of pages containing information.

7b6. NUMUBER OF REFERENCES: Enter the total number of
tefesences cited 1n the report.

Sa. CONTRACT OR GRANT NUMBER: If eppropriate, enter
the appiicable number of the contract or grant under which
the repott was written

8d, 8, & 8d. I'RQJECT NUMBER: Enter the appropriate
mititury departinent identification, suck as project number,
subproject number, syatem numbers, tosk number, ete.

9a. ORIGINATOR'S REPORT NUMBER(S): Enter the offi-
cial report number by whi. . the document will be identified
aud controlled by the otiginating sctivity. This number must
be unique to this report.

95. OTHER REPORT NUMBERI{S):: If the report has been
assigned any other report numbera (either by the originator
or by the sponsar), also enter thia numbes(x).

10, AVAILABHATY/ILIMITATION NOTICES: FEnter any Him-
itetions on further dissem.nation of the report, ather than those

Imponed by security classification, using standard statements
such as:

(1) **Quelified requosters may obtein coples of this
report from DDC."’

(2) *“Foreign announcement and dissemination of this
tepnet by DDC ia not suthorized. '’

(3) ‘*'U. S. Government agencies may obtain coples of
this report directly from DDC. Other qualified DDC
usners shall request through

”

(4) *'U. S. military agencies may obtain coples of this

report directly from DDC., Other qualified users
shal! request through

(5) ‘*All distribution of thix report is controlied Qual-
tfied DDC users shall request through

If the report has been furnished to the Office of Technical
Services, Department of Commerce, for sale to the public, indl-
cate this fact and enter the price, If known.

11, SUPPLEMENTARY NOTES: Use for additional explana-
tory notes.

12, SPONSORING MILITARY ACTIVITY: Enter the name of
the depurtmental project office or {aboratory sponsoring (pay~
ing for) the research and development. Include address.

13. ABSTRACT: Enter an abstract giving s brief and factual
summery of the document indicative of the report, even though
it may alno sppear eisewhers in the body of the technical re-
port. If additional space is required s continuation sheet shall
be attached.

It 18 highly desirable that the sbstract of cisssified reports
be unclassified. Each paragraph of the absiract shall end with
an indication of thz military security classification of the in-
formation in the paragraph, repreaented as (TS). (S). (C), or (V)

There is no limitation on the leagth of the abstract. How-
ever, the suggeated length ia from 150 to 225 words.

14. KEY WORDS: Key words are technically meaningiul terms
or short phrsacs that characterize e report end may be used as
index entri:s fo: catc loging the report. Key words must be
nelected s that no security classification is required. Identi-
flers, such as equipment modcl designation, trade name, military
projcct code name, geographic jocation, may be used as key
words but will be followed by an indication of technical con-
text. The azalgnment of links, roles, and weighta s optional.

Unclassified

Security Classification




