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DATA ANALYSIS AND INSTRUMENTATION

EFFECT OF DIGITIZING DETAIL ON SHOCK AND

FOURIER SPECTRUM COMPUTATION OF FiELD DATA®

M. Gertel and R. Holland

Allied Research Associates, Inc.

Concord, Massachusetts

A preliminary study of the eifects on shock and Fourier spectrum dig-
ital computation accuracy due to varying. shock record duration and the
degree of analog-to-digital conversion has been conducted., Three com-
plex multi-frequency, long-duration shock records representative of
gunfire shock conditions in armcred vehicles were selectsd for carry-
ing out this study. Shock and Fourier spectra were digitally computed
with a range of analog-to-digital point densities of 900 to 10,000 points/
sec and arbitrarily selected tiilme durations of 15 to 60 msec for the
sample shock records. These results are compared to previously
computed reference shock and Fourier spectra obtained for the sample
shock records defined by 16,500 to 20,000 points/sec and 60 msec du-
ration. The final results of the investigation are presented as spectral
plots of the percent variation relative to the. reference. These plots
are called the variation spectra and are useful for estimating the maxi-
mum possible error in shock and Fourier spectra computation due to
lack of detail in digitizing the shock input, It is conciuded for the pres-
ent inveetigation that a digital point density of 10,000 points/sec and a
record duration of 60 msec are minimally adequate for spectral com-
putations between 10 to 2,070 cps.

and eczniiot be defined by a simple ana’ *ic equa-
tion. These shock motions can best 12 «»iego-
rized as comprising transient multiple i-equency
decaying vibrations of varying inteunsities. Since
definition of shock environments is mainly for

M. Gertel the purpose of determining system responses

to such motions, it has been found advantageous
in many fields to define a complex shock motion
directly in terms of its response effects on
simple systems with a wide range of natural
frequencies. The shock spectrum accomplishes
this. Shock spectra have been succesgsfully uti-
lized [1-6; to define sheck environments for
equipment and structures to withstand earth-
quakes, underwater mine explosions, and air-

INTRODUCTION craft landing impacts.

The shock acceleration motions which re- Shock and Fourier spectral analyses of
sult from a ballistic projectile impact on ar- compilex shock environments may be performed
mored steel structures are extremely complex by either analog or digital computer techniques.

*This work was performed for Frankford Arsenal under Contract No. DA36-038-AMC-3391{A).
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However, when iarge quantities of field data
must de analyzeu, high-speed automatic digital
computing and piotting methods are preferable
since the resuits become immediately available.

Recursion formulas suitable for efficient
digital computation of shock and Fourier spec-
tra for complex mechanical shock transients
have been presented by O'Hara [7]. These equa-
tlons have been used successfully with an IBM
7094 digital computer and General Dynamics
SC 4020 Computer Plotter for determinations
of shock and Fourier spectra for highly com-
plex shock motiors typical of armored vehicles
[8,9]. It was shown that the digital computation
of shock and Fourier spectra is extremely pre-
clse. The accuracy of the result is only lim-
ited by the precision with which the original
shock record is digitized for input to the com-
puter.

In preparation for the application of digital
computer techniques to determine shock and
Fourier spectra representative of field environ:
mental conditions in niilitary and space vehicles,
it is essential to establish practical precision
limits for digitizing the field data. Presented
herein is a limited preliminary study nf the ef-
fect on shock and Fourier spectrum digital
computation accuracy due to varying precision
in defining the shock input. In particular, this
study is concerned with:

1. The effect of varying the incremental
time spacing or density of analog-to-digital
conversion, i.e., point density; ard

2. The effect of arbitrary time or record
duration cutoff in a complex shovk record.

The study of these effects has been carried
cut on a comparative basis using three complex
long-duration shock records whose shock and
Fourier spectra were computed and available
from a previous investigation {8]. These pre-
viously computed spectra are referred to as
the "reference spectra’ for the present study
and were obtained trom the sample records with
an analog-to-digital point density of 20,000
points ‘sec and a record duration of £0 msec.

The study reported herein has been carried
out with a range of analog-to-digitil point den-
sities of 900 to 10.000 points sec and arbitrarily
selected record durations between 16 and 60
msec. The results of this investigation are
presented i the form of spectral plots of the
percent variation relative to the reference
spectra. These plots are called the variation
spectra and are useful for estimating the maxi-
mum possible error occurring in shock and

Fourier spectra computations due to iack of
detail ir digitizing the shock Input.

SHOCK AND FOURIER SPECTRAL
ANALYSES OF SELECTED
SAMPLE SHOCK RECORDS

For purposes of carrying out the present
preliminary study of the effects on shock and
Fourier spectrum digital computation accuracy
due ‘o varying precision in definlng the shock
input, three complex long-duration shock rec-
ords which were previously analyzed [8] were
selected. The first sample record is an ideal-
ized transient acceleration with two decaying
sinusoidal frequency components. The second
and third sample records are complex
multiple-frequency transient accelerations
recorded during a drop-hammer type shock
test representative of projectile impact condi-
tions in an armored vehicie.

The sample shock records used for this
study are descrlbed in the following subsections
with presentations of their time hlstories and
reference shock and Fourier spectra in the
Appendix. The effects on shock and Fourier
spectral computations for the sample records
due to varying the analog-to-digital time incre-
ment or point density and the record duration
are presented as variation spectr:. The varia-
tion at each frequency in the spectrum is ex-
pressed as a percentage of the corresponding
point in the reference spectrum for the sample
record. The variation is computed using the
foilowing slmple relation:

Variation = 100
« Computed Value - Reference Value! 7.

Reference Vaiue
(1)

The implications to be drawr. from the variation
spectra developed here are discussed in the
flnal sections of this report.

Analysis of Sample Shock
Record No. 1

The time historv of the first shock record
studied is shown ir Fig. A-1 of the Appendix.
The equation of this idealized shock motion is
indicated on the figure and can be seen to coni-
pi.5e damped 1/0- and 300-cps frequency com-
ponents. The shock and Fourier spectra for
this record are reproduced from Ref{. 8 as
Fig. A-2. These are the reference spectra for
the ensuing analyses of this shock and, as noted

.




TABLE 1
Sample Comparison of Theoretical and Computer Program Peak Responses for
Two-Component Decay.ng Sinusoidal Acceleration Shock Input |8)

r Peak Response (in.)
Frequency . .
{ers) Theoretical Shock I, () Error (%)
| Solution Program
! 1c I -1.27048 -1.2701 +0.0004 0.0315
30 -0.480569 -0.48040 +0.00017 0.0354
| 80 -0.278056 -0.27797 +0.00009 0.0323
100 -0.246923 -0.24680 +0.00012 0.0485
120 -0.131544 -0.13153 +0.00001 0.00761
200 -0.0457847 -0.045753 -0.000011 0.024
280 -0.0476972 -0.047644 +0.000053 0.111
300 -0.0497754 -0.049824 -0.000049 0.0988
350 -0.0272114 -0.0271338 +0.000073 0.269
1,000 -0.00174328 -0.0017374 +0.0000059 0.339

in Fig. A-2, were computed for a record dura-
tion of 60 msec and an analog-to-digital point
density of 16,500 points/sec. The extremely
high precision in the digital computation of
these reference spectra is indicated in Table 1.

For purposes of comparison with the above
reference spectrum, undamped maxi.zaz shock
spectra were computed for sample shock record
No. 1 with the duration fixed at 60 msec and
digital point deasities o, 1500, 1200, and 900
points/sec. The results are presented in Fig.
A-3 as a spectrum of variations with respect to
the reference.

In preparation for studying the effecis of
arbitrary shock record duration cutoff, the com-
puter program was modified tG print out the
time of occurrence of the peak response for each
spectral frequency. A computer run was then
made vith the sample record cutoff 2t 50 msec
and the 'reference" digital point density of
16.500 points/sec. Figure A-4 presents the
results of this run.

Figure A-4 indicates for this shock motion
that, except for frequencies below 20 cps and
near the 100- and 300-cps components, the ma-
jority of peak responses occur early in the rec-
ord near the first few major input peaks. In
general, it may be assumed that the early 1eak
responses wiil not be affected oy cutting off the
shock record any time after they occur. Re-
sponse time histories to the 50-msec sample
input were then computed for groups of frequen-
cies below 20 cps and near the 100- and 300-cps
components. With these respunse time histories
and the previous lata, und :mped maximax
shock spectra ‘vere con-iructed for shock rec-
ord duratior cutoffs of 15, 20, 30, 40, and 50

msec. The results of this work are presented
in Fig. A-5 as a spectrum of variations with
respect to the reference data of Fig. A-2.

Analysis of Sample Shock
Record No. 2

The time history of the second shock rec-
ord studied is shown in Fig. A-6. This record
is oscillograph record No. 00906-1 of the U. S.
Army Frankford Arsenal Environmental Labo-
ratory. The reference undamped and damped
shock and Fourier spectra for this record are
reproduced from Ref. 8 as Figs. A-7 and A-8.
These reference spectra were computed for the
sample shock iecord digitized with 20,000
points/sec and a dusation of 60 msec. The dig-
ital point density of the sample record was re-
duced by a factor of two, for three successive
shock spectrum computer runs with and without
damping. The results are presented in Figs.
A-9 and A-10, respectively, as damped and
undamped variation spectra with respect to the
reference spectra of Figs. A-7 and A-8.

For purposes of observing the effect of
selecting arbitruary record durations for sample
record No. 2, undamped and damped shock
spectrum computer runs were made with the
reference digital point density of 20,000 points/
sec and record durations of 43 and 17 msec.
These durations respectively cut off the sample
record at approximately 10 and 20 percent of
the double amplitude or peak-to-peak accelera-
tion of the shock record. The results of these
runs are presented as variation spectra in
Figs. A-11 and A-12. Also superimposed on
these figures ar: variation spectra plotted from
data in Ref. 8 for an 80-msec duration of the




reference shock record. This duration corre-
sponas approximately to 2 percent of the peak-
to-peak value of the original record, whereas
the reference 60-msec duration is approximately
S percent.

Analysis of Sample Shock
Record No. 3

The time history of the third shock record
studied is shown in Fig. A-13. This is oscillo-
graph record 00908-2 of the U. S. Army Frank-
ford Arsenal Environmental Laboratory. The
reference undamped and damped shock and Fou-
rier spectra for this record are reproduced
from Ref. 8 as Figs. A-14 and A-15. As in the
previous case, these reference spectra were
computed for the sampie shock record digitized
with 20,000 points/sec and a duration of 60 msec.
Undamped and damped variation spectra with
respect to the reference are presented in Figs.
A-16 and A-17 for digitizing point densities of
2,500 to 10,000 points, sec and duration held
constant at 60 msec.

Undamped and damped variation spectra
computed for the sample record with arbitrar-
ily selected durations of 45 and 23 msec are
presented in Figs. A-18 and A-19. As in the
previous case, these durations respectively
correspond to cutting off the sampl2 record at
approximately 10 and 20 percent of the peak-
to-peak value of the originai record. The 60-
msec reference record corresponds to cutting
off the original record at approximateiy 5 per-
cent of 1ts peak-to-peak vaiue.

Fourier Spectrum Variation for Sampie
Record No. 3 — To compiement the determina-
tions of shock spectrum variations described
in the previous sections, a similar study was
conducted with the Fourier Magnitude Spectrum
for sample shock record No. 3. The reference
Fourier spectrum for this work is shown in
Fig. A-14 and is identicai to the undamped re-
sldual shock spectrum as noted in the figure.
The Fourler variation spectrum due to reduc-
ing the digitizing point density from 20,000 to
10,000 points/sec 1s presented in Fig. A-20.
These data are discussed later at greater
iength.

DISCUSSION OF RESULTS

The prlmary emphasis in the present work
has been to determine the effects of record
digitizing detaii on digitai computer shock
spectrum computations. Oniy a small amount
of conslderation has been given to the Fourier

spectral data obtained during the program;
however, it is expected that the conclusions
reached for shock spectral computations shouid
be equally applicable for Fourier spectra.

Several significant observations and trends
can be detected from the shock and Fourier
Variation Spectra presented in the Appendix for
the three complex sample shock records in-
vestigated. ThLese variation spectra clearly
confirm the intuitively anticipated result that
the accuracy of digital computer spectral com-
putations will decrease with: (a) reductions in
the analog-to-digital point density used to de-
fine the shock record input to the computer, and
(b) arbitrary reductions in the time duration
cutoff for a complex long-duration record. In
general, the present preliminary data suggest
that a digital point density of 10,000 points/sec
and a record duration of 60 msec, which corre-
sponds to approximately 5 percent of the maxi-
mum peak-to-peak shock amplitude, will pro-
vide for a nominal spectrum ccmputation
accuracy within 5 percent from 10 to 1,000 cps
and within 10 percent up to 2,000 cps. This
seems minimaily adequate for spectral compu-
tations for most field measurement programs.
Further, more detailed observations are pre-
sented in the following paragraphs.

Effects of Digitai Point Density

The number of points used to describe dig-
itaiiy a shock acceleration record time history
has a noticeabie effect on digitai shock spec-
trum "'response’’ computations at low as well as
high frequencies. This is cieariy evident In the
maximax variation spectrum of Fig. A-3, for
the idealized two-frequency-component shock
record of Fig. A-1. The iow-frequency varia-
tion was not anticipated, because for aimost
any point density we have a large number of
points availabie to define each fuil cycle of
iow-frequency osciliatlon whick may be present.
It appears that the iow-frequency peak response
variations are signiiicantly affected because
these components are responsive to the veiocity
content of the shock. Digitizing a shock accel-
eration curve, In effect. replaces the curve
wlth straight-iine segments, introduclng an
accumulative loss of area of veiocity segments
for the iength of the record. An anaiysis of the
velocity change (or area) and peak acceieration
of the idealized record of Fig. A-1 as a fun«tion
of digitai point denslty is presented in Table 2.
It can be seen that the decreascs in veloclty
change as a function of point density of the
idealized record compare almost exactly with
the iow-frequency varlatlon spectra of Fig. A-3.
The corresponding variatlons noted for peak




Effects of Digital Point Density on Velocity Change and
Peak Acceleration of idealized Shock Record of Fig. A-2

TABLE 2

, Velocity Peak Acceleration
p&"&g‘j‘;ﬁ)’ ‘el‘zﬁ"/’;:‘)‘"‘e Variation Acceleration Variation
’ (% ® (%)
< 19.25 - 130 -
16,500 79.22 0.38 130 0
1,500 75.59 3.13 121 6.92
1,200 73.28 7.53 129 0.77
900 68.23 13.91 123 5.38
acceleration in Table 2 seem to be random in 00 R
nature. % o
The increasing trend of high-frequency
spectral computation errors indicated by all
the variation spectra in the Appendix is to be
expected for digital shock spectrum computa-
tion. As described in Refs. 8 and 9, the proce- 10.0}— =t \‘ .
dure for obtaining the shock spectra involves 2 X
computing a response time history with the - i 800
same number of points used to digitize the . AR
shock input. For any given digital point den- Bt e BT ;
sity, as the spectrum natural frequency in- Ingut for WOt /cycte ;
creases, there will be a corresponding decrease !
in the number of points available to define one ‘o ! !
complete cycle of the response sinusoids. A — f f X o
maximum error in defining the peak amplitudes -8 100 e Simmcss i B B B8 88
of the response sinusoids occurs when the avail- r {EREE!

able digitizing points equally "straddle’ a peak.
The maximum error E due to digitizing the
response is as follows [8,9]:

E=100(1-cos%)%, {2)

where n is the number of pcints per cycle of
response sinusoid,

The "digitizing error'* defined by Eq. (2) is
plotted in Fig. 1 as a function of the number of
points n used to digitize one complete cycle of
any given sinusoid. Superimposed 1n Fig. 1 are
plotted data points which represent the maxi-
max shock spectrum variations from Fig. A-3
corresponding to the 100- and 300-cps "tran-
sient resonance' frequency components. The
close agreement between these computed tran-
sient resonance variation spectra and the error
function defined by Eq. (2) suggest that this
function is quite satisfactory for preliminary
estimates of digitizing requirements.

It is important to point out here that the
amplitude errcr function of Eq. (2) is applicable
for both input and response sinusoidal compo-
nents. The total error which may result in

[; |
AN

I

|| T

| | L
00! 1 L‘ii . !

Number of Points per Cycle (n)

Fig. 1 - Maximum error in peak re-
sponse amplitude due to aumber of
points defining the response time
history

spectral computation is actually due to a com-
binaticn of errors in defining the amplitudes of
beth the input and response sinusoids; this is in
addition to the "velocity loss' error effect on
ow-frequency components noted earlier. To
prevent a large buildup of response computation
errors due to insufficient digitizing detail at




high frequencies, the present computer progra.n
automatically provides for linear interpolation
of the digitized input so that high-frequency re-
sponse time histories are always defined by at
least 10 potnts,cycle. Thus, 2ven though the
input peak amplitude may be conciderably in
error due to insufficient digitizing, i.e., n <10,
the response computation 1s always accurate to
within 5 percent as noted by the dashed hori-
zontal line in Fig. 1. The major error in spec-
tral ccmputations when the input 1s defined with
less than 10 points/cycle is geverned primarlly
by the input.

Due to the highly complex, multiple-
freGuency nature of sampie shock records Nos.
2 and 3 In Figs. A-6 and A-13, a detailed anal-
ysis of computation errors due to digitizing was
not attempted. Rather, envelopes of the maxi-
max variation spectra as a function of digitizing
density with and without damping for both rec-
ords were prepared and are presented in Figs.
2 and 3. It is immediately evident, as can also
be detected from Fig. 1, that the variations in
computed spectra increase markedly at high
frequencies as the digitizing point density de-
creases. The variation in the damped maximax
shock spectra is considerably less than for the
undamped case, and this is presented for

reference purposes in Fig. 3. Based on the
envelope of undamped maximax variation spec-
tra in Fig. 2, it may be tentatively conclvied
that an analog-to-digital point density of 10,000
points,/sec will permit spectral computation
accuracy of within 5 percent up to 1,060 cps
and within 10 percent up to 2,000 cps. Essen-
tlally the samne conclusions are obtained {rom
the digitizing error function of Eq. (2) plotted
in Fig. 1. This Is further confirmation that
Eq. (2) can be utiliced for estimating digitizing
requirements as a function of desired accuracy
in spectral computation.

Effect of Shock Record Duration Cutoff

Examination of the damped and undamped
maximax variation spectra due to varying time
duration cutoff in the Appandix indicates that
significant deviations in spectral computation
accuracy primarily occur in two regions:

1. Low-Frequency Region — For the three
sample shock records studied, significant vari-
ations occur in the low-frequency region below
approximateiy 20 cps for arbitrary shock dura-
tions of approximately 50 msec and below ap-
proximately 50 cps (except for Frankford
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Record 00906-1) for shock durations of approx-
imately 20 msec. It may be noted on comparing
Figs. A-5, A-11, and A-18 that the low-frequency
variations are coasiderably greater for the ar-
bitrarily short-duration highly complex sample
shock records than for the idealized record.
The observed low-frequency variations may be
partiaily, but not completely, explained by the
changes .n the velocity content of each shock
resulting from duration cutoff. The coniplete
explanation of the cbserved low-frequency vari-
ations requires further investigation. However,
based on the present available limited data, it
appears that low-frequency variations can be
expected when the dimensionless frequency
parameter of the shock is {7 = 1, where { is
frequency in cps, and 7 is shock record dura-
tion in seconds.

2. Resonant Frequency Region — Significant
zpectral variations occur at each major {ra-
quency component of the input shock. This is
particularly evident from Fig. A-5 for the
idealized shock record. The shock record
duration determines the number of repetition
cycles which may occur at any frequency, and
hence is a major factor in establishirg the
severity of a transient undamped resonance
condition. This transient rescnance effect is
apparently negligible in the dumped variation

spectra which are pres:nted for reference pur-
poses in Figs. A-12 and A-19.

It appears from the present limited data on
effects of varying duration that the reference
shock record length of 50 msec is perhaps the
safest compromise duration for maximum ac-
curacy over the largest range of frequencies.
In Figs. A-11 and A-12, only a small amount of
positive variation is indicated by increasing the
record duration cutoff t¢ 80 msec. Inasmuch
as the 60-msec record duration corresponds
approximately to 5 percent of the peak-to-peak
amplitude of the shock, this can be regarded as
an alternative criterion for selection of record
duration in a coniplex shock.

Fourier Spectrum

A large high-frequency variation is shown
in Fig. A-20 due to computing the magnitude of
the Fourier spectrum of Record 00908-2 with a
reduced point density of 10,000 points/sec in-
stead of 20,000 points/sec. The greatest vari-
ations in Fig. A-20 occur at the "notches’ or
frequency voids which are evident in the refer-
ence Fourier spectrum of Fig. A-14. At these
notches the spectrum curves are very steep;
hence, any minor differences introduced by




digitizing point density or time duration will
appear as a large variation. Similar large var-
fations were evident during visual examinations
of the Fourier spectrum computer printouts for
Record 00906-1.

The significance of these Fourier specira
variations cannot be deduced from the present
results. It is possible that what presently
seems to be very large variations may have
little effect on the application of the Fourier
spectrum to compute the time history of the
input and response at any location in a structure
when the steady-state transfer function at that
location is known. The inverse transformation
of the Fourier spectrum to obtain the time his-
tory of the motion involves an integration
process; hence, the area under the entire spec-
trum is just as important as the magnitude of
any particular frequency. Probably the best
methad for evaluating the effect of point density
and time duration on the Fourier spectrum
would be to attempt to reconstruct the originai
shock time history record. This was beyond
the scope of the present limited investigation.

CONCLUSIONS

The resuits of the digitali computer shock
and Fourier spectrai analyses presented herein
as a function of varving analog-to-digital point
densities and shoct record durations provide a

basis for establishing acceptable limits for
these parameters. It is evident that for maxi-
mum computation accuracy, the digital point
density and shock record duration must be suf-
ficiently large to lefine the peak acceleration,
velocity content, axd repetitive frequency com-
ponents in the sho:k. Based on the analyses of
three complex shock records, typical of gunfire
shock conditions which have been investigated
here, it is conclud>d that a digital point density
of 10,000 points/sec and a record duration of
60 msec should be udequate for most digital
computer spectral analyses of field data. The
record duration of 60 msec corresponds approx-
imately with an 2mplitude which is 5 percent of
the maximum peak-to-peak vaiue for the two
most complex records studied. The suggested
record duration and digitizing density provide,
in the present cases, a nominal spectrum com-
putation accuracy of within 5 percent between
10 to 1,000 cps and within 10 percent from 1,000
to 2,000 cps. Improved accuracy over an ex-
tended lower and higher frequency range will be
achieved by increasing the digital point density
and record duration.
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Appendix

SHOCK, FOURIER, AND VARIATION SPECTRAL DATA
FOR SELECTED SAMPLE SHOCK RECORDS
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Fig. A-1 - Sample record No. 1: Time history
for idealized two-component superimposed de-
caying sinusoidal acceleration shock record,
frequency components 100 and 300 cps [8}
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Fig. A-8 - Damped shock spectra
for record 90906-1: Digitizing
point density 20,000 points/sec,
duration of record 60 msec (8]
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Fig. A-15 - Damped shock spec-
tra for record 00908-2: Digitiz-
ing point density 20,000 points/
sec, duration of record 60 msec
[8]
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AUTOMATED DIGITAL SHOCK DATA
REDUCTION SYSTEM®

Walter B. Murfin
Sandia Corporatioa
Albuquerque, New Mexico

A method of automatically digitizing, editing, filtering, reducing, com-
paring, displaying, and storing shock data is described. The desired
final display of the shock data is grapaical and can be given in two
forms: the acceleration-time history and the shock spectrum. Subsid-
iary operations *nclude automatic editing of data to eliminate spurious
or unwanted points, filtering to remove undesired high-frequency com-
ponents, or computation of Fourier spectra.

The acceleration-time history is often useful for confirming the validity
of the data, but gives little insight into possible damaging effects. It is
often of dubious value for comparing the severity of dissimilar shock
environments. The shock spectrum, on the cther hand, may be of value
in estimating damaging effects or relative severity of environments and
for determining ''equivalent” laboratory tests. The spectra are being
used as the final form of data presentation in the Sandia Environmental
Data Baak.

An educational program is described which has been found useful for
acquainting designers with the utility of the approach. Certain types of
pulses which do not lend themselves to the shock spectrum treatment
are described, and examples are given showing the flow and presenta-
tion of data from rough "first look" records through final reduction.
The mathematical methods for computing shock and Fourier spectra
and for filtering are described in sufficient detail to permit adaption to

other data systemns.

W. B. Murfin

Shock tests of systems, structures, and
components have been increasing in number
and complexity at Sandia Corporation for sev-
eral years. Ground impact tests, blast tests,

and transportation tests are conducted almost
daily on complete systems. In addition, exten-
sive qualification testing of components is car-
ried out.

The sheer volume of data collected has be-
come bewildering. Improvements in instru-
mentation and recording techniques have made
it possible to collect far more data than in
years past. Before the installation of the sys-
tem described in this report, reduction of this
mass of data consisted merely of annotating
oscillograms of the shock records, as shown in
Fig. 1, which were then delivered to the sys-
tems or component designer without comment.
Obviously, there is a very significant possibility
of human error in such an operation. The de-
signer was not only swamped with a tremendous
volume of data but, unless he 1appened to be a

*This work was supported by the United States Atomic Energy Comimission.




near-expert in the fi-lds of instrumentation and
mechanical shock, was unable to determine what
records were valid or how to apply the data to
refinements of design. In addition to these er-
rors of omission, the annotator could very
easily make errors in calibrate levels, channel
identification, etc.

Fig. 1 - Annotated oscillogram

A further defect of the process was the
crudity in attempting to redefine a field envi-
ronment in terms of an achievable laboratory
test. Many engineers confronted with such a
situation find it expedient simply to tabulate the
peaks and durations experienced in field envi-
ronments, using the maximum value that has
been recorded as a laboratory test. Recogniz-
ing tha. oscillatory components of the environ-
ment probably have a damaging effect, the engi-
neer might arbitrarily increase the level of the
laboratory test in the hope that unkncwn factors
of the field environment would be adequately
representer.

In an attempt to regularize the reduction of
data, the following desiderata were considered:

1. The final reduction should be graphical
and should lend iiself to tabulation,

2. Scme means of determining the validity
of the data is necessary,

3. The data should be readily applicable to
design improvements,

4. 1t should be possible to determine a
realizable laboratory test from the data,

5. The data must be in a format acceptable
to designers and dynamicists,
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6. The data should be readily storable,
7. "Hash' and noise should be removable,

8. The time lag from test to final report
should be minimized, and

9. Human error should be minimized.

The shock spectrum technique appeared to sat-
isfy most of these considerations. Shock spec-
tra are discussed extensively by Vigness [1] and
Rubin [2] ana will not be further explained here.

Shock spectra can be presented graphically,
can be easily stored, and are tisable for design
improvements and laboratory test planning.
However, the validity of ‘he data cannot be de-
termined easily from the shock spectrum. It
was felt advisable, therefore, to include the
acceleration-time history along with the shock
spectrum.

Analog data reduction was considered first.
A type of analog shock spectrum computer was
developed and tested, but was found to have
many disadvantages, including the following:

1. Operation of even a simple andlog shock
spectrum computer requires intervention by a
skilled operator,

2. Human error can be a prol:lem even
with great care, and

3. The plots turned out were less neat
than desired.

Digital reduction was next investigated.
This, it was felt, could materially reduce human
error. The cost, unfortunately, would be high,
but we believed that the advantages of the method
would outweigh this disadvantage.

At present, shock records are kept on mag-
netic tape in analog form. These analog tapes
are then digitized by an Astrodata Model 4101
analog-to-digital converter. Only those portions
of the analog tape containing actual pulses are
digitized. A digitizing rate of at least 15 times
the highest irequency of interest is used; nor-
maily this is choson to be at least 15 times the
cutoff frequency ¢f any low-pass filter used in

. conditioning the analog signal

All further operations are now carried
out on the digital tape. The analog tape is
retained for 90 days in case any portion
needs to be redigitized, and is then available
for reuse.




BRefore any use is made of the digital tape,
a quick-look oscillogran made from the analog
tape is scrutinized jointly by a test engineer, a
dynamicist, and if desired, the design engineer.
Any records showing indications of cable break-
age, zero shift, excessive noise, or other glar-
ing defects are automatically discarded. A plot
of the acceleration-time history of such records
is usually made, but no further reduction is
carried out.

The remaining records are now quickly
checked to decide which ones will be reduced to
shock spectra. In general, records from trans-
ducers placed on cormponents are avoided. It is
felt that such pulses should be treated as re-
sponses rather than inputs. Exceptions to this
rule are made in cz5es where one component is
mounted on another, or where a component ccn-
tains many parts so that the response of the
component case cas he corsidered an input to
the parts. We are always cautious about reduc-
ing data that appear imperfect or invalid. Sel-
dom more than 10 percent of the channels on a
systems test will be marked for complete
reduction.

The digital tape (which contains all the
pulses and calibrations) is now reduced in a
CDC 3600 computer. The flow of information
is shown in block diagram form in Fig. 2.

Some of the options available include:

1. Low-pass filtering to any desired cutoff
frequency,

2. Editing to remove unnecessary points;

3. Plotting of tne acceleration-time history
before or after filtering and editing, or both;

4. Removal of spurious ur questionable
sections; and

5. Computation of the shock spectrum,
which can be plotted or printed, or both.

An option not yet present because of lack of
demand is the computation of the Fourier spec-
trum, but it can be included at any time.

Plotiing is done on a Stromberg Carlson
SC 4020 high-speed plotter. Each plot has any
desired identification printed on it, as well as
the total velocity change of the pulse. Since all
pulses are digitized at a very high frequency,
each pulse contains many unnecessary points.
Editing reduces the number of points.

All the digital points are scanned in turn.
I the omission of any point would result in an
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Fig. 2 - Digital shock data reduction

error exceeding some predetermined percent-
age of full scale, that point is retained. The
process is shown diagrammatically in Fig. 3.

Editing removes much of the "hash' and
noise, resulting in a cleaner plot. The effects
of editing at 1, 2, and 5 percent of the calibrate
ievel are shown in Figs. 4, 5, 6, and 7. The
associated shock spectra (Figs. 8, 9, 10, and
11) show that the edits have resulted in only
very minor deviations in the shock spectra. A
standard edit of 1 percent has been selected,
this has been tried on a wide variety of shock
pulses and appears to be satisfactory.

Filtering is accomplished by the digital
equivalent of an analiog filter. The transfer
function of the filtering system is shown in Fig.
12. The transfer function of the filter is

G(s)

2 m

Such a transfer function is given by
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may be compared with the original pulse on Fig. 4.
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ACCELERATION IN G
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Fig. 12 - Filter characteristics
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The computation of shock spectra is rela-
tively simple, but somewhat more time consum-
ing The input is considered to be piecewise
linear between the digitized points.

Consider a single-degree-of-freedom sys-
tem whose base undergoes an acceleration of
A (t). The equations are developed for an un-
damped system, because the algebra becomes
somewhat involved for a damped system. Damp-
ing is indeed included in the actual computer
programs. Because the input is piecewise lin-
ear, it can be represented by

TR S T S U SR ST O 3)

The response y to a displacement input x
is given by

(4a)
or, in a more useful form for our purposes,

1 2
A, AL AL

(4b)

5
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Using the Laplace transform, we have

CALs) ¢ A(0) « sA(0)

(5)

A)(w)

52 " 2
This can be solved to give values of A, and Ay at
t ot v

Ay(t"t) (3ot )1 -cos . Mty + o0t

Ay(to)

sin Nt o+ A(tn) cos it

- — sin . Nt (6)
and

Av(t*.".t\ (et ) sin Lt s (1 - cos LTt

- vAy(tn) sip .t - Ay(tn) cos ..t .

(7
The time interval t is chosen to be 1/20

of the natural period, or less when required to
maintain piecewise linearity over the interval.




Maximum (positive) and minimum (negative)
response spectra are plotted for 0, 3, and 10
percent of critical damping in Figs. 14, 15, and
16. It is also possible to plot the envelopes of a
number of spectra. K desired, the spectrum of
the relative displacement between the component
and the base can also be plotted.

Any frequency limits c- 1 be chosen. Fre-
quency steps are logarithmic, so the density of
frequency points is uniform on a log-log scale.
We have presently standardized on frequencies
increasing by iniervals of 10 percent.

Choosing a suitable laboratory test is essen-
tially a hand operation, but requires very little
time. Transparent overlays of normalized ideal
laboratory pulses (half-sines, triangles, haver-
sines, etc.) have been plotted on all the log-log
scales used for spectrum plots. The overlays
are shifted on the spectrum plot until the spec-
trum of the laboratory pulse just envelopes ti-e
spectrum of the environmenta!l pulse, as shown
in Fig. 15. The spectrum of a 420-g 8.3-msec
half-sine envelopes the spectrum of the environ-
mental pulse.

SECOND PULSE -- 2 KC FILTER

1 PERCENT EMT

At the beginning of our program, designers
were somewhat unwilling to utilize shock spec-
trum data because of unfamiliarity with the tech-
nique. Also, as Fig. 15 indlcates, the labora-
tory test pulse very much exceeds the environ-
mental pulse in both amplitude and velocity
change. This must be explained to the designer.

Direct asslstance is given to design engl-
neers in applying the method. The advantages
and limitations of tre technique have been ex-
plained in short lectures. As a result, consld-
erable enthusiasm has been generated in design
and test organizations.

One of the outgrowths of the automated sys-
tem has been a reduction in the time lag from
test to final report. This ls due largely to the
elimination of hand annotation of oscillograms.
The appearance of reports has also been en-

- ced. Another benefit is the ease of storage
ai the Sandia Environmental Data Bank. Because
all records have been scrutinized by a knowl-
edgeable grcup of engineers and only the most
significant are chosen for spectrum reduction,
it can be assumed that nearly all the spectra
are significant and valid.
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The automated shock data system has not
yet been developed into its final format. Changes
and improvements are in process at all times.
However, the uiility of the system has already ACKNOWLEDGMENTS
shown itself in the relatively short time it has
been in use. It is expected that eventually all
of Sandia's shock data will be reduced by this

system, resulti.. in considerable improvement
in the utility of the data.

R. W. Bradshaw developed the data handling
programs. A. R. Nord assisted in the shock spec-
trum program.
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DISCUSSION
Mr. Holland (Allied Kesearch Associates):

Is the digital response computed at every digital
input point ?

Mr. Murfin: No, it is independent of the
digital input frequency. We use 20 points per
cycle, which gives a maximum error of about
1 percent according to Gertel's curve.

* » *
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AUTOMATED ANALOG METHOD OF SHOCK ANALYSIS

F. X. Prendergast
Bell Telephone Labuoratories
Whippany, New Jersey

An aulomaled analog melhod for delermining 1he frequency response of
various second-order syslems 10 shock inputs is described. The method
can be used 10 perform sheck specirum analysis and to study shock re-
sponse of various 1lypes of nonlinear syslems.

The unioue fealures of 1his melhod are: (a) 1he analog program is de-
signed 10 be used wilh a4 medium-sized analog romputer; (b) automatic
frequency slepping is accomplished by the use of muliipliers in the
analog of the second-order syslem, instead of potenliomelers; and (c)
1the operaling mode of the computer can be slaved to shock pulses,
either synihesized wilhin the compuler or recorded on magnetic 1ape.

The paper also describes two melhods of plotling frequency response:
a simplified technique which results in a bar graph presenlation, and a
peak deleclion and sample-hold technique which resulis in a poini-10-
poinl plol. An x-y plotter can be used as a readoul device for einher o1
these melhcds.

, “xamples are given which demonsirate 1the use of 1he meihod in oblain-
| wng shock specira. A study of a typical nonlinear syslem's response 1o

shock inputs 1is also presented.

F. X. Prendergasi

INTRODUCTION

The analog computer is an excellent tool
for solving linear and many types of nonlinear
second-order differential equations. It is par-
ticularly suitable for determining system
response-time histories and rapidly assessing
the effects of various parameter changes on
system response. Conversely, using the anaiog
computer to determine frequency response
functions requires a great deal of tedious

operator time to change parameters, record
peak values, and plot results.

It would be helpful if an automated program
could be developed to perform these routine
functions. Obviously, if an analog facility is
large enough and is equipped with serve-set
potentiometers, automation is no problem. The
purpouse of this paper is to describe an auto-
mated method for determining the frequency
response of various second-order systems to
shock inputs, which can be used with the usual
assortment of amplifiers, integrators, multi-
pliers, and comparators.

A STEP TOWARD AUTOMATION

The automated analog computer method for
determining the frequency response of various
systems can be best described by applying it to
the linear single-degree-of-freedom system
shown in Fig. 1. The maximax response oi this
system, x, to a shock input § applied at the
base is the familiar acceleration shock spec-
trum. The differential equation of motion for
this system is
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where is "¢ undamped natural frequency ~f
the syster." .ad is the damping ratio. This

can be writtcn in terms of the single variable
x . by making the substitution

R 2
Equation (1) now becomes

<, -2k, -, V. 3)

The usual analog computer program for
Egq. (3) s shown in Fig. 2. The analog symbols
used are from the EAI Handbook [1]. H this
program is used to perform a frequency re-
sponse analysis, the two potentiometers must
be adjusted tor each new frequeacy considered.
Obviously, then, the first step toward automat-
ing the system is to replace these potentiome-
ters with devices that will also perform the pe-
tentiometer functivn, but can be controlled
electronicaliy rather than mechanically. The
quarter-square multipliers are used for this
purpose. The aralog program for the single-
degree-of -freedom system, using multipliers
instead of potentiometers, is snown in Fig. 3.
As is evident, this program allows the frequency
parameter to be changed quite easily by supply-
ing a voltage to the two multipliers. The
program has zdditional features which are not
immediately obvious. One potentiometer can
now oupply a voltage which represents , and
also control the abscissa of the x-y plotter.
This dual conirol allows the frequency to be
changed by any arbitrary amount without the
necessity for reading actual potentiometer val-
ues. No matter what frequency is chosen, the
response will appear in the proper position on
the plotter.

Fig. 2 - Conventional analoy
computer pregram for single-
degree-of-freedom system
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Fig. 3 - Analog program, single-degree-
of -freedomn system with multipliers

This first step provides a semiautomatic
program which can be used in cases where the
setup time for a fully automated system is not
justified. Although the need for an operator is
not eliminated, his task is made much less
tedious. This approach is particularly useful
in cases where the frequency response of a
system to only one or two types of pulses is
recuired.

The 'O’ and "R’ symbols on each of the
integrators in Fig. 3 represent operate and re-
set voltages supplied by the mode control cir-
cuit which will be described belcw. In the case
of integrators 10 and 11, the "O” voltage is
connected to the operate relays of the integrators
and the "R” voltage is connected to the reset
relays of the integrators.

MODE CONTROL

The next step in automating the analog pro-
gram is the provision of a means of cycling the
operate-reset modes of the computer. Two
methods are presented. The first is to be used
when the shock pulse is iaternally generated in
the computer. In this method the cycle timing
can be chosen by the operator and even changed
during a run to speed vp the program. The only
requir2ment is that the operate time is long
enough to allow the response to reach its peak.

The second method is used when the input
pulse is stored on a magnetic tape loop. The
cycle time for this case is fixed by the length of
the tape loop. The only freedom that the oper-
ator has in operate time is that he can skip a
cycle if it is necessary to increase the operate
time.

Mode Control — Internally Generated
Pulse

To control the cycle time of the computer,
an asymmetric sawtooth is generated using one
integrator and two comparators as chown in
Fig. 4. The output of integrator 15 in Fig. 4 is




the required sawtooth shown in Fig. 5. When
the slope of the sawtooth is negative, the com-
paraior terminais ar> in the positive position,
and when the slope of the sawtooth is positive
the comparator position is negative. Thus, one
pair of these comparator terminals can be used
to supply operate and reset voltages to the
single-degree-of-freedom system. As inte-
grator 15 operates continuously, the integrators
of the single-degree-of-freedom system wiil
alternate between the operate and the reset
modes. The three potentiometers 30, 31, and
32 in Fig. 4 are used to coatrol the duration of
operate and reset times.

Fig. 4 - Mode control program,
internally generated pulse
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Fig. 5 - Mode control cycle
waveform, internally gener-
ated pulse

Mode Control — Magnetic Tape
Loop Pulse

The objective in this case is to generate a
wave similar to that of Fig. 5, but 5laved to a
sigr 21 on a magnetic tape loop. Figure 6 shows
the unalog program which prcduces this wave.
The puise to be analyzed and a trigger pulse
are fed from the tape loop to the computer.

The forcing function is fed into a sum=.ing am-
plifier where any unwanted dc component can be
biased out. It the magnetic tape is noisy, follow-
ing the pulse, the output of amplifier 42 can be
fed to a gating device to eliminate the noise.

This gate will be discussed later in more detail.
The trigger pulse is a rectangular pulse which
is recorded on a separate track just before the
pulse to be analyzed. The trigger pulse throws
the contacts of comparator 38 to the negative
side. These contacts are locked in this position
until the output of integrator 15, which is put in
the operaie mode by the comparator, reaches a
high enough voltage to reverse the process. The
wave produced by integrator 15 is shown in Fig.
7. The operate-reset modes of the single-
degree -of-freedom system are slaved to the
mode of integrator 15.

CotmATE
-10—(3) I 30) * rmLav VOLTAGE

Fig. 6 - Mode control program,
tape recorded pulse

TME —
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Fig. 7 - Mode control cycle
waveform, tape recorded
pulse

FREQUENCY STEPPING CIRCUIT

Figure 8 shows the computer program for
the frequency stepping circuit. Its lunction is
to provide a voltage - which represents fre-
quency in the single-degree-of-freedom system.
It must provide a constant voltage when the main
system is in the operate mode, and increase (or
decrease) this voltage by a prescribed amount
when the main system is in its reset mode. This
is accomplished by operating integrator 03 dur-
ing the main system resct cycle and holding
integrator 03 during the operate cycle.

Potentiometer 00 controls the rate of
change in . This rate is positive as shown in




Fig. 8 - Frequency step-
ping program

Fig. 8, but it could be reversed merely by
changing the polarity of the reference voltage
supplied to potentiometer ¢0. Potentiometer
01 provides a means of starting a run at any
arbitrary initial frequency.

PULSE GATING

As menticned above, it is sometimes ne:-
essary to gate the input pulse when the magr.etic

tape loop has excessive noise folluwing the pulse.

It is also necessary to provide a similar type of
gating circuit for computer generated pulses. For
instance, if the pulse to be generated and analyzed
is a half-sine wave, it is produced by starting a
sine wave generator, which can be programmed
on the computer, at the beginning of the operate
cycle. A gate is then used to cut off the sine
wave generator after one-half cycle. Figure 9
shows the computer program for gating the input
pulse. An input function is fed through the relay
contacts as shown. These contacts are opened
when the output of integrator 21 reaches a pre-
set negative voltage. Potentiometer 22 controls
the length of the gate.

FROM FUNCTION
GENERATOR

[26) & ©

GATED FUNCTON

+10—22) I
R
+10—(18)

Fig. 9 - Pulse gating program

PLOTTING

In the system under aiscussion, it is neces-
sary to find the maximax response of the single-
degree-of-freedom system at each frequency,
and plot this value as a function of frequency.
One simple technijue is to rectify the output
using the program shown in Fig. 10, and plot
the rectified signal as a vertical line on an x-y
plotter. The horizontal position on the graph
can be controlled by the voltage which repre-
sents x in the second-order system. The pen
of the plotter can be raised and lowered in the
proper :equence b, slaving it to the operate-
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reset cycle of the second-order system. Fig-
ures 11 and 12 are typical of the type of graphs
produced by this method.

[\] | 2 3 4
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Fig. 11 - Maximax shock
spectrum, unit rectangu-

lar pulse, " =0
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Fig. 12 - Maximax shock
spectrum, unit half-sine
pulse, "~ = 0

One disadvantage to this simple plotting
program involving the low-frequency response
capability of the plotter is the possibility of pen
overshoot influencing the peak detection. Be-
cause of this limitation, the programs shown in
Figs. 13 and 14 were added to the system. The
program in Fig. 13 is a peak detection circuit
while that in Fig. 14 is a low-pass sample-hold
circuit. The output of the rectifier is fed through
the peak detection and the sample-hold circuits,
and then to the x-y plotter. Bar graphs similar
to Figs. 11 and 12 can also be drawn with this
setup, but now the real-time frequencies of the
second-order system are not limited by the
pen response.
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Fig. 13 - Pexk detector
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Fig. 14 - Low-pass sample-
hold program

By programming the pen to drop for a
short period of time after the main system has
been reset, a point-to-point j.lot such as shown
later in Figs. 20, 21 and 25 can be drawn. The
analog program for this circuit is shown in

Fig. 15.
n} 0——=TO PEN CONTROL
=

Fig. 15 - Pen control program,
point-to-point plot
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OPERATION OF OVERALL
PROGRAM

Figure 16 shows the complete analog com-
puter program for the response of a single-
degree-of-freedom system to a half-gine pulse.
This specific case is used to show the functions

of several of the major elements in the program.

Figure 17 presents a series of graphs which
show the relationships of these major elements
with respect to time. The three complete cycles
shown represent the operation of the system at
three diiferent frequencies. Graph a is the out-
put of integrator 15 which is the principal ele-
ment in the mode control and gating circuits.
Note how the operate and reset modes corre-
spond to the slope of the asymmetric curve.
Graph b represents the gated input pulse which
occurs at the beginning of each operate cycle.
Graph c represents the output x of the single-
degree-of-freedom system. For this example,
the damping of the system was set at zero.

41

Each of the three cycles shows a different re-
sponse corresponding to the three separate fre-
quencies of the system. Graph d shows the
output of amplifier 38 which is the absolute
value of the response x. Graph e is the output
of the peak detection circuit, amplifier 18.
Note that ithis curve holds the peak of the rec-
tified output until the syste m has reset. Graph
f shows the output of the sample-hold circuit,
amplifier 06. Note that it samples the peak
value of the response during the operate time
and holds this value during reset time. Graph
g shows which part of the outp':t of the sample-
hold circuit is actually plotted. The short
dashed lines of this graph represent the pen
writing time. Graph h is a plot of the output of
amplifier 05 which represents the frequency

f the system. Note that this maintains a con-
stant value during the system operate time and
increases during the system reset time.

The potentiometer functions in Fig. 16 are
tabulated below:

Potentiometer Functicn

No. 00 Frequency increment control.

No. 01 Initial operating frequency.

No. 06 Amplitude of gated forcing
function.

No. 07 Low-pass filter response
control.

No. OR Same as 07; same setting if no
gain is required.

No. 13 Amplitude of sine-wave forcing
function.

No. 18 Length of pulse gate.

No. 22 Same as 18.

No. 25 Damping of responding second-
order system.

No. 26 Damping of sinusoidal forcing
function.

No. 27 Frequency of forcing function.

No. 28 Same as 27.

No. 30 Amplitude of sawtooth wave-
form.

No. 31 Length of operating cycle.

No. 32 Length of reset cycle.

No. 33 Plotter pen writing time.

ACCURACY

Since the purpose of this paper is to discuss
automation of an analog program, and not analog
computer programraing itself, only inaccuracies
introduced by automation will be considered.
One such inaccuracy is caused by substituting
multipliers, which are nonlinear devices, to
perform the linear function normally done by
potentiometers. The degree of inaccuracy can




Fig. lv - Automated analog computer diagram for
shock spectrum analysis of half-sine pulse
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Fig. 17 - Typical readouvts of subprograms
in automated system

best be seen by examining the shock spectrum
of a rectangular pulse as shown in Fig. 11. The
analytic solution indicates that the spectrum
shculd have a constant value of two for normal-
ized frequencies higher than 0.5. The graph ir
Fig. 11 has a slight waviness to it with an error
of about 1 or 2 percent. This is due to the non-
linearity of the multipliers. This error can be
kept to a minimum by properly magnitude scal-
ing the multipliers.

The only other inaccuracy introduced in
the automated program 1s ir the leakage of
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the peak d:tector circuit. This can be mini-
mized, and almost eliminated, by proper diode
selection.

It is felt that the automated program elim-
inates the chance of human error in reading
poientiometer settings. As mentioned previ-
ously, the conventional method of {requency
analysis involves the tedious job of setting two
or three potentiometers for each irequency in
the desired spectrum,




APPLICATION TO SHOCK
SPECTRUM ANALYSIS

Throughout the description of the automated
frequency response system we have been using
a maximax shock spectrum as an example. Fig-
ures 11 and 12, mentioned above to illustrate a
type of plotting, represent maximax shock spec-
tra for the classical rectangular and half-sine
shock pulses. Figures 18 and 19 are also shock
spectra of classical pulses. Figure 18 is the
spectrum of a terminal sawtooth, and Fig. 16 is
that of a damped sine wave. Figure 20 is the
same spectrum as in Fig. 19, but using the alter-
nate plotting system. Figure 21 is an example
of a shock spectrum of a real pulse analyzed by
this automated program. This pulse was re-
corded during a recent missile firing. The
shock spectra of the above-mentioned classical
pulses agree with those published by Jacobsen
and Ayre [2).

ACCELERATION RESPONSE i

2 3 4
FREQUENCY - ¢!

Fig. 18 - Maximax shock
spectrum, unil lerminal
sawtooth, " = 0
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Fig. 19 - Maximax slock
spectrum, unit ~ mped
+ ae pulse,” =0,ba graph
presentalicn

Though each of the examples given are for
maximax spectra, it would be a simple matter
to piot the residual or even the Fourier spectra
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Fig. 21 - Maximax shock specirum of
pulse recorded during recenl missile
firing, " = 0.03, recorded pulse lime-
scaled 1028:1

if desired. If more than one x-y plotter is
availabie, these could be plotted simultaneously.

APPLICATION TO A NONLINEAR
SYSTEM

Up to this point, only the linear single-
degree-of -freedom system has been used in
conjunction with the automated shock response
program. To illustrate its use with nonlinear
systems, we will consider the shock response
of a bilinear single-degre<-of-ireedom system.
This is a system which has different but con-
stant spring rates, depending on whether the
spring is in tension or compression about some
reference axis. The mathematical modei for
this system is shown in Fig. 22.

An undamped system is assumed to facili-
tate the analytic approach (see Appendix) which
will be used as a check on the computer results.




L i. .
T — Fig. 2¢ - Bulinear single-
! 3 degree-of-freedom syslem
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The addition ¢f damping to the computer pro-
gram is obviously a simple step but will not be
considered in this analysis.

The symbols in Fig. 22 represent the usual
vibration parameters and coordinates. The sym-
bol represents the bilinear characteristic of
the spring. It has the following properties:

-1 - 0 when o x 0
4)

0 when x 0

Figure 23 shows the force-displacement char-
acteristic of the bilinear spring. The equation
of motion for the mass in Fig. 22 can be writ-
ten as

mx « k(1. ix, 0. (5)
DISPLACEMENT
[}
R+ )
FORCE

Fig. 23 - Bilinear spring
characteristics

This can be normalized by letting ° &k =~ and
also reduced to the single variable x by mak-
ing the substitution < < - y:

oo Nbe ow, §. (6)

The analoy program for Eq. (6) is shown in
Fig. 24. It is the same as that of a linear
single-degree-of-freedom system except for
the half-wave rectifier which represents the
function. As shown in Fig. 24, the ronlinear
parameter can be set at any value from 0 to
1. To illustrate the effect of the nonlinearity
and the use of the automated program, an ac-
celeration response spectrum of the bilinear
system to a unit rectangular pulse is given in
Fig. 25. For this case, was set equal to one.
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An analytic solution for the shock response of
the bilinear system to a unit rectangular pulse
is given in the Appendix. Note that the curve in
Fig. 25 is in complete agreement with Eqgs.
(A-14) and (A-15).

Fig. 24 - Analog program, bilinear
single-degree-of-freedom system
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Fig. 25 - Maximax respounse
spectrum of bilinear zingle-
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OTHER APPLICATIONS

Shock response curves of many other types
of nonlinear systems can be made with this
automated analog program. Hard and soft spring
systems and systems with Coulomb damping and
velocity square damping are just a few of the
possibilities. Almost any nonlinear variation
of the basic single-degree-of-freedom system
can be automated.

The automated program can also be used to
study the response of multi-degree-of -freedom
systems to shock iaputs, although it is doubtful
whether it would be worth automating a system
which is more complicated than two degrees.
With a little variation in the method described
above, it can be used in steady-state frequency
analysis of both linear and nonlinear systems.




In fact, the automation technique discussed in Two methods of plotting frequency response

this paper can be used in almost any situation are also described. The first is a simplified
where a repetitive type operation is performed, technique which merely plots the rectuied out-
and one or two parameters are changed incre- put of the second-order system as a vertical
mentally between operations. line on an x-v plotter. The second involves

peak detection and sample-hold circuitry, but
enables us to operate at much higher real-time

SUMMARY frequencies and to plot either bar or point-to-
point graphs.

This paper has presented a technique for
automating an analog computer program for Examples demonstrating the use of the
determining the frequency response of a program in shock spectrum analysis and in the
second-order system to shock inputs. The frequency respoase of nonlinear systems are
principal feature of the program, which ena- given. It is also pointed out that this type of
bles automation using only a medium-sized automation can be used whenever the conven-
analog computer, is the substitulion of quarter- tional programming technique requires many
square multipliers for potentiometers in the potentiometer sertings between operations.

secsnd-order system. This permits the fre-
quency parameter of the system to be varied by
changing a voltage rather than the mechanical ACKNOWLEDGMENT
shaft of a potentiometer.
The author is indebted to H. R. Buchanan

Automated mode control of the computer for his assistance in the development of this
was described for cases in which the input program and in the preparation of illustra-
pulses are synthesized by the computer, and tions for this paper.

also where they are recorded on magnetic tape.
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Appendix

ANALYTIC SOLUTION FOR SHOCK RESPONSE OF
BILINEAR SYSTEM TO UNIT RECTANGULAR PULSE

Consider the equation of motion of the bi- and
linear system shown in Fig. 22;
X (cos - -1yens tesin sin t. - t. (A-5)
F RS T (A-1)
The maximum positive and negative responses
If the forcing function y is a unit rectangular are functions of . -, or the relation between the
pulse of duration -, the solution for the relative length of the pulse and the natural frequency of
displacement and absolute acceleration re- the system. They can be found by examining
sponses of the equivalent linear system (- 0) Eqs. (A-4) and (A-5). Equation (A-4) has a
are maximum positive value of
X, -%(cns.t~1). 0t i (A-2) 1 ces -. O-
X J (A-6)
X —z-l(l-cos yeos tosin cosin ot). 00t {2'
(A-3) it is never negative. Equation (A-5) ic essen-
tially the equation of free vibration with no
X 1 -vcos t. (A-4) damping. Therefore, the maximum positive
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value will equal the maximum negative value
for From Eq. (A-5) the maximum is

x ma 2 sin 3 (A-7)

The maximax acceleration is the maximum
of Eqs. (A-€) and (A-7). This is found to be

i 2 sty 0
(A-3)
] & 5
Since the bilinear system is piecewise
iinear for values of « , which are either all
positive or all negative, the above solution for
the linear case ( ) can be used as an aid in
finding the response of the bilinear system to
the rectangular pulse.

According to Eq. (A-2), the relative dis-
placement is always negative during the pulse
time. Thus the effect of nonlinearity can be
ignored for this part of the solution. Equation
(A-2) is valid for all values of , the bilinear
parameter. To find the response after the
pulse, we make use of the fact that the system,
although nonlinear, is in free undamped vibra-
tion. By using the conditions of relative dis-
placement and relative velocity at the end of the
pulse, we can calculate the relative velocity of
the system when », crosses the zero axis:

san (A-9)

2

From this we can calculate the maximum nega-

tive and positive relative displacements for t:

(A-10)

(A-11)

Comparing the responses during and after the
pulse, we find that the overall maximum, inde-
pendent of sign, is the maximum of

3
. S

TTUTTOSIn S
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(A-12)

and

(A-13)

In terms of acceleration, these can be written
as '
X 21. ' (A-14)

sin

and

f2«n.-. 0
{A-15)

Note that for negative values of -, the response
spectrum is independent of and is the same
as for the linear case, which is illustrated in
Tig. 11.

DISCUSSION

Mr. Fitzgibbon (Mechanics Research, Inc.):
What would it cost per plot to use this technique
for volume data production, and how would the
cost compare with that of a similar iob done by
digital analysis ?

Mr. Prendergast: 1 did not mean to leave
the impression that this is meant for volume
work. 1 think it is more useful in studies of

.
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unusual systems, such as nonlinear systems,
than as a tool for shock spectruni analysis.
Actually we use digital methods for pure shock
spectrum analvsis, but where anything unusual
occurs, for example, for finding the effect of
filtering on shock pulses and roll-off of ampli-
fiers, we use this system. It takes about an
hour cr two to set up and 20 minutes to plot
about 40 or 50 frequencies. I do not believe the
method is applicable to production work.

.




VIBRATION DATA REDUCTION TECHNIQUES
AS APPLIED TO SATURN S-lIl VEHICLE

Joseph D. Weatherstone
North American Aviation
Downey, California

J. D. WeLtherstone

LSTRODUCTION

The Saturn S-II contract has resulted in
the largest vibration measurement program in
the history of North American Aviation. Long
before this contract was awarded to the Space
and Information Systems Division in 1961, it
was obvious that existing facilities for vibration
data reduction were inadequate to handie the
quantity of data that would be produced during
the testing and development of the vehicle.

The Saturn S-II is the second stage of Sat-
urn V, the vehicle designed to send the Apollo
space capsule to the moon, The S-II is 33 ft in
diameter, 82 ft lor.g, and will weigh nearly
1,000.600 Ib fully loaded. Power is provided by
five J-2 liquid-hydrogen-fueled rocket engines
with individual thrusts of 200,000 lb. Figure 1
show s a cutaway of the S-II.

VIBRATION DATA REDUCTION
FACILITY

NASA funding for the S-II made it possible
to employ a complete systems coi.cept In the
planning of a new vibration data reduction fa-
cility. Usually such a facility sta:ts with odd
pieces of equipment that are subsequently added
to, the result being something of a hodgepodge.
In such cases, a process or a machlne is apt to

be poorly used because it is Inherently Incom-
patible with other pleces of equipment.

S-II vibratlo. data requirements indicated
that the number of measurements per test would
range from approximately 50 to 100. Test du-
rations would extend from a couple of seconds
to 395 sec or more. With such quallfications in
mind, system requirements were drawn up to
provide the followlng:

1. High-speed analysis subsystem — Thils
is capable of computing the power spectral
density {PSD) or average amplitude of a random
data signal for each of 50 consecutlve frequency
segments over a 3 kHz bandwldth In real time.
(Real time data are original or reproduced data
concurrent with the test being performed.) The
fiiter bandwidths vary from 10 to 100 Hz in
steps compatible with other systems used to
reduce Saturn data.

2. Digital conversion subsystem — This Is
capable of converting data from the high-speed
analysis subsystem to a digital format recorded
or 1/2-in. magnetic tape suitable for process-
ing on a digital computer.

3. Detail analysis subsystem — This is ca-
pable of producing analog plots of PSD, cross-
spectral density, and transfer functions.

4. Perlpheral equipment — This is capable
of reproduclng data from the originally re-
corded format, and 1s necessary In making the
facllity self-supporting.

Responsibllity for the fabrication, installa-
tion and acceptance -testing of the entire system
was delegated to the manufacturer. The equip-
ment ultimately designed to accomplish this Is
shown in Flg. 2. The detail analysls subsystem
on the left consists of 2-1/2 channels of a typi-
cal heterodyne swept-fllter analyzer system.

A single switch on the front control panel de-
termlnes the mode of operation, permitting




1 - Saturn S-1l cutaway

Fig.

2 - Vabration analysis and cycle count system

Fi,
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either an independent ¢ - “ynchronous operaiion
of the two channels. The system components
may also be combined to produce a transniissi-
bility function. coherent and quadrature spec-
trum. or transfer function. A central monitor
point ean be switched on to monitor each basic
step of the computation in each chamnel. In this
manner, an overal! system performance check
can be made in a matter of seconds.

The two tape recorders on the left are ca-
pable of recording on. or reproducing from,
either 1 2- or 1-in. magnetic tapes in FM or
direct-record formats. These recorders op-
erate in the recl-to-reel or loop mode with
equal ease,

Deniodulation equipment contained in the
next equipment rack is capable of demodulating
IRIG-FM-multiplexed daia signals and single-
sideband multiplexed signals. The following
two racks house oscillograph recorders which
use direct-write or processed paper.

I'igure 3 shows the high-speed analyzer
subsystem (HSAS) in detail. It contains 50
identical circuits, each incorporating a crystal
type bandpass filter. These filters provide the
systen. with = much finer frequency resolution
than that obtainable with analyzers using
magnetostrictive type bandpass filters. Oper-
ating modes selecied from the front panel make
provisions for random or periodic data, power
or linear amplitude, and smoothed or integrated
output. The period of integration can pe varied
from one to 99 sec in 1-sec steps. The data

input to the analyzer is in real time. The cu!-
put of the analyzer is normally rovted from a
solid- state high-speed multiplexer te an analog-
to-digital copverter, and on to core storage.
The tinme required to compute a PSD plot can be
as short as 1 sec and the time to record the
plot information less than 1 10 sec. Operating
centinuousiy. the system can pat ou1 a PSD piot
ai the end of each integration time and immedi-
ately start in on the next integration, Other
options for output presentations are an ~scilln-
scope plot, a tabulated plot from a digital volt-
meter (in which case the system cannct operate
in the continuous mode). or a continuous oscil-
lograph presentation of the output 1irom each
filter.

The remainder of the digital converslon
system, the format control buffer (FCB), is
shown in Fig. 4. The FCB receives digiial aata
from the high-speed analyzer, stores it in mem-
ory until a set amount has been 2ccumulated,
and then transfers the entire block of informa-
tion onto magnetic tape. Also connected to the
FCB is an elapsed time-word generator which
operates concurrently with the HSAS. The
elapsed tiree word can be multiplexed in «:th
‘he data for each plot. ¢ abling the nlot to be
referenced back to any significant event during
the test. Data from the analog to digital con-
verter can be accepted at rates up to 24,000
conversions per second. The resulting tape is
compatible with IBM 7094 computers used to
process the data.

The control console, Fig. 5, ties all the
subsystcms together, and contains all the
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Fig. 3 - High-speed analyzer subsystem (HSAS)
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Fig. 4 - Format control buffer

equipment normally required for system set.p,
monitor and control. An example of the sys-
tem's space-for-growth requirement can be
seen by the patchboard located on the console.
(The patch panel is a central point from which
test or data signals can be routed to any piece
of equipment in the system.) A smaller patch-
board could have accommodated the required
interconnections, but the larger board provides
room for growth. Much of the unused portion
of the board, shown here, has been put to use
since this picture was made.

All test and monitoring equipment normally
used during system calibration and operation is
Luilt into the console or equipment racks, with

inpat or output patching provided at the patch-
board. With such equipment ready for irrmedi-
ate use in a specific location, it is difficuit 1o
overestimate the hours this convenience has
saved. Ceriainly the systems concept has
proven itself in the performance of this system.
The convenience of the control panels, monitor-
ing and test equipment, and test points nave
made the system a pleasure to operate a: 1 have
more than satisfied the objectives for which it
was designed.

VIBRATION ANALYSIS PROGRAM

The vibration analysis system was pur-
chased with a specific data plan in mind-that of

Fig. 5 - Control console




using a high-speed analyzer to perform a quick-
look analysis ci all vibration data acquired dur-
ing a test and a digital araiyzer to verifv the
results. The principal : rm of output is 2 mag-
netic tape which can be processed on an IBM
7094 computer. Froin this, it becomes possible
to define special points of interest occurring
during certain test measurements. If indicated,
a more detailed anzlysis can be performed by
the detail analysis subsystem.

A computer program was prepared to scale
the data. This would use the transducer cali-
bration, tabulate the data point by point, and
plot the results of each PSD analysis on log
paper with a Stromberg-Carlson 4020 plotter.
A typical plot is si own in Fig. 6.

Output from the high-speed analysis sys-
tem was checked many times against the detail
analysis system. Differences in results were
largely attributed to the bandpass filter char-
acteristics of the two analyzers. In addition,
various operator techniques were taken into
consideration. However, the results have ade-
quately provided the quick-look analysis origi-
nzlly sought.

Variations in integration time were inves-
tigated, and little difference, if any, could b2
attributed to this factor. Eventually, however,
it was determined that ten plots per measure-
ment, per test, were optimum except for very
short test durations. Consequently, each test
length was divided by ten, and the result was
used for the integration time.

This plan worked well on early tests where
a jarge amount of data had not yet been ac-
quired. However, on following tests, more
measurements were recorded, and over 500
data plots were obtained. These plots provided
a fairly accurate three-dimensional measure-
ment picture, and were especizlly useful in pin-
pointing instrumentation failures occurring
during a test. Nevertheless, usefulness of the
data was restricted by sheer quantity and the
limited number of man-hours available to ana-
lyze it.

To alleviate the problem, the digital com-
puter program was expanded to summarize all
data obtained from a single measurement in a
single plot. On such a plot, the maximum,
mean, and minimum level PSD are shown. In
addition, the standard deviation at each fre-
quency is computed and plotted. In this way,
most of the PSD information can be summarized
in a single plot, as shown in Fig. 7.

In the future, it is to be hoped that greater
use will be made of the digital computer in
making such analyses. Witk various data avail-
able within the computer, it will be possible to
perform extensive statistical analyses which
could resuit in significant conclusions. For the
present, however, no statistical criieria can
substitute for the efforts of the data analyst.

CONCLUSIONS

Equipment capable of reducing large
amounts of vibration data in a short time has
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Fig. 6 - Stromberg-Carlson 4020 plot
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Fig. 7 - Computer output from high-speed analysis system

been repeatedly demonstrated. However, our
ability to extract and absorb the most signifi-
cant information contained in such data does
not appear to have kept pace with the hardware
developments. One conclusion seems obvious:

with the development of highly efficient vibra-
tion data reduction equipment, the time has
come to place increased emphasis on new
methods for utilizing this source of informa-
tion.

DISCUSSION

Mr. Hughes (Naval Ordnance Laboratory,
White Oak): Did you use a time code generator
to mark your tape so it would searc: for certain
records ?

Mr. Weatherstone: The test tapes we ob-
tained from all tests have a time code already
recorded on them, which we used.

Mr. Hughes: I assume you get a low-
density tape from your analog-to-digital con-
verter. Did you convert this to a high-density
FORTRAN-compatible tape when some other
program language is used ?

Mr. Weathersione: The converter produces
a high-density tape which is not immediate.y
TORTRAN compatible, but the program first
makes the conversion into FORTRAN. The
rest of the program is in FORTRAN.

Mr. Szecsody (Sundstrand Corp.): How
many statistical degrees of freedom did you use
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in the quick-look data? How did you check your
signal-to-noise ratio for the real-time data ?

Mr. Weatherstone: I cannot answer your
first question. To check noise, we generally
measure a recording without any signal and
compare it with a recording with a signal.

Mr. Szecsody: What ave:aging time did
you use ?

Mr. Weatherstone: The averaging time
varies from 2 to 30 sec. Actually it depends on
the length of the test. We might have a 360-sec
test and divide th=t by 10, using 36 sec per
plot.

Mr. Szecsody: Did you use 1/3-octave
charnnels ?

Mr. Weatherstone: No, it is neither a lin-
ear nor an octave analysis. We used a group
of 10-cps followed by a group of 20-cps and




then s group of 50-cps followed by a group of Mr. Weatherstone: We have seen some of

100-cps banapass filters to cover t re 3-kc pand. that too. but I think ve can generally recognize
that.
Mr. Szecsody- I ask the ‘juestion on the
signal-te-noise ratr because vhile | was wor!: - Mr. Gortor. (Pratt & Whitney Aircraft): 1
ing with NASA, there was almost a fetish in re- understand you do not use this method for ana-
ducing data througit machines, with 0 realiza- lyzing very short transients.
ticn that most of the data had a natural frequency
of 60 Hz. Mr. Weatherstone: That is true.
* * *
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DIGITAL ANALYSIS OF SATURN ENVIRONMENTAL
TEST RESPONSE DATA

Daniel J. Buzich
Wyle Laboratories
Huntsville, Alabama

The immense size of the Saturn space vehicles has resvited in labora-
tory environment simulation test programs of large nroportions just to
test structural componeunts. An analysis requiremeat of unprecedented
magnitude arises from the large number of transducers involved. Coa-
ventional analog data acouisition and analysis techniques are toe cum-
Lersome, time-consuming and expensive for the task of acquiring and
aaalyzing up to 576 channels of vibration response data from each of
many test runs. Therefore, a three-position coaxial switch presents
122 transducer response signals at one time to 192 signal conditioning
amplifier systems, which, in turn, present these signals to the on-line
192 channel analog-to-digital computer system. This system can ac-
quire random test data from 576 data channels within a 6-min test dura-
tion and sinusoidal sweep test data from 192 chann=ls at a time. These
data can be acquired over a nominal frequency range of 0 to 20,00C Hz.
They can be analyzed to obtain, for example, autocorrelations, cross-
correlations, power spectral densities, cross-power spectral densities,
amplitude probability densities, joint amplitude probability densities,
transfer functions, coherence function~ input impedances, transfer im-
pedances, transmissibilities, and amp "audes versus frequency. This
paper coatains brief technical descrip.ions of the hybrid analog/digital
computer system, the requirements for converting analog data to digital
form, the methods used to handle large numbers of channels, the anal-
ysis techniques used to reduce the data to engineering terms, and the
accuracies and confidence limits of the results.

Results are included of a special computer program which can numeri-
cally filter the acquired random data into various passbands for more
selective analyses. This technique results in increased resnlution and
accuracy in the lower frequency bands where it is needed. Examples

of the results of this program are presented with an analog comparison.

INTRODUCTION

D. J. Bozich
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Wyle Laboratories has been engaged in
qualificatior .esting of Saturn space vehicle
structures and structural components to ex-
pected acoustic and vibration environments
since 1963. As a result of the immense sizes
of the Saturn vehicles, the large numbers of re-
sponse measurements required from an in-
creased number of test conditions, and the lim-
ited amount of time available for data review, a
unique high-speed hybrid analog/digital data
acquisition and analysis system was developed.
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The computer facil:ty comprises a Control
Data Corporation CDC 3300 digital computer,
an on-line analog-to-digital conversion subsys-
tem, and a primary data .:onditioning svstera.
The overall system is capatle of acquiring up
to 192 data channels at one time and up to 576
data channals during a single test through a
three-posidon coaxial switch before each chan-
nel of signal conditicning electronics. This
system is being used at present to acquire data
from acoustic and vibration environmental tests
of specific full-scale structural sections of the
second (S-II) stage of the Saturn V space vehicle
over response frequency ranges of 5 to 2000 and
5 to 300 Hz, respectively. The system can han-
dle random or sine sweep data over a frequency
range of 0 to 20,000 Hz.

Data can be acquired {rom transducers
measuring the structural response to random
forces and sine sweep forces, The parameters
and methods used to acquire the dzta are cov-
ered in detail in Refs. 1, 2 and 3. The data ac-
quired from a random test can be statistically
analyzed to obtain autocorrelations and power
spectral densities (PSDj, crosscerrelations and
cross-power spectral dengities, amplitude prob-
ability densities, joint aniplitude probability
densities, transfer functions, coherence func-
tions, and mean, variances, standard deviation,
skewness and kurtosis statistical parameters.
Likewise, the data obtained from a sinusoidal
sweep test can be analyzed with deterministic
accuracies to yield amplitudes versus frequency,
transmissibilities, input impedances and mobili-
ties, transfer impedances and mobilities, and
response mode shapes at resonance frequencies.

A new selective and variable handwidth
rancom analysis program is described which
can effectively analyze random data more ef-
ficiently and accurately in about the same time
as required for a constant bandwidth anaiysis.
This program uses numerical low-pass filter-
ing to decrease the frequency vange of the data
successively by octaves. The redundant data
points arethen “decimated" [4, see also descrip-
tion of decimation process later in paper | and
analyzed within each respective octave either
by the constant bandwidth technique or with a
set of constant percentage bandpass numerical
filters. This technique results in increased
resolution and accuracy in the lower frequency
bands where it is needed. Results of " ‘s pro-
gram are coinpared to a constant bz : ith
PSD obtained from a normal analog . 'sis.

ANALOG/DIGITAL DATA SYSTEM

The analog-to-digital data system shown in
Figs. 1 and 2 is directly on line to a digital
computer system which formats and records
the daia on digital magnetic tape. This system
is capabie of acquiring in real time sinusoidal
and random: signals in the frequency rang- from
0 to 10,000 Hz, nominally, and, with somewhat
decreasing accuracy, up to 25,000 Hz.

The analog/digital data system comprises
three distinct subsystems: the data acquisition
and conditiocning system which includes the
multiposition coaxial switch network and the
conventional analog instrumentation, the analog-
to-digital data conver sion sys:em, and the digital
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Tramducers ¢ Date ositian ° Conditioning ultiplexer
o Chonnels b o Chonnels It - o Inputs
| b — | 'n¥ rumentotion
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:'m,du ¢ Dato Posirion
remduees o Chonnels c I
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Fig. | - Multiple switching between matched sets of transducers
to one set of signal conditioning instrumentation
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computer system. These three systems are
required for data acquisition; however, only
the digitai computer system is needed for later
data analysis and data presentation (plotting
and/or printing).

Data Acquisition and Conditioning
System

Figure 1 illustrates schematically the main
features of the data acquisition and conditicning
system. A three-position 192-channel coaxial
switching network on the input to the signal con-
ditioning system allows switching between three
sets of 192 transducers where the correspond-
ing transducers of each set have been calibrated
and matched to the respective signal condition-
ing channel. Thus, a total of 576 input channels
can be arquired during a single test. The outputs
from * .+ 192 signal conditioning channels are
sent to the data conversion system.

Analog data recor-ed on 1-in. 14-channel
magnetic tape can be played back, in either the
FM or direct mode, directly on line to t*.. data
conversion system fo1 digital processing. Up
to eight switch-selected speeds can be used to
reproduce high-frequency data recourded at low
speed, at a speed and frequency range which is
compatible with both the data conversion sys-
tem and the applicable con:puter program. This
feature extends the capa'..iity of the facility for
adapting to special customer requirements.
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Data Conversion System

The analog/digital system presently in-
stalled at Wyle Laboratories is shown sche-
matically in Fig. 2. The data conversion sys-
tem is used on line to convert analog signals
received during a test from 2 channels at a
time to two 12-bit binary words which are
passed on to the CDC 3300 computer system.
The system, which can sample up to 192 data
channels or 96 pairs of data channels in speci-
fied addressable/sequential modes, consists of
the followiag units:

1. 192 channel patch panel, expandable to
320 channels;

2. Two 96 channei multiplexers, expanda-
ble to 160 channels with a 50,000-channel or
sample per second (8ps) maximum sampling
rate;

3. Twou analog-to-digital converters with
differential input, 100-nanosecond aperture
sample and hold amplifiers, and 12-bit resolu-
tion, capable of 60,000 conversions per second,
and

4. Control and interface logic with two 12-
bit communication channels, a 100-ksps control
oscillator which yields 50, 25, 12, and 6.25 ksps
system sampling rates, and a special 96-chan-
nel 100-ksps "flip-flop" mode.

o




The analog.digital data system incorporates
a dual controller such that each A/D channel can
be automatlcally addressed independently, allow-
ing greater ilexibillty in submultlplexing at bigh
sampling rates. The dual controller has two
controller and interface logic unlts, each of which
has a 12-bit communlcatlon channel; the dual
controllers are synchronously operated at 50,
25, 12.5, and 6.25-ksps system sampling rates.

Characteristics of the analog signals ac-
ceptable to the system are signal input level + 1
voli with peaks up to t4 volts, source resistance
less than 1000 ohms, and frequency range up to
10,000 Hz (nominally) or up to 25,000 Hz with
reduced accuracy (sharp iow-pass cutoff at
25,000 Hz).

Analog Magnetic Tape Transport
System

The Sangamo Model 4784 magnetic tape
transport, preseatly connected to the computer
facility, has the following features: 14 coaxial
cables to data coaversion system; remote con-
trolled in computer facliity; 14 channels each
FM record and reproduce electronlcs for 5
speeds with 14 channels direct record-reproduce
electronic¢s readily obtainable for any or all 8
speeds; 5 speeds (switchable) 1-7/8, 7-1/2, 15,
30, and 60 ips wlth 3.375, 13.5, 27, 54, and 108
kHz IRIG Intermediate-band center frequencles,
respectively, with plug-in electronics for addl-
tional 3 speeds readilv obiainabl. tape shuitle
feature; tape speed servo control; iape loop
capstan drlve capability for loops up to 250 ft;
volce electronlcs; wow and flutter compensation
electronics; 16 VU meters; and up to 50 ma out-
put current.

Digital Computer System

A Control Data Corporation CDC 3300
digital computer comprises the basic system
for controlling the on-line real-time data ac-
quisition operation, storing the acquired digital
data, analyzing the data subsequent to the test,
and presenting the results in printed and/or
graphic form. The initial system configuration
shown in Fig. 2 has the following components:
magnetic core storage module with 16,384 24-
bit words and a memory cycle time of 1.25 ,.sec
per 24-bit ward; floating point hardware; central
prucessing unit with four 1Z-bit input/output
communication channels; console and input/output
typewriter; four digital magnetic tape recorders,
each of which has a maximum transfer rate of
120,000 6-bit characters per second (30,000
words per second or 60,000 sps), two tape
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transport controllers; high-speed card reader,
which reads 1200 80-column punched cards per
minute; high-speed line printer, which prints
1600 136-column lines per minute; Calcomp in-
cremental X-Y plotter, which plots up to 300
points per second 0.01 in. apart in both thz X-
and Y-directlons; data conversion system; and
remote-controlled Sangamo 4784 14-channel FM
record-reproduce magnetlc tape transport
system.

Some of the outstanding features of the sys-
tem for data handling are true high-speed buf-
fering capabill‘s; extremely fast 24-t1t fixed
point arlthmetlc (2.5 usec 24-bit add, 12 usec
24-blt multiply, 12 usec 24-bit divide) with 48-
bit arithmetlc; extremely fast and reliable
digltal magnetlc tape recorders with forward
and backward read capability; and basic 24-bit
word and ease of interfacing 24-bit communlca-
tion channel.

ACQUISITION AND ANALYSIS OF
BANDWIDTH-LIMITED RANDOM
RESPONSE DATA

On-Line Acqulsltion Parameters

Suppose the time series x,;, i= 1,2, ... , N
represents a perlodically sampled bandwidth-
limlted response signal which has a maximum
(Nyquist) frequency component f,. (The Nyquist
frequency fy is that frequency which is equal to
one-half the sampling rate and for whic!. 'alias-
ing" errors {4] will occur for thcae data whose
frequencies are above fy.) The required peri-
odlc sampling rate of h = 2fy samples per sec-
ond yields a record length of N samples taken
over a period of time Ty seconds, where

()

and Ty is the maximum effectlve record length.
Choosing an effective resolution bandwidth %,
determines a period nf time defined as the max-
imum lag length T_, where

N = hTy samples

Hz .

L1
L (2
mn
Likewise, a choire of the maximum number of
statistical degrees of freedom (dof) £ associ-
ated with a desired confidence level will deter-
mive the required record length Ty, since
LO2TW, - 2T, T . (3)
Figure 3 illustrates the reiationships of confi-
dence levels with £. A maximum number of
discrete time lags m can be determined from
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the maximum lag length T_:

m= h'l'"1 samples ,

4)
which is similar to Eq. (1).

By substituting Eqs. (1) and (4) into Eq. (3),
the following equation for £ is obtained:

L= M, (5)

and, it is reauily seen that for large &, m << N.

Sampling Requirements

The data conversion system has a fixed
maximum sampling rate h, but since the data
require only a sampling rate s  2f, per data
channel, the number of charnels which can be
effectively multiplexed together is given as

4 - integer part of {h st . (6}
Thus, the first ' channels are submultiplexed
sequentially repeatedly until either ‘N samples
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have been obtained or until T, seconds have
elapsed. Switching to the next set of # chan-
nels, the process is repeated until N samples
from all the channels have been acquired. Table
1 contains a chart of the maximum number of
channels ¢ which can be multiplexed together
for various combinations of the maximum sys-
tem sampling rate h and Nyquist frequency fy,
where the individual data channel sampling rate
s - 2fy.

The channels within a gro:p, which have
been submultiplexed together, are related with
only a constant time delay between sampled
pairs of the channels within the group. This
time delay is equal to the number of sample
time increments separating the consecutive
samples of the respective pair of channels. This
sampling difference causes the subsequent com-
putation of the crosscorrelation function to be
shifted along the time axis by this incremental
time delay. The resulting apparent error can
be eliminated by reestablishing the time origin
to account for this shift prior tc computing the
cross-power spectrum [5}.
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TABLE 1
Nyquist | Cutoff T
Freq.2 | Freq.® | 5120 10,240 | 20,480 | 40,960
Sps | Sps Sps Sps
25 1/1024 | 2048 | 4096 | 8192
5.0 2| 512} 1024 | 2048.! 4096._
10 4| 256 512 J o 177 k
20 8| 128| 256 J -~y lT--- ;
40 16| 64; 128 [ ""--- L
80 32| 32| 64| “Tt--l L - .
160 64] 1el 32 ] “v-- | "To--d
320 128 8 16 -4 _"~~-- [T
640 256 4 8-{.. 7= o
1,280 512 2 N R S
2,560 1,024 1 P2 St S
5,120 2,048 1 B PP
10,240 4,096 1 =
20,480 8,192 1
40,960 16,384
81,920 | 32,768
163,840 | 65,536
327,680 | 131,172
655,360 | 262,344

3fN, where s - 2fy.
bfc. where s = 5f .

Channels sampled at totally different times
{i.e., in different groups) cannot be successfully
related due to the large time delay between the
respective channels and the complete lack of
information to compute the crosscorrelation
function at these extreme time delays (» ~ N).
However, all of the channel pair combinations
are usually not required; hence, channels which
are to be interrelated are grouped together.

The data, when acquired and recorded on
digital magnetic tape, are ready for retrieval,
nrmerical filtering, analyses, and plotting.

Data Retricval

Seppose that R random acceleration re-
sponse data channels were acquired from a
struczure excited by appiied randcm forces and
recorded during the test on digital magnetic
tape. If the R dat: channels were muitiplexed
in grou.s of ¢ channels, then the records re-
quire demultiplexing to obtain and identify the
separate acceleration response time series
Wooino L2 JRi 1,200 W), consisting of K
samples each. Thus, the data which were sam-
pled within the same submultipiexed groups
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(during the satae time) can be found for later
analyses.

Numerical Filtering

The retrieved data can be numerically fil-
tered to isolate particuiar bands of frequencies,
such as octave bands. Of particular interest
here are low-pass and bandpass filters. The
low-pass and bandpass filter functiuns, respec-
tively used in this regort, are defined in dis-
crete form [6] in the iollowing equations:

VR (] e

By
k
and
a V[ (2]
K — co n-
[ i (sin 2".'1ftp)1| (®)
CHens 2t (LS TRV]
ok ty J
where

. = filter cutoff irequency,
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o = center frequency of passband,;

-
n

half-width of passband;

~
n

« = k s = incremental time;

=
n

0,1,2,...,4 2f_; and

ber of zero crossings of (=in 2-f_t, )t
independently of f_.

The response time series w,, is filtered to ob-
tain the filtered time series &  °

-8 Zlc

P 1 1 -
¥oi © T2 2 T Wi &l - (9)
k=- 8. 2f

<

"Decimation’

When data, which are sampled at s - 2fy
8ps, are low-pass {iltered with a cutoff fre-
quency f_ - fy/2, thereby removing half of the
frequency content of the data, these data can be
"decimated" [4] or reduced by a factor of two
by computing only every other filtered data
point « o~ i-1,3,85,.
These "decimated” data will have an eifective
sampling rate s and Nyquist frequency f, one-
half that of the original unfiltered data. This

parameter which determines the num-

.N (N odd or N- 1, Neven).

process can be repeated by passing the decimated

filtered data through the same filter; however,

the second time through the effective sampling

rate s is again reduced by 2, and, therefore, so
are N, fy and f_. These data are in turn deci-
mated by computing every other filtered value,

and so forth.

Thus, by constructing one numerical filter
function and one "'decimation’ process, a series
of low-pass filtered data sets can be obtained,
each congecutive set containing one octave less
frequency range than the previous one, and also
one-half as many data values at one-half the ef-
fective sampling rate. Figure 4 and Table 2

iilustrate the filtering and "decimation" process.

LCata Analysis

The following discussion will assume that
one of the above filtered and ""decimated'’ data
sets is being analyzed and in the cases where

two channels are being analyzed jointly, the cor-

responding low-pass data are used. The anai-
veis procedures are the same for each set of
low-pass data.
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The sample mean value w, of the nth rec-

ord of the bandwidth-limited & . is obtained
from the equation
1 ¢ =
. 1Y i (10)

where n_ 1.2, ... R. Transforming the data
record ¥ . by subtracting the sample mean
value from each of the N samples of = ., the
fouowing equation is written:

ni?

w.ooow. -
ni ni ~ Y-

1y

where ¥ . is the transformed acceleration
response time series with zero mean.

The crosscovariance functions !’ p(T'8) of
the nth and pth data records estimated at the

points t-=r's, r=9,1,2,....m << N are de-
fined by the equation
1 N-y - -
np('/') TN-r Z Yo 'p(i’f)
i=1
(12)
1 N-o¢ . N
f~°"(r'.) = N Z 'pi ':’l(i"“
i=1
where r = lag number = 0,1,2,..., m<< N,
TF.2 crosscovariance function I, reduces to
the autocovariance function I’ when n = p.
The crosscovariances [, and I'on Can each

be normalized by dividing them hy

thus obtaining the crosscorrelation functions
Yap and 7,,. Likewise, I' (r’s)1 (O is the
autocorielation function.

Now, the one-sided cross-power spectral
density function S_,(f) is calculated at the
m+ 1 gpecial frequencies

ify
it = (13)
vhere j =0,1,2,...,m, thus providing m/2
«ndependent cross-spectral estimates since
spectral estimates at points less than 2fy'm
apart will be correlated. Therefore,

ifN)
Snp (T :

where

(14)

e \Tm

()] e (5)
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Fig. 1 - Flow diagram of selective bandwidth analysis option
and variable bandwidth analysis option
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1 -
b 23 (@)W )] e
r 1 r \
Bo = E[Inp (') Fon ] (20)
y=0,1,2,...,myand r = 0,1,2,...,m

Note from the above equations that
Sh S,n and -, -+5n that is, the sign
of the phase angle is the onfy difference between
the two cross-spectral density functions S, ,
and S_,. When the data are from the same re-
sponse point (channel), n p, B, 0, - 0,
A, wand C S hence, the autocovariance
. and the spectral density function S are ob-

tained directly from Eqs. (12) and (17).
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TABLE 2
Table of Selective Bandwidth PSD Program -- Including a Specific Analysis Example

General Irtormation

Example of Analysis Parameters

Lower | Upper ;‘:: " | Channel | Max. m&' l;rooh?t; Stat. 'll“:gl Tctal
Octave | Octave | Octave Cut :I Sampling | Time g:n q Degrees Sa Samples
No. | Freq. | Freq. F:ei] Rate Lags widtl; Ocp::ve of Free- pl:s. Acquired
1 1 2 2.5 5 - 0.5 4 12.5 500 500
2 2 4 5 10 - 0.5 8 12.5 500 500
3 4 8 10 20 - 0.5 16 12.5 500 500
4 8 16 20 40 18 0.5 32 12,5 500 500
5 16 32 39 78 78 1 32 25 1000 1,000
6 32 64 78 156 7 2 32 30 2000 2,000
7 64 128 156 312 78 4 32 100 4000 4,000
8 128 256 312 625 78 8 32 100 4000 8,000
9 256 512 625 1,250 78 16 32 100 4000 16,000
10 512 | 1,024 1,250 2,500 78 32 22 100 4000 32,000
11 1,024 | 2,048 | 2,500 5,000 78 64 32 100 4000 64,000
12 2,048 | 4,096 | 5,000 10,000 78 128 32 100 4000 | 128,000
13 4,096 | 8,192 | 12,500 25,000 - - - - - -
14 8,192 | 16,384 | 25,000 50,000 - - - - - -
15 16,384 | 22,768 | 50,000 100,000 - - - - - -
16 32,768 | 50,000 | 50,000 100,000 - - - - - —
The estimated power spectral density is sample mean value for first statistical moment
frequency smoothed by Hanning's method which
defines the ""smoothed” S (jfy m) at the m- 1 N
frequencies f - jfym, j =0,1,2,..., m, as o, - %Z A
given by the equations i1
§n(0) = 0.58,(0) + 0.58 (fy'm). j=0 ) sample variance (mean square value) for second
N statistical moment
S (jfy'm) = 0.258 t(j- 1)fy'ml
N
+ 0.58 (ify/m) ?nz = D = N_j_l Z_:l ";"i-"n)z .
+ 0.288 [(j+ 1)fy/ml, > (21)
sample standard deviation (rms value)
i=1,2,3,...,m-1
§n(fN) = 0.58, [{m- 1)fy/m] n © \/;_nr .
+ 0.58 (). i=m

7

The above development is given to illustrate
the computatioral procedure. Cross-power
spectral density is computed in much the same
manner.

A convenient quick-look, pre-test, post-
test, and/or instrumentation calibraticn proce-
dure is to compute thz first four statistical
moments from relatively short records of data
acquired from each channel during a short
duration random or sinusoidal dwell excitation
of the test specimen. In other words, compute
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sample skewness (equal to 0 for a normal dis-
tribution), third statistical moment
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sample kurtosis (equal to 3.0 for a normal dis-
tribution), fourth statistical mement




which will indicate both the level and the qualivy
of the analog input channels instrumentation
systems, the excitation signal, and the response
signals. The first three quantities are overall
amplitude parameters, and the last two are am-
plitude probability distribution parameters.

OPERATIONAL PROCEDURES

Table 2 contains a typical set of parameters
used in the selective bandwidth PSD analysis of
random data. The table also contains an illus-
trative example of a particular analysis. Note
that as the data are successively {iltered {re-
cursive filtering) at a low-pass cutoff frequency
and the filtered output data are subsequently
“decimated” by two before filtering again, the
effective sampling rate is reduced by two. The
example shows that if the lag number = is kapt
constant, then the resolution bandwidth in each
successively lower octave is reduced by 1/2
also. Thus, the bandwidth gets narrower at low
frequencies and wider at high frequencies. An-
other effect of this procedure is that the initial
number cf data values N is also reduced by 1/2
by the "decimation’ process in each lower oc-
tave. The number of points N’ required for
analysis is determined by the statistical degrees
of freedom & required. However, in the lower
frequencies the "decimated'’ points remaining

25 Hz BW Anclog PSD
Sel. BW Digitol PSD

10 Lasasl A a2 2 aaaal

may be less than N', hence i is reduced as
shown in the table.

Figure 4 contains a flow diagram of the two
optional analysis procedures available, that is,
either the selective tardwidth analysis or the
variable bandwidth analysis. The selective
bandwidth analysis option yields a PSD where
the constant bandwidth within each octave dou-
bles in width in each successive higher octave.
The variable bandwidth analysis option bas a
bank of numerical constant percentage bandpass
filters within each octave. This yields a con-
stant percentage octave PSD analysis.

Figure 5 contains two PSD plots of the
same data; one plot was obtained by digital
selective bandwidth analysis and the other by a
25-Hz bandwidth analog PSD analvsis. Note the
close agreement and the added definition at low
frequencies of the digitally obtained curve. A
similarly obtained digital cross-power spectral
density curve is shown in Fig. 6. The absolute
magnitude of the phase angle is shown 1.epa-
rately from the sign of the phase angle for
clarity.

A representative amplitude vs frequency
curve obtained from a digital analysis of a
sinusoidal sweep response is shown in Fig. 7.
This graph is included as an illustration of the
versatility of the system hardware and software.

Aed b aasaal

Ad a2 aaal A

10 100
FREQUENCY

iH2)

Fig. 5 - Power spectral density obtained by
recursive filtering and "decimation"; 32 lags/
octave * 5 octaves plus remainder = 192 points
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Fig. 6 - Cross-power spectral density obtained
by recursive filtering and decimatior; 32 lags/
octave = 5 octaves plus remainder = 192 points
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Fig. 7 - Typical acceleration amplitude and phase angle
spectra of model Saturn S-1I interstage structure
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CONCLUSION

The use of hybrid analog/digital data sys-
tems for data acquisition and subsequent anal-
ysis is expanding at a rapid rate. The flexibility
afforded by the digital computer system in ac-
quiring a large variety of dynamic response
data and in the seemingly endless ways in which
these data can be analyzed, reduced, and cross-
interpreted comprises a highly desirable fea-
ture. Figures 5, 6, and 7 serve as excelicat
fllustrations of the versatility of such a system.

The selective bandwidth analysis program
has proven to be an accurate, eificient, and
economical method for obtaining balanced reso-
lution over a wide frequency range.
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USE OF A LOW-FREQUENCY SPECTRUM ANALYZER
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occur,

studies is demonstrated.

Ship vibration problems often require immediate identirication of the
sources of excitation and of the vibration level in certain frequencies
and mode shapes. On-board evaluation of the data is an effective tool
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