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ABSTRACT

The effects of context on the recall and recognition of words in that context were investigated under a variety of constraints. The major results are reported below.

1. The recall of a particular word in a sentence when the sentence is presented for a second time with that word omitted is a direct function of the probability of the word occurring within the context, regardless of the word-frequency in the language.

2. Recognition of a particular word in a sentence is not influenced by the probability of the word occurring within the context.

3. In recognition there is a strong response bias to identify a word as having previously occurred when long series of material are shown.

4. In both recall and recognition there is a highly significant relationship between the confidence which is assigned to the response and the correctness of that response.

The results are discussed in terms of retrieval of material from memory as involving a search process.
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Introduction

Contextual constraint refers to the degree of restriction imposed upon the occurrence of particular symbols, words or letters, in a passage by all of the other symbols in that passage. It is actually the average transitional probability existing between all adjacent and remote symbols within a particular context. It acts as a contextual mnemonic in the prediction of verbal symbols. Miller and Selfridge (1950), Sharp (1958), Tulving and Patkau (1962), and others have demonstrated that the amount of verbal material which can be recalled after a single presentation varies directly with the degree of contextual constraint present in the sequence. In the studies cited the tasks involved the recall of entire passages of words, ordered or free recall, varying in contextual constraint and word-frequency.

It is the purpose of the study reported here to measure the effects of such contextual mnemonics on the recall and recognition of particular words from long series of sentences, and to determine the degree of confidence with which the responses are made. Specifically, the study is concerned with the retrieval of word series of such length that complete series retrieval after but a single presentation is virtually impossible without the aid of some type of mnemonic. The notion is that contextual mnemonics will significantly improve performance, but will affect recall and recognition differently. It is hypothesized that as the probability of a word logically occurring in a particular context is increased, regardless of the frequency of occurrence of that word in the language, the probability of recall will be greater when that word is omitted from the context on a second presentation. This hypothesis
is based mainly on the results of the previously cited Miller and Selfridge study in which they found recall to be a function of the contextual constraint built into word series. It is also expected that the confidence with which a correct response is made will increase directly with probability of occurrence in recall. Furthermore, it is hypothesized that the recognition of words in context will be the same or even slightly higher for low-probability words since the occurrence will be more unusual, probably developing a more vivid perceptual trace. This hypothesis is based on the findings of Miller and Selfridge and others concerned with the influence of contextual constraint, and in addition the findings of von Restorff (1933) demonstrating the effects of atypical material on serial recall. It is also possible that the probability of a word, per se, being recognized in context is not a function at all of the probability of a particular word occurring in the context. It might be that it is the sentence which is recognized, and such sentences may differ little in a priori probability of occurrence, and thereby the effect of the probability of word occurrence would be minimized. It is also expected that more confidence will be indicated in the recognition response than in the recall response, simply because recognition actually only involves a binary choice whereas recall involves, typically, a much more extensive memory search.

Method and Procedure

The manipulation of contextual constraint is typically accomplished by resorting to the use of approximations to English (Shannon, 1948). The present study makes use of another device in which contextual constraint imposed upon a particular word in textual material is manipulated. The present technique also involves an approximate specification of the probability of occurrence of words in a particular context. The technique is quite similar to the "Cloze" procedure developed by Taylor (1956).
The stimulus materials were developed from 120 declarative, 6 word sentences selected from the accumulation of sentences used in a study by Aborn and Rubenstein (1956). The 120 sentences were selected in such a manner that there were 20 sentences having a noun in the first position, 20 sentences having a noun in the second position, and so on. The sentences were then printed on 3 x 5 cards with the noun in the particular position omitted from the text, but the space indicated. The cards were then shown to 100 laboratory personnel and college students who were asked to insert a semantically acceptable noun in the space. The responses were tallied and the probability, based on such responses, of each noun occurring in this context calculated. Such, hereafter, is referred to as the response probability. From this material 2 series of sentences were generated. In the first series the noun included was the noun showing the highest probability of occurrence for each sentence, and in the second series a noun of very low-probability but semantically and logically acceptable was inserted. The average probabilities were .28 for the high and .02 for the low. Word-frequency counts, according to the Thorndike-Lorge L count (1944), were recorded for both series of nouns, and the difference between the means was so small that word-frequency per se can be discounted as contributing to any variance occurring between the groups.

Four experimental groups of 20 Ss each were used. Group 1 was shown only the high-probability series, Group 2 the low-probability series, and Group 3 was shown a series made up of 60 sentences from the high- and 60 from the low-probability series. The retrieval method used by each of these 3 groups was recall. Each sentence was typed with the particular noun printed in capital letters and transferred to Thermofax transparencies for projection onto a large screen. Complete sentences were then shown to the Ss of Groups 1 and 2. Immediately following this presentation the sentences were shown for a second time to Groups 1 and 2, this time with the critical noun omitted from the sentence. The task was to supply the word seen in that space.
during the first presentation. For Group 3 the Ss were shown the complete sentences, again with the critical noun capitalized and immediately following such presentation were told simply to recall as many of the capitalized nouns as possible without the aid of the contextual mnemonic.

The Ss of Group 4 were shown a series of 120 sentences, 60 from the high-probability series, and 60 from the low. After they had seen the 120 sentences they were shown a second series of 120 sentences. Of these sentences 60 were exactly the same sentences they had been previously shown, 30 high- and 30 low-probability. In the remaining 60 sentences the noun which had been capitalized was replaced by another noun having approximately the same probability of occurring in this particular context as the noun shown during the initial presentation. The task here was to state whether or not the work was occurring in the context for the first or second time. If the S believed that the critical word was new, she was asked to supply the word seen during the first presentation, if possible.

In all Groups the Ss were tested individually in a quiet room. Each sentence was exposed for 3 seconds with an interval of 1 second between each exposure. Five seconds were allowed for a response in Groups 1, 2, and 4. The total time allowed for recall for Group 3 was 15 minutes.

In addition to the responses described above a confidence rating for each response was requested with the exception of Group 3. Three confidence categories were used: "1", a guess, "3", positive that the response is correct, and "2", a response between the two previous.

The Ss were all students of Regis College for Women and were paid for participating.

Results

With recall as the response mode the differences between the number of correct retrievals for the high-probability Group and both the low-probability and mixed Groups are significant at less than the .01
level, as determined by a Kolmogorov-Smirnov two-sample, two-tailed test\(^1\) \((N = 20, \hat{D} = 20)\), 76.2 for the high and 32.7 for the low for Groups 1 and 2. The difference between the low-probability Group and the total mixed Group is not statistically significant. Nor is there a significant difference between the low-probability Group and the percent recalled for either the high- or low-probability words of the mixed Group. Apparently retrieval of a low-probability word shown once in a particular context is not significantly enhanced by the context, and further interferes with recall of the high. The difference between the number of high- and low-probability words retrieved for the mixed group, however, was found to be significant at the .01 level \((N = 20, \hat{D} = 13)\). Total recall for the mixed Group was 30.6 percent, and of these words 62.1 percent were high-probability and 37.9 percent were low.

The percentage of words recalled as a function of the more specific probabilities, i.e., restricted ranges, are presented in Fig. 1. The data points do not represent the actual percent recalled, by a transformed and more conservative figure. The diagonal represents the "ideal" line indicating the probability of supplying the desired word without any previous exposure to the sentence. These points, then, represent the percent recall between such a line and complete recall. More specifically, at point 47 on the abscissa and 77 on the ordinate we find that the distance from the diagonal is 53 percent to complete recall, 100 percent. The actual percent recalled here was 88 which is 41 percent above the line. The rationale was that since 41 percent of the distance from the diagonal to the level of complete recall a more realistic measure of recall would be obtained. It is obvious that, indeed, recall of words seen once in context, and omitted from that context is a positive, non-linear function of the probability of a word occurring in that context.

A gross analysis was made to determine whether or not serial position effects were different for the 3 Groups. Fig. 2 shows these data.

---

\(^1\) This statistic was used throughout the data analysis in testing significances of differences.
The percent words above the chance line recalled as a function of the probabilities of the words occurring within the context of a 6 word sentence.
The gross serial position curves for the 3 recall conditions. Each point has been determined by totaling the number of words correctly recalled for each successive 1/16 of the series.

It is quite apparent that all of the curves are different from one another, with the curve describing recall without the contextual mnemonic most similar to the typical serial position functions when free-recall is the response mode. This was expected in that the Ss in the control Group typically responded first with words near the end of the series. In the other two Groups the response sequence was randomized.

Analysis of the data derived from the rating of responses according to confidence in recall will be considered later with the same type of results with recognition.

Table 1 represents the results when recognition was the response mode, the upper figures represent the number of responses, the lower the
percent. The notations used in the contingency matrices are as follows: 1) $S_0R_0$--stimulus "old", response "old", 2) $S_0R_n$--stimulus "old", response "new", 3) $S_nR_n$--stimulus "new", response "new", and 4) $S_nR_0$--stimulus "new", response "old".

\begin{table}[h]
\centering
\begin{tabular}{ccc}
\hline
 & \textbf{High} & \textbf{Low} \\
\hline
\textbf{R}_0 & 533 & 553 \\
\textbf{R}_n & 67 & 47 \\
\textbf{Percent} & 44.4 & 46.1 \\
\hline
\textbf{R}_0 & 44.4 & 50.0 \\
\textbf{R}_n & 50.0 & 50.0 \\
\textbf{Percent} & 05.6 & 03.9 \\
\hline
\textbf{R}_0 & 156 & 127 \\
\textbf{R}_n & 444 & 473 \\
\textbf{Percent} & 13.0 & 10.6 \\
\hline
\textbf{R}_0 & 50.0 & 50.0 \\
\textbf{R}_n & 37.0 & 39.4 \\
\textbf{Percent} & 600 & 600 \\
\hline
\textbf{R}_0 & 689 & 680 \\
\textbf{R}_n & 511 & 520 \\
\textbf{Percent} & 57.4 & 56.7 \\
\hline
\textbf{R}_0 & 42.6 & 43.3 \\
\textbf{Percent} & 1200 & 1200 \\
\hline
\end{tabular}
\caption{Response Contingency Matrices for Recognition}
\end{table}
It is apparent that correct recognition of either an "old" or a "new" stimulus is extremely high, overall 83.4 percent. Unlike the results with recall there is no significant difference in the amount of correct retrieval between the high-probability words and the low. As a matter of fact, there is a slight difference, but insignificant, in favor of the low-probability words, 81.4 percent for the high and 85.5 for the low.

There is evidence of a rather strong response bias in favor of an "old" response shown in each of the matrices of Table 1. The differences between the number of "old" and "new" responses made were significant at less than the .01 level in each case (N 20, Total K_D 12, High 14, and Low 12). This response bias is maintained throughout the series. None of the differences between each 1/6th of the series, i.e., 1-20, etc., proved to be statistically significant.

Another, probably more revealing, measure of the response bias is by estimations of the contingent probabilities. Even though the "old" stimuli were correctly called "old" more often than "new", if a response of "new" was made the probability of that response being correct was greater than the probability of an "old" response being correct.

In addition to making a response of "old" or "new", the Ss were asked to supply the word shown in the first presentation, if possible, when a response of "new" was made. In this case the difference in recall of high- and low-probability words again becomes apparent. The high-probability words were recalled in 45.8 percent of the cases when a response of "new" was made, and 26.7 percent for low. This difference is statistically significant at less than the .01 level (N 20, K_D 19).

Fig. 3 shows the percent correct retrieval as a function of the confidence rating assigned to the response. Fig. 3A presents the data summary for recall, and 3B for recognition for both high- and low-probability words. It is apparent that the relationship between confidence and correctness is highly significant. Different response biases were noted for the two recall groups. In both groups the use of the intermediate confidence rating was very low. However, with the high-probability group the bias was in favor of a positive rating and with the low the rating indicating a guess.

It can be seen in the figure summarizing the recognition data that the functions very closely approximate the 'ideal', the dotted line. The
Fig. 3

The percent correct retrieval as a function of the confidence rating assigned to the response. 3A presents the data for recall, and 3B recognition.

"ideal" line was drawn since in this particular recognition situation the response only involves a binary decision. A confidence rating of "1" yields a response very close to chance and a rating of "3" yields a response very close to perfection for both the high and low contexts. It must be admitted, however, that such a line is somewhat questionable since it is based on the assumption of a linear scale of confidence ratings for recognition.

Table 2 presents a breakdown of the recognition response as a function of confidence rating given to the responses. The notations are the same as those in Table 1. The upper figure represents the actual frequency of occurrence of the response for the particular cell.
<table>
<thead>
<tr>
<th>Rating</th>
<th>Hi-Pro</th>
<th></th>
<th>Lo-Pro</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R₀</td>
<td>Rₙ</td>
<td>S₀</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₀</td>
<td>415</td>
<td>20</td>
<td>435</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56.7</td>
<td>02.7</td>
<td>58.4</td>
<td></td>
</tr>
<tr>
<td>Sₙ</td>
<td>47</td>
<td>263</td>
<td>310</td>
<td></td>
</tr>
<tr>
<td></td>
<td>06.3</td>
<td>35.3</td>
<td>41.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>462</td>
<td>283</td>
<td>745</td>
<td></td>
</tr>
<tr>
<td></td>
<td>62.0</td>
<td>38.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₀</td>
<td>91</td>
<td>22</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td></td>
<td>29.5</td>
<td>07.1</td>
<td>36.7</td>
<td></td>
</tr>
<tr>
<td>Sₙ</td>
<td>71</td>
<td>124</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.1</td>
<td>40.3</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>162</td>
<td>146</td>
<td>308</td>
<td></td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>47.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guess</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₀</td>
<td>27</td>
<td>25</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.4</td>
<td>17.0</td>
<td>35.4</td>
<td></td>
</tr>
<tr>
<td>Sₙ</td>
<td>38</td>
<td>57</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.8</td>
<td>38.8</td>
<td>64.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>82</td>
<td>147</td>
<td></td>
</tr>
<tr>
<td></td>
<td>44.2</td>
<td>55.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Response Contingency Matrices for Recognition as a Function of Confidence Ratings
The lower, italicized, figure is simply the frequencies converted to percents. It can be noted that at high levels of confidence, "3" there is a greater frequency of "old" responses than "new", and the percent of responses called "old" correctly was greater for both probability levels than the percent of responses called "new". As the level of confidence decreases there is a tendency for Ss to respond "new" with a greater frequency than "old", and the percent of responses correctly called "new" is greater than the percent of correct "old" responses.

Discussion

It was hypothesized that as the probability of a word logically occurring in a particular context is increased, regardless of the frequency of occurrence of that word in the language, if that word is omitted from the context on a second presentation the probability of retrieval will be greater. The data support this hypothesis. It was revealed that the number of words recalled increases significantly as the probability of a word occurring in a particular context is increased.

It was further hypothesized that the recognition of words in context will be the same or better for low-probability words than high since the occurrence will tend to be novel resulting in a more striking perception. The data support this hypothesis; recognition was about the same for both conditions. As a matter of fact, words out of context appear to be recognized at about the same level as in context, overall 78.4 percent (Sumby, 1965). This mean and the contextual overall mean were not significantly different. Such a finding would indicate that it is the word that is recognized, rather than as suggested in the introduction, that it is the sentence which is recognized.

There are really no reasons to assume that the storage processes used for the two experimental situations are different even though the Ss were aware of the nature of the retrieval task. Likewise, there are no reasons to assume that the retrieval processes are different, although because of the apparent difference in difficulty between the two modes of retrieval one might easily conclude that there is. It is suggested, as did Yntema and Trask (1963), that retrieval involves a
search through memory storage. It is further suggested with the type of material used in this study, recall involves a search through a much larger sample-space than does recognition. With recall more is involved than binary choices, it involves a complex symbol search through storage before a decision is made. It is believed that this notion would account, too, for the difference between the number of words recalled for the high- and low-probability words. In this experimental situation the context acts as a mnemonic. If the probability of the omitted word occurring in a particular context is high the sample-space is considerably reduced and the number of alternatives which must be inspected is likewise increased. It is concluded, therefore, that the difference found between the two experimental conditions in recall can be attributed to a difference in the number of possible alternatives to be inspected.

Recognition, on the other hand, might be compared to an identification task. Did this event occur previously? It involves only a binary choice, or quite possibly a series of such choices. As with recall, the number of binary choices which must be made with the high-probability material is quite low, and therefore the number of words correctly recognized as "new" or "old" is high. With low-probability words, on the other hand, it might be assumed that the number of choices which must be made is high. It is suggested, however, that this is not really the case. It appears that a phenomenon somewhat similar to the von Restorff effect occurs. That is, an unusual event takes place which creates a vivid perceptual trace of the entire context. If the context is presented for a second time the S can quite easily identify the word as having occurred or not occurred on the previous presentation. However, if a "new" word replaces the word seen previously, that, too, is an unusual event and appears to mask the first, but is recognized as being "new". Evidence in support of such a statement is that the Ss were asked to give the word shown in the first presentation if possible, when the word on the second presentation was identified as "new". The number of low-probability words recalled in such a situation was found to be significantly lower than the number of high-probability words recalled.
Summary

The effects of context on the recall and recognition of words in that context were investigated under a variety of constraints. The major results are reported below.

1. The recall of a particular word in a sentence when the sentence is presented for a second time with that word omitted is a direct function of the probability of the word occurring within the context, regardless of the word-frequency in the language.

2. Recognition of a particular word in a sentence is not influenced by the probability of the word occurring within the context.

3. In recognition there is a strong response bias to identify a word as having previously occurred when long series of material are shown.

4. In both recall and recognition there is a highly significant relationship between the confidence which is assigned to the response and the correctness of that response.

The results are discussed in terms of retrieval of material from memory as involving a search process.
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