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THE METHOD OF LINES FOR NUMERICAL SOLUTION OF
PARTIAL DIFFERENTIAL EQUATIONS

ABSTRACT

In thé method of lines for solving certain kinds of.boundéry value
problems in rectangular or trapezoidél regions one of the variables, say

k,y, is discretized while the other variable x is left continuous. - When

- suitable finite difference approximations are substituted for the partial

derivatives with respect to y the differentisl equation is changed into

& simultaneous system of ordinary differential equations in the variable

x. The method used very little in the USA is used exicnsively in the
Soviet Union and nearly all the literature on this subject is in Russian.
The method has been tried in BRL and it seems to be a very useful one.
This report does not pretend to be a monograph on the subject. It

intends to be a practical guide to computations.
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THE PRINCIPLE OF THE METHOD OF LINES

We shall explain the method of lines for the following differentisl |
equation of the second order in two variubles which is to be integrated
in the rectangular region.

RRasxsp y sysy,+L
with boundary C.

Our boundary value problem is

auxx+buw+cuw+dux+euy+fu-g in R (1)
u(x, y ) = q (x);  ulx, y  +1L) = q(x) o - (@)
‘u(e, y) =p (v);  ulB, y) =p,(¥) - (3)

where a, b, ¢, 4, e, f, g are functions of x and y, and q and Py are
prescribed functions of x and y and all of these functions are continuous.

To solve the above boundary value problem by the method of lines we
shall use the following procedure:

Subdivide the interval L = = Va1 " Yo into n + 1 equal subintervals
of width h = L/(n + 1), then draw n lines parallel to the x axis

y-yk-yo‘.'kh; k-l,2,.,.,n.

which form the grid shown in Figure 1.
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We assume that both the first and the second order partial derivatives
are continuous in x and y. Then we substitute in Equation (1)

y= Yki (k I n)

and replace the partial derivatives with respect to y by the central
differences

a, (5 7,) ~ (en)'l[uhl(x) - Uk.ﬁx)]
ay (% 1) ~ (h)‘a[nrkﬂ(x) - 2 (3) * Gy ()

4 (10 3,) ~ (an)'l[u;‘,lm . u];_l(x)]
vhere

w (x) = 0(x, ¥,); Uy(x) = (a/ax)(U(x,yk)), and U, (x) is ean
approximation of u(x, yk) on the line y = e

When we perform these substitutions we obtain a system of n simul-
taneous differential equations of the second order which approximates
the system Equations (L) and (2):

ol + (@) T (U, - u )+ pTe Uy -2 U ) ¢ gl )

+ () Fe (U, -V )+t wgskel, 2 .., 0
The boundary conditions become
U (x) = g (x); U, (x)=q(x) (5)
U(a) = p (v); U (B) = p,(¥,) . (6)

Now Equations (5) are no longer considered to be boundary conditions.
They determine certain terms in the equation for k = 1 and for k = n
belonging to system (4). The Equations (6) are the 2n boundary conditions
for the n second order differential Equations (4). |
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The simultaneous system of ordinary differential Equations (4) and
(5) together with the 2n boundary conditions Equation (6) approximate the
boundary value problem Equations (1), (2), and (3). The general solution
of Equations (4) and (5) depends linearly on the 2n arbitrary constants
of integration which are determined from the 2n boundary conditions
Equation (6).

The convergence of the approximating system Equatizns (4), (5), (6)
to the original system Equations (1), (2) and (3) when h approaches zero
under certain restrictions on the coefficients and on the boundary

*
conditons has been proven by various Soviet mathematiciansl .

THE LAPLACE EQUATION

Consider the boundary velue problem Equations (1), (2) and (3) when
the left member of Equation (1) is the Laplacian

Bumu, + u = g(x) . (1A)

In this case the approximating system of Equation (4) takes the form

UI' + h-2(

k - 2U + U l) = 8k; k - l, 2’ ) n. (hA)

Uk+l k k-

The Equations (5A) and (6A) would be the same as Equations (5) and (6).

A HIGHER ORDER OF APPROXIMATION FOR THE LAPLACE (OR POISSON) EQUATION

The order of approximation for the system Equations (k) or (LA) is
O(he). For the Laplace equation we can derive an approximating system
of the order 0(h6). To obtain it we cxpand w . and w _, in Taylor
Series about Yy keeping the fourth order terms, and grter eliminating

al derivati ve get
the fourth partial derivative uVNVy ge
o -2 o
(5/6)0" + (/12)(Uy, + UL ) + BT (U - A+ ) (4B)
- (5/6)8k + (1/12)(3k*1 * Gk.l) .

* Superecript numbere denote referencee whioch may be found on page 30.
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THE CLOSED SOLUTION

For the laplace equation and when the prescribed values of u on the .
lines y = Yo and y = yn-l are zero, we can obtain a simple closed solution
for each line,

Consider the boundary value problem Equations (1), (2), and (3),
vhen q = 0, which is approximated by

2
U'+b (U, -20 +U .)=0; k=1,2 .,.,n (ka)
U (x) = U, (x) =0, (54)

U, v ) =p (v); U, y) =p(v); k=1,2, .,., n (64)

Applying the separation of variables we assume the following form

0, () = g(k)v(x)

and substitute it into the above homogeneous equation. This yields the
following equation:

a(k)v"(x) + h'av(x)[q(k ¢ 1) - 2q(k) + qlk - 1)] -0

q(0) =q{n+1)=0
or

v'(x)/v(x) = [q(k +1) - 2q(k) + q(k - 1)]_/ - haq(k) -t constant.
To find q we must solve the homogeneous dit‘fe»rence} equation |
| . 2,2] | JUN
q(k - 1) - [2 -h a]q(x) +qk 1) =0
vith the boundary conditions - |
| q(0) » q(n + 1) = 0.
The general solution of this difference equation has the form

k
Q(k) - clll

'3
* czlz
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where Ci and C2 are arbitrary constants and ll and x2 are the roots of

the characteristic equation
22 [? - haa%]x +1=0.
From the boundary conditions we have

q(0) = C, + C, = 0, hence C, = - C,
n+l n+l n+l
gk + 1) = cl(x1 -\, ) =0, hence (xl/xa) =1

and
(A /A) = exp (21 18/(n ¢+ 1)) .
From the characteristic equation we have that
xlxa =1
consequently
A = exp(n is8/(n + 1)) ;
M, = exp( -m i8/(n + 1)) ,
3-(ys'yo)/hél’ 2, s 1 .
From the characteristic équation>ue have also that
o 2,2
).1 *12-2 -h®
consequently

2 - h?bi‘- exp(ﬂ 13/(n 4_1)) + exp(f n ip/(ﬁ’ﬁ‘l))-- 2 coﬁ(ﬂ;/(n + 1))

- haba 2 - 2 cvo.(m/(n 4 1)) sk ‘ma(ﬂ‘(y. - YO)/ZL

a(6) = clemtn 16¥/(n + 1)) - expl-m 16%/(n + 1))] = € sintnoly, - o).




Then taking
v'(x) - 62 v(x) = 0
we obtain

¢

v (x) = Coexp(8.2) + Dexp(- 8.x) .
Ehué, we bave a set of iinearly independent solutions
Uk,s(x) = {?sexp(Ssx) + Dgexp(- Ssxi]sin(ns(yk - yo)/L); s=1,2, ... n

and the general solution is

<} ~ -
Uk(x)}= QLlIFSexp(SSx) + Dgexp(e Ssxi]sin(ns(yk;_ yo)/L)

where C_ and D_ are arbitrary constants.

 In a similar way it can be shown that the solution of the homogeneous
syrtem corresponding to the higher order approximation for the Laplace
Equation ‘4B) is )

0, (x) = szl[c;exp(s;n + Dexp(- 0px)]e1n(ns( - ¥,)/1)

where

52 a 24 sina(n/aL)(ys - yo)/h2(5 + COS(H/L)(YS - yd))

end C, and Dé are arbitrary constants.

Having thé‘géneral solution of homogeneous system we may be able
in many concrete cases to find the particular integral corresponding to
the given right member, g(x, y).

For example if g is a constant or a function of ¥y only, then

Au = g(y) | (i)
and |

g+ n™ (Ugoy =20+ U ) =g (g = aly)) . (44)

12




Assume that the particular integral on the k-th line is

U =A (a constant).
Substituting it in Equation (4A) we obtain the linear system of equations
' -2
S T R W
from which the values of Ak are easily detemined.

When g is a n-th degree polynomial in X, we can assume the solution
in the form of another n-th degree polynomial whose coefficients are
determined by substituting it in Equation (4A). Let for example

g==mox2~l-xnlx'l-m2 .
Assume the solution to be

U = x2 + Bx+C

e T AX Y BX G
SubStituting it in Equation (4A) we obtain |

N 2 . » . ‘
A + (&, ..\2A.k + Ak_l)x + (B, - 2B, f,Bk_l)x
2 : ‘
+ Ck+l - Eck + Ck-l =mXx + m.lx + m, .

Comparing coefficients of the same povers\of 2{~-we hé.ve ;
R R T

Bk+1' - 2Bk + Bk-l'g m

Chon 0y * Gy * 2 = 8

from which the values of Ak’ Bk’ Ck can be determined.

13k




NUMERICAL EXAMPLE 1
Solve the following boundary value problem:

- Ou = -1 in the region R which is the recte.ngle Iv| S ; |x] < " (1)

u(z,y)su(-—,y)-o on the boundary C; (2)
ax, B eutm-Peo. )

Applying the method of lines we shall use the three lines

1 1 1, I
N=cF =0 v3mf =g a=3L=1).

We shall compute Uk(x) on these lines using the approximating system
of Equations (4A), which in our case is :

U'i(x) + 16[U (x) - e (x)] = - 1; Uo(x) = Uu(x) = 0.
U"(x) + 16[U (x) - 2U. (x)_“+ U _(x)] = -1 ' (1a)

o U"(x) + 16[ (x) - 2u (x)] =-1,
with the boundary conditions -

( )-UQ)=0» 11,2, 3.

y,m
mm
W7

y, = <L/




THE PARTICULAR INTEGRALS
7 We shall assume that the particular intégrals of our system are
‘the constants -
Substituting the above in the system Equation (la) we obtain

THE GENERAL SOLUTIONS

Since the prescribed values of u on the lines y= - %—and Yy = %—are
zero we can use the closed solution. Adding the coinplementa.ry functions
to the particular integrals we can write the general solutions on each

line as

Ul(x)‘_-_ sin 1)} [ClexP(dljJ.{) + Dlexp(-dl_x)] + sin %Fc‘aexP(deﬂ + Déeﬁp(-dQX)]

+ .

éin(3ﬂ/ﬁ)[03exp(§3x)- + D3exp( -d3x)] + 3‘/3‘2 =

(/2/2) (cemplayx) + Diexp(-yx) + Cpomp(age) + Dyexp(-dg0)]

+

Cpexp(ayx) + Deeagp(-'dax) +3/32 ;

(x) = sin %—n [ciexp'(dlx) + Dlexp(-d‘lx)] - skinﬂ[CEexp(dax) + Dzexp(-dex)]
+sin(3rr/2k)[C3exp(d3x) + Dexp(-45x)] + 1/8 :
= ‘cle\xp(alx) + Dyexp(-d;x) - Coexp(d x) - D3exp(-d3x) +1/8

U3(x) - sin(3n/h)[Clexp(dlx) + Dlexp(-dlx)] + sin(3'rr/2)[02exp(d2x)

+ Dyexp(-a,x)] + sin(om/h)[Cexp(azx) + Dyexp(-a.x)] + 3/32
= (/Z/2)[c exp(a,x) + Dyexp(-d,x)] - [Cpexp(dx) + Dyexp(-dyx)]

+ (/2/2)[cyexp(dgx) + Dgexp(-d3x)] + 3/32

15
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vhere
d?_ - 64 sina(ﬂ/B); d: = 64 sina(ﬂ/h); d§ = 64 sin2(3n/8) .

Since the region R and the boundéry conditions are symétrical with
respect to the y axis that is Uk(x) = Uk( -x), we have

Ci=Di

and using the boundary conditions we obtain the system of algebraic
equations vhich determine C, ‘

(fé cosh(d1/2))Cl + (2 cosh(d2/2))02 + (/2 cosh(d3/2))c3 = -v3/32..
| (2 cosn(a,/2))e, - (2 cosn(a,f2))C = - 1/8
43 g:‘osh(dl/2)‘)cl - (2 cosh(d2/2))02 + (/2 cosh(d3/2))C3 - - 3/3é
Hence
L= (3/2 + h)sech(dl/a)/lee; Cy= - (32 - h)sech(d3/2)/128; C, = O.
Thus fin#lly |
Ul(x) - /écl cosh(dlx) + /zc3 cosh(d3x) + 3/32
Uz(x) = 2C cosh(dlx) - 2C cosh(d3x) +1/8

1 3

U3(x) - ./Ecl coeh(dlx) + /'203 cosh(d3x) + 3/32

NUMERICAL EXAMPLE 2
Solve the boundary value problem

Au =0 in R (1)

u(x, 0) = u(x,8) = 100 x (12 - x) . (2)
on

u(0, y) = u(12, y) =200y (8 - y) (3)

RRk, O0£xs512;, 0s$ys8

16
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Applying the method of lines we shall use the three lines
=2 ¥,=4y;=6  (h=2 n=3 L=8).

We shall compute Uk(x) on these lines using the approximating
system Equation (4B) which in our case is

(5/6)U; + (1/22)(0,, + U 1) + b 2w oy =2 * U 1) =0 (4B)
U_(x) = U,(x) = 100 x (12 - x) ~ (5B)
U, (0) = U(12) = 100 %, (8 - 3); k=1, 2, 3, (68)

We shall rewrite the system combining Equations (4B) and (5B)
(5/6)0'1' + (1/12)(u'2' - 200) + (1/1»)(112 - 2U, + 100 x (12 =x)) =0
(5/6)ug + (1/12)(0’:; + 0'2') + (l/h)(U3 - 2U, + Ul) =0 (4B)

(5/6)u + (1/12)( 200 + Up) + (2/4)(200 x (12 - x) - 203 + U,) = O

¥ =2 U, (0) = 1200; | U,(12) = 1200

ya= b Uy0) =2600;  U12) =160 (6B)

Yye 6 U(0) =200, U (22) = 1200

17
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- tions at x = 0:

For digital computations the second order system must be reduced to
an initial value first order system. To achieve this let us set

U f.vl ; (1)
Ué = V2 E (11)
Ug - V3 ; (I1I)

Substituting Equation (I), (II), (III) in Equation (4B) we obtain

~’(5/6)vi + (1/12)(v} - 200) + (1/4)(u, -2u, +100x (12 -x)) =0 (IV)

1
(5/60%3 + (LAZ)(T, + V) + (1/A)(T, - 20, + U) =0 (V)
(5/6)v3 + (1/12)(-200 + V3) + (1/4)(200 x (22 - x) - 20, + Uy) = 0 (v1)
or
Vi + (/1003 + (3/10)U, - (6/10)U, = 20 - 30 x (12 - x) (Iv)
vy o+ (1/10)(v§ + vi) + (3/10)(u3 -2y, + Ui) = 0 (v)
v+ (1/1o)v5 - (6/10)03 + (3/10)Ué =20 - 30 x (12 - x) (v1)

The Equations (I) through (VI) form the system of six first order
equations, two of them nonhomogeneous. The conditions Equation (€B),
however, are not all initial and we have to arrange for that. The
solution on any line k will be the linear combination of independent
solutions of the homogeneous sytenm li plus the particular integral Ul’;

U, (x) = i clu(x) + Blx) k=1, 23 (vi1)
Im

i

vhere C* are constants to be detemined. from the boundary conditions.

The mderendent solutions of the homogenecus system Equations (I)

through (VI), vhere the right members in the Equations (IV) and (VI) are
replaced by zeros, are obtained from the rolloving_cet of initial condi-

18




TABLE I
INITIAL CONDITIONS, x = 0

o, Solutions U (0) Uy(0) U(0] v,(0) V,(0) v5(0)

B % 1 0 o o o oo
f 0% o s o o o o mmumew
B® o o 1 o o o imuswe
R =
%% o o o o 1 o e
A I R
vy w 0 0 0 0 0 0

»*
The particular integrals Ui are obtained from the non-homogeneous

system Equations (I) through (VI) with initial conditions all zero (as
shown in the above table). The constants c! are determined from the
linear system arising from substituting in Equation (VII) the boundary

conditions at x = 0 and at x = 12 |

6
) €'uo) = u (o) - ¥(o)
1=l

i‘ ¢, (12) = 4,(2) - B(2)s kw1, 2, 3.

-t

3—% shall wplain Table I on thc wap .» The ftnt line tndtcatn that
the initial oconditions are U,(0) 4 1; (0) (0) = V,(0) = V’(O) :
Vg (0) = 0. The solutions n‘utttng thess m‘.tial s are

V andllz

19




CURVILINEAR BOUNDARIES

If the region of integration R is of a shape of a curvilinear
trapezoid shown in Figure 2 which is bounded by the lines

y=Y5 and Y= Yna
and by the curves
x=afy) end x=p(y); ¥y SYsy , -

then the procedure of the method of lines remains essentially the same
as for a rectangular region. The proof of convergence, however, requires
that the third partial derivative with respect to y be continuous. The
curvilinear boundaries will be explained in the following example.

EXAMPLE 3

Solve the boundary value problem

Au= 0 in R (1)
u(x, 0) = u(x, 4) = 0 (2)
on the curve @ u = qal(x, Y) =x+y (3)

on the curveau-q;a(x, Y)=x -y

vhere R is a(y) s x s B(y); Osysi

x-a(y)-éya*l; xuB(y) s e+ 3

T Y M R T T




E 3

e e g S YRS - v B Sl o : - =7

Applying the method of lines we shall use the three lines

yp=1  ¥p,=2 yy=3=1,n=31L=4).

We shall compute Uk(x) on these lines using the approximating
system of Equations (4A) which in our case is

" . = .
Ul + Ué - 2Ui + Ub = 0; Ub = Uﬁ 0;

]
U& + U3 - ZUé + Ul =0

Ug +y, -2U

3+U2-v

1 2
On the curve Q; Uk(ak) =X PV TEV Yt L
On the curve B; U(B)=x, -y, = LYy . Y. + 3
’ k*"k k2 k 10 k
where X1 is the abscissa of the point of intersection of the line y = yk

and the curve x = a(y), and X,» is the abscissa of the poirc of inter-
section of the line y, and the curve x = 8(y).

Like in the previous examples we obtain six independent solutions
from the assumed initial values shown in Table I and form the general
solutionc

6
U (x) =) cluptx)
L=l

We determine the constants Ci from the linear system arising from
sutstituting the boundary conditions

U(xy) = Z c'v (%)

U (x) = ) clu(x,)s k=1, 2, 3

21




MACHINE COMPUTATION

In order to compare the method of lines with the conventional grid
method, Numerical Example 2 has been programmed using the two methods.
The programming, with notation included, for the method of lines is
given. Figure 5 is a flow chart showing computer operations.

CONCLUSIONS

The method of lines and the conventional grid methods have been
compared on two high-speed digital computers at Ballistic Research
Laboratories, Computing Laboratory, Aberdeen Proving Ground, Maryland,
with respect to run time, computer limitations, and one known solution,
U(k, 4) = 2428. Let "H" be the step size and "N" be the number of points.
The comparisons follow:

First Method - Conventional Grid Method

A. H=2 N=15 15 x 15 Matrix

ORIVAC - Run Time 5 min.
No Limitations

BRLESC - Run Time 1 min.
No Limitations

U(h, &) = 2419.53919
B. B.l "-77 77!77!%“‘1)(

ORIVAC - Memory too small

BRLESC - Run Time 1 min
No Limitaticns

c. n--5 N-308 ‘ waﬁ&trix
Memory too small on both computers
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\i

Second Method - Method of Lines

ORINAC - Run Time 5 min.,
Limitations, smaller AX's consume too much
run time

BRLESC - Run Time 1 min.
No Limitations

U4, 4) 2420.4529
B. H=1 N=7 X = ,1 14 x 14 Matrix

ORIVAC - Run Time 10 min.
Limitations, same as A.

BRLESC - Run Time 1 min.
No Limitations

U4, &) 2%20.7435
The method of lines needs approximately ten times less storage than
the conventional finite difference methods. In some cases it may be

faster and more accurate. Another advantage of this method is its

applicability to analog computers.

TATEUSZ LESER JOHN T. HARRISON
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COMM

CoMM
COMM
COMM

COMM
COMM

COMM
COMM
COMM

COMM
COoMM
COMM

COMM
COMM
COMM
COMM
COMM

COMM
COMM
COMNM
COMM
COMM

FORAST PROGRAM
METHOD OF LINES

PROGRAMMER- J.

GIVEN-

DEL U = 0 IN R

U(Xe0) = UlXy8) = 100X(12-X)
Uto,Y) = Ull2,Y) = 100Y(8-Y)
FIND U(XoY) [IN REGION R
HOTATION-

H = STEP SIZE

Ve HARRISON

N = NUMBER OF LINES TO FIND (0<Y<8).

L = LENGTH OF Y {0<=Y<=8),

Bl = Ul(0) = 1200 - B4 = Ul(12) = 1200
B2 = Y2(0) = 1600 , 85 = U2(12) = 1600
83 = Y3(0) = 1200 , 86 = U3(12) = 1200
Y= X

YI = UK(X) (I=149203) 4 (K=1e243).

YI = VK(X) = U'K{X)e(]1=4,5,6)
Yol = DLUK)/DX , (I=1,y2,3)
Yl = D{VK)/DX , (I1=6,45,5)

Mlel - 2N X 2N MATRIX TO FINE

y (Ksly243).
' (K=1.2.3).
’ ‘K310203)o

THE C*S.

Cl = (I=]l92¢e0eb6) CONSTANTS TO BE DETERMINED.
CUI =~ (I=19290.+21) FINAL SOLUTIONS FOR UK(X).
Ql - ([=209lyeee6) ERROR TERMS FOR SUBROUTINE.
ul - ([=1929¢¢¢230) TEMP. STORAGE.

25

o —— . .
- T P LY S — T e GOM, W AR f—— b ey
- ~ - _ e - N - ! -




BLOCIY-Y&)(Y*'~Y'6](Q-Q6)(B1-B6)X
BLOC(UL-UZ230) (CUL=CUAS) (ML oi-M6,T)%
BLOCICL1-C6)%
SYN (X=VY)%
DELX DEC (.1)%
STARY INT(H=2)% (INT(N=3)% INT(L=8)S
PRINT-FORMAT(F3)-¢ H = >{(H)L N = >(N)
CONRT< L=D>(L)%
ENTER(PRINTB)R ENTER(PRINTB)X

COMM BOUNDARY CONDITIONS

B1=1200% B2=1600% B83=1200%
84=1200% 35=1600% 86=1200%

COMM INTERGRATE (0<=X<=12), BY MEANS OF
COMM A SUBROUTINEs, RUNGE-KUTTA GILL TO APPROXIMATE
COMM ORDINARY DIFF. EQS. FROM 7 INITIAL CONDITIONS

ve=1%
EPS=DELX>,5%
SET(TC=0)(1=0)%

1.0 READ-FORMAT(FL)=(TINOS.AT(Y0)S INC(TCsTC+1)X
SETiIC=0)%
UlyI=aY1E U2y12Y2% U3, I=Y3%
INC(I=1e3)%
ENTER(R.KoGe ) IDELX)(T)LEVAL Y)(Y)IY*)(Q)S
COUNT(20 )IN(C)GOTO(R.K.G1)X GOT0(4.0)%

COMM EVALUATE THE Y°*S.

EVAL'Y Y'l=V4X Y'2=Y5% Y*3aY6%
IF-INT(TC=7)G0T0(2.0)%
HOM = 0% GOTO( 3.0)%
2.0 HOM = 20-30eX({12-X)%
3.0 AA=.6|Y1°.3'V20HONS BB8z2~,30(Y3~28Y2¢Y]1)%
CC=,60Y3~,30Y2¢HONS
V*1=(99«AA-10e88+CC)/98%
V*2=(10088-102CC~10+AA)/908%
V*3x(AA-10+B8B+99(C()/98%
AT AAD ¢ Y'S5ay* 2% Y'e=V3%
GOTO(R.K.GD)S
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COMM

4.0
6.0
COMM
COMM
FINDC
7.0
8.0
8.1
8.2
8.3
9.0
10.0
COMM
11.0
12.0
Fl FORM
F2 FORM
F3 FORM

STORE DATA.

Ulo I=Y1X U2,1=Y2% U3, 12Y3%

INC(1=]+3)%
IF(X=12)WITHIN(EPS)GOTO(6.0)%

SET(C=0)% GOTI(R.K.G1)%
IF-INT(TC=7iGOTO(FINDC)% GOT0(1.0)%

DETERMINE THE C*S FROM UK(0) AND UX(12).
FORM A 2N X 2N MATRIX.

SET(11=0)(JJ=0)(T=0)(J=0)(KK=0)%
Mlololl=ULloJJUX INC(JJ=J0+2]1)(11=]1¢1)%
COUNT(6)IN(T)GOTO(T7.0)%
MlodloI12BloKK=UloJJT INC(KK=KKe1l)(II=ll¢1)%
SET(T=0)%

COUNT(3)IN(J)IGOTO(8.0)% GOTO(9.0)8
IF-INT(KK<=2)GOTO(8.1)8 GOTO(B.2)%
SET(JJ=0)% GOTO(8.3)2

SET(JJ=18)%

INT(JJ=JJ+J)% GOTO(T.0)%
IF-INT(KK=6)GOTO(10.0)% SET(J=0)% GOV0(8.0)%
ENTER(S«N.E.)(MLo1)(6)(C1)X

FIND UK(X) <=(K=1,293) IN THE REGION R.

SET(K=0)(1I=0)(JJ=0)(I=0)(P=]126)%
CLEAR(45)NOS.AT(CUL)Z SETIKK=1)(CT=0)%
PRINTCO11><Y=2>9><Y=4>9><V¥=6>%
ENTER(PRINTB) X

INT(KI=K+])% SET(1I=0)%
CUloKIsCleIleUloJJeCUL,KISZ

INC(JJ=JJ+2]1)%

COUNT(6)INLLII)GOTO(12.0)8
CUL»KI=CULoKI1¢UL,PE INC(P=P¢l)8%
INT(JJ=]¢KK)X

COUNT(3)IN(]I)GOTO(11.0)%
PRINT=FORMAT(F2)-<X=>(CT)(3)NOS.AT(CULl,K)%
SET(1=0)8 INCIKsK+3)(CT=sCT+2)(KKaKKe3)%
IF-INT(K=21)GOTO(N.PROB)X ENTER(PRINTB)S GOTO(11.0)%
GOT0(11.0)8%

(10-10)(1-7)%
(4-3)(3=-2)(1-1)(12=4-10)(3=-2)(1-3)2
(4-3)(1-3)%

END GOTO(START)X

- A S O MW >
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METHOD OF LINES

INPUT

Ye Y3
o. 00
l. o.
o. 1.
o. o.
0. 0.
0. 0.
o. o.
28

Y4

0.
0.
0.
le
0.

0.

Y5
0.

0.
0.

0.
0.

iy ——
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10
12

Y=2
1200.0000
1907.5268
2581.9081
2839.0200
2581.9081
1907.5268
1200.0000

METHOD OF LINES

Y=4
1600.0000
1944.4311
2420.4529
2620.3148
2420.4529
1944.4311
1600.0000

VL —— -
-

ouTPUT

Y=6
1200.0000
1907.5268
2581.9081
2839.0200
2581.9081
1907.5268
1200.0000

29




REFERENCES

Mikhlin, S. G, and Smolitskii, K. L. Approximate Methods for Solving

Differential and Integral Equations. Moscow 1965, pp 329-335.

Lebedev, V. I. The Equations and Convergence of a Differential-
Difference Method (The Method of Lines), Amer. Math. Sec. Transl.
(2)29(1963), pp 255-270.

Mikhlin, S. G. Variational Methods in Mathematical Physies. Moscow
1957, pp 4o2-422.

Vlasova, Z. A. A Numerical Realization of the Method of Reduction to

Ordinary Differential Equations. Sibirsk. Math. Za. 4(1963), 475-479.

30

T T RN S e e e W PR Y CERREL IR T vt v

—"

- ——y e




Security Classification
DOCUMENT CONTROL DATA - R&D

(Security classification of title, body of abetrast and indoning annstation must be entered when the overall report ia classified)

1. ORIGINATING ACTIVITY (Corporete auther) 2. REPORT SECURITY C LASSIFICATION

U.S. Army Ballistic Research Laboratories Unclassified

Averdeen Proving Ground, Md. 25 amous

3. REPORT TITLE

THE METHOD OF LINES FOR NUMERICAL SOLUTION OF PARTIAL DIFFERENTIAL EQUATIONS

e ———————
4. DESCRIPTIVE NOTES (Type of report and inclusive dates)

§. AUTHOR(S) (Last name. tiret name, initial)

Leser, Tadeusz and Harrison, John T.

¢ NEPORY DATE 7. TOTAL NO. OF PAGES 7. NO. OF REFS
March 1966 R 4
8a. CONTRACY OR GRANT NO. 94. ORIGINATOR'S REPORT NUMBER(S)

Report No. 1311

b PROJECT NO.

1PCL4501ALLR

c. 8. a‘T.ull !,Donv NO(S) (Any other numbers thet mey be assigned

d.

‘0. AVAILABILITY/LIMITATION NOTICES

Distvibution of this document is unlimited.

1t SUPPL EMENTARY NOTES 12 IPONSORING MILITARY ACTIVITY

U.S. Army Maieriel Command
Washington, D. C.

13 ABSTRACY

In the method of lines for solving certain kinds of boundary value problems in
rectangular or trapezoidal regions one of the variables, say y, is discretized
vhiie the other variable x is left continuous. When suitable finite difference
approximations are substituted for the partial derivatives with respect to y the
differential equation is changed into a simulataneous system of ordinary
differential equations in the varisble x. The method used very little in the
USA is used extensively in the Soviet Union and nearly all the literature on
this subject is in Russian. The method has been tried in BRL and it seems to be
a very useful one. This report does not pretend to be a monograph on the subject.
It intends to be a practical guide to computations,

DD 152:’0 ‘473 Unclessified

Security Classification

L ] . -~ s L m— I S -.l-:,-o-o s e e e W oW g e . - -

-




Unclassified
Security Classitication

14,
KEY WORDS

P—-—_

LINK A
wT

LINK 8
noL &

LINK C
ROLE

noLE wTt wT

Partial Differential Equations
Numerical Methods

1. ORIGINATING ACTIVITY: Enter the name and address
of the contractor, subcontractor, grantee, Department of De-
fense activity or other organization (corporate author) iasuing
the repont,

2a. REPORT SECURTY CLASSIFICATION: Enter the over
s!l security classification of the report. Indicste whether
‘‘Restri ted Date” is include. Marking is to be in accord
arcc with ayprepriate security regalations.

2b. GROUP: Autumatic downgrading is specified in DoD Dj-
reciuve S200.10 and Armed Forces Industrial Manual. Enter
the group number. Also, when applicable, ahow that options!
mnr:mp. heve been used for Group 3 and Group 4 as author-
12ed.

3. REPORT TITLE: Enter the complete report title in all
capitel “etters. Titles in all cases should be unclassified.
U & meuningful title cannot be selected without classifice
tion, shuw tile classification in all cepitals in parenthesis
immediately following the title.

4. DESCRIPTIVE NOTES If appropriste, enter the type of
report, e.g., \nierim, progress, summary, annual, or final.
Give the inclusive dates when a specific reporting period is
cavered.

S. AUTHOR(S): Enter the name(s) of authors) as shown on
ar 1n the report. Enter 1est name, {irst name, middie initisl
1{ military, show rank and branch of service. The aame of
the principal suthor is an absolute minimum requirement.

6. REPORT DATE: Enter the dote of the report as day,
manth, year, or month, year. If more than one date appesrs
on the report, une date of publication.

7e. TOTAL NUMBER OF PAGES: The totel page count
ahould follow normal pagination procedures, Lo, enter the
number of pages conlaining informetion

76. NUMDER OF REFERENCESR Enter the total number of
references cited i the report.

8s. CONTRACT OR CRANT NUMBER: If sppropriate, enter
the applicable aumber of ihe contract or grant under which
the report wes written

80, k. & 8d. PROJECT NU'RDHa: Enter the appropriste
military depantwment ideniitiction, such a8 project sumber,
subproject minber, systom numbers, taak number, etc.

9¢. ORIGINATOR'S REPORT NUMBER(S): Eater the offi-
cial repott aumber by which the document will be identified
snd conirolled by the otiginating ectivity. This aumber must
be usique to this report.

96. OTHER REPORT NUMBER(S): If the report has been

sesigned any other report numbers (either by the originetor
or by the sponsor), sleo emer this mumber ).

e

CTIONS

10. AVAILABILITY/LIMITATION NOTICES: Enter any lim-
itations on further disseminstion »f the report, other then those

imposed by security classification, using standard statements
such as:

(1) *Qualified requesters may obtain copies of this

report frem DDC."’
“Foreign snnouncement and dissemination of this
report by DDC is not suthorized.*’

“U. S. Governmenm sgencies may obtsin copies of
this report directly from DDC. Other qualified DDC
users shal) request through

(2

3

(4) “'U. S military agencies may obtain copies of this
report directly from DDC. Other qualified users
shall request through

*°e
Y

*Al} distribution of this report is controlled Qual-
tlied DDC users shall request through

)

1f the repont has been (urnished to the Office of Technical
Servicos, Department of Commeece, for sale to the public, indk
cate this fect and enter the price, il known

1L SUPPLEMENTARY NOTES: Use for additionsl explens
tory notes

12 SPONBORING MILITARY ACTIVITY: Emer the name of
the departmental preject office or 1eborstory sponsoring (per
ing fos) the resenrch ond development. Include sddre va.

13 ABBTRACT Enter on sbatract giving & briefl and factusl
summary of the document indicative of the report, even though
it may also appesr elsewhere in the body of the technice! re-
port. Il additional space 18 required. a continuation shest
shall be sttached.

1t is highly desiradle that the sbstrect of claesified te.
porte he unclsanified. Each peregraph of the abatract shell
end with an indication of the military secwity clesvificotion
of the informating in the peragraph, represented a8 (TS) (8).
{(C). or ()

There is a0 limitation on the leagth of the ebstract. How-
ever. the suggesten length is from 150 to 225 words.

16. KEY WORDS: Key words sre technically mesningful terms
or short phrases that characterize o repont and may be used 88
inden entries for coteloging the report. Key words must be
selected 80 that no aeciwity classificotion is required. lden-
Giers, such as equipment mode! designation, trade name, mili.
tory project code name, gemuraphic location, may be used a¢
oy words but will be followed by an indicstion of 1echaicsl
content The sssignment of links. rules. snd weights s

peiumtl

optione!
%ﬂuﬁuﬂm

— e
- :




