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PREFACE

This Memorandum is part of a coantinuing research effort by the
RAND Cost Analysis Depa:tment to improve its capability for estimating
costs of future weapon systems. One unavoidable problem in the prep-
aration of such estimates is the uncertainty about something which
will o»ly come into being at a future time. We are often uncertain
as to the exact nature of the svstem, of its methods of operation,
and also uncertain about the military and political universe in which
it will function. None of the methods currently available for dealing
with this problem are entirely satisfactory. The work described in
this Memorandum is not presented as the final solution either; but it is,
rather, offergd as a meaningful and useful techknique for handling a

portion of the total problem.
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SUMMARY

Suggested in this Memorandum is a technique for expressing cost
estimates of futurersystems as probabi’ity distributions to reflect
the uncertainty of the estimate. The impact of this information is
shown to be relevant to the decision-making process.

For the purpose of this study, the relationship between the sources
of uncertainty and system cost estimates is depicted as an input-output
model. Within this framework, a procedure was developed to estimate
probability distributions for each of the input uncertointies. From
the input distributions, a Monte Carlo procedure is used to genexate
a serics of system cost estimates. A frequency distribution and com-
mon statistical measures are then prepared from the set of output
estimates to ascertain the nature and magnitude of the system cost
uncertainty.

To illustrate the proposed technique, a case study involving the
cost estimate of a hypothetical aircraft system with air-to-surface

missiles is presented.
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I. INTRODUCTION

A primary fuiction of the long-range planning process is to
examine, in a systematic manner, future courses of action in order to
identify alternatives which seem preferable to others. The analytic
techniques used for such studies are known as cost/effectiveness
analysis or systems analysis. As part of the total analytic process,
cost analysis deals with the problem of determining the resource
impacts of the alternative proposals.

It is an inescapable fact that estimates of resource requirements
for future systems are beset with uncertainty. The question is not
whether uncertainty exists, but rather in determining the magnitude
and nature of the uncertainty. BRefore addressing this problem, we

should take time to examine the sources of resource (cost) uncertainty.

SOURCES OF UNCERTAINTY

Uncertainties in estimates of resource requirements for future
systems erise from many sources. For our purpore it is convenient
to consider two categories of uncertainty: recuirements uncertairty
and cost-estimating uncertainty.

Requirements uncertainty refers to variations in cost estimates
stemming from changes in the configuration of the system being costed.
Here system configuration change means deviations frum original
specifications or assumptions regarding hardware characteristics and/or
system operstio.al concepts. Although each of these sources of un-
certainty is of a type over which decision-makers have control, studies
have shown that uncertainty about requirements comprises "0 to 80 per
cent of the total estimate uncertainty.

Cost-estimating uncertainty refers to variations in cost estimates

of a system or force when the configuration of the asystem ur force
remains constant. It differs from requirements uncertainty in that

decision-makers cannot sffect the magnitude of the variacions.

*
G. H. Fisher, A Discussion of Uncertainiy in Cost Analysis, Tl.e
RAND Corporation, RM-3071-PR, April 1962.
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Cost-estimating uncertainty arises from numerous sources: dif-
ferences between individual cost analysts, errors in the data base
used in cost analysis, errors in cost estimating relationships, extrap-
olation errors, and so forth. Although we shall treat boch categories
of uncertainty in this Memorandum, cost-estimating uncertainty is mcre

amenable to the discussion and techniques which are presented.

RELEVANCE TO DECISION-MAKING

It is under conditions of uncertainty that decision-makers must
evaluate and select among alternative proposals for future courses of
action. With explicit information describing the uncertainty of each
system cost, decision-makers will be aided in two ways. First, the
extent and probability that the ultinate system cost could differ from
its expected, single-valued estimate can be anticipated and evaluated.
With a quantitative measure for the precision of cost estimates,
decision-makers should be better able to judge--according to their
preferences and attitudes toward risk--the desirability of each system
alternative. The second benefit is that decision-makers with this
information will be more apt to choose the preferable alternative,
especially in cases where the expected costs for competing systems
are nearly coincident but have differing urcertainties. To illustrate
this last point, consider the following example.

Suppose two systems, A and B, are to be compared using cost
(resource requirements) as the criterion for evaluation. Figuie !
shows four cases in which cost estimates are exv..szsed as probability
distributions to reflect the actual, though perliaps unmeasurable,
uncertainty surrounding each estimate. In Case I, the decision-maker
is faced with uo problem since all possible costs for System A are
lower than System B. Using single-valued estimates (the mean or ex-
pected value) would not affect the decision. The situation in Case 1I
is slightly different in that there is some probabiiiiy that the nctual
cost of System A will be higher than System B. If this probabiiity
is not large, the decision-maker would still select System A. lowever,

when the overlap is significant, the single-valued estimates would no
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longer provi.  valid criterion for system selection. In the third

ca~e, both sing.e-valued estimates are the same, but the cost distri-

‘bution for System B has a larger range. Here the decision-maker's

disposition toward uncertainty and risk must dominate the selection
process. If ae prefers to miniﬁize risk, he will select System A.
However, if the daecision-maker is willing to risk possible high costs
for the chance t¢ obtain a low-cost system, he might prefer System E.
Case IV illustrates a more compiicated situation where the expected
cost of S:stem B is lower but much less certain than System A. If
the decision-maker us: < or " single-valued estimates in this case,
he would mest ::.kely choose the less desirable alternative.

We should conclude from the previous example that cost -incertainty
can be relevant to the decision-making process and an estimate of
its nature and magnitude wculd be a valuable addition to cost/effective-

ness studies. Given the context of the uncertainty problem, let us

" consider some alternative approaches_which might be used for expressing

cost uncertainty.

EXPRESS NG _CCST UNCERTAINTY

A coumon procedure for describing uncertainty of system cost is
t) test its sensitivity against system cost inputs when they are
varied over their relevant ranges. Sensitivity enclyses of thie type
help to identify major sources of uncertainty and provide valuable
information to the system designer. Such a procedure does little,‘
however, to reveal the extent to which the estimated system cost
might differ from th~ actual cost.

Another approach which has been used to express cost uncertainty
requires the analyst to specify the lowest and highest possible values
for each system cost input in addition to its most-likely value.

From the three sets of input values are derived separate system cost
estimates. The most-likely values establish the central tendency of
the system cost, while the other two are used to determine 2 range

for the cost estimate. Although this approach has considerable merit,

it tends to greatly exaggerate the uncertainty of system cost estimates,

i & AP (7 Worin ~ VT, 41, S 1




since it is extremely unlikely that all system cost inputs will be
at the lowest (or highest) values at the same time.

The technique presented in this Memurandum suggests a scheme
vhereby resource estima*es can be expressed as a probability distribu-
tion around a mean value. This permits the cost analyst tc express in
a quantitative manner the uncertainty of his estimate. 1In the secticms
to féllow, we shall exemin-» the proposed technique for estimacing cost
uncertainty, present a case study to illustrate the salient features
of the technique, and finally discuss possitle application of these
jdeas to the bigger problem of treating uncertainty in cost/effectiveness

situdies.

A
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II. MONTE CARLO TECHNIQUES FOK ESTIMATING UNCERTAINTY

In the previous section, it was noted that cost estimate uncer-
tainty results from two primary sources--requirements and cost-estimating
uncertainty. The relationship between the system cost uncertdinty

and its sources can be depicted using a simple input-output model .

Source uncertainty Output uncertainty

Cost factor 1

2 J\ ——
| |
_ | |
| | |
| i | -
| ' |
; [ — SYSfem
m A cost SRS, %
Requirement 1 A —_— oncclc);s,ls l
- model
System cost

2 [\ —
| !

| !
| | |
| | i
| i :
| ,

e e———

AN

Fig.2— Relation of system cost unce:..inty to source uncertainty

The cost analysis model portrayed in the diagram embodies all
cost estimating procedures and methodology necessary for estimating
the system cost. For our purpose, the cost factors, constants, and
estimating relationship coefficients relevant to the system being
costed are treated as a set of inputs to the cost model. Associated
with each cost input is a probability distsiibution to reflect its
uncertainty. In Sectior III, it will be shuwn that these distributions

- - ;i kT S TE 0 N
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can be described either statistically or from subjective probabilities.
The second input set defines the specifications and requirements, along
with accompanying uncertaintles, of the system being costed.

As it now stands, the problem statement is to estimate the un-
certainty of the total system cost when all input uncertainties, subject
to the complex interactiors of the cost analysis model, are considered
simul taneously. The proposed solution described on the following
pages uses a simulation technique to generate the input parameters,
then prepares a series of system cost estimates. " From the;set of
output estimates, common statistical measures (mean, standard deviation,
range), and a frequency distribution are calculated. Let us first

examine the tachniques for simulating input uncertainty.

SIMULATING PROBABILITY DISTRIBUTIONS

At this point, assume that a cost analyst or system planner can
describe each input paraﬁleter with @ probability distribution. This
distribution is then treated as a theoretical populafion from which
random samples are obtained. The methods of taking such samples, as
well as problems wbich rely on these sampling techniques, are often

referred to as Monte Carlo Methods.

To illustrate the Monte Carlo procedure for simulating cost input

uncertainty, consider the example depicted in Fig. 3.

Actual input uncertainty Cumulative distribution
Y Y

1.0
Random
decimal

|

|

|

|

Y =f(x) :

= X 0 A — X

Sample x

Fig.3 -~ Monte Carlo sampling
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j From the probability density, Y = f(x), describing the actual (or
estimated) input uncertainty, a cumulative distribution is plotted.
Next, a random decimal between zero and one is selected from a table
of random digits. By projecting horizontally from the point on the
Y~-axis corresponding to the random decimal to the cumulative curve,
we find the value of % corresponding to the point of intersectien.
This value is taken as a sample value of x.

The vesult, if this procedure is repeated numerous times, is a
samplg of input values that approximates the required input uncertainty.
As seen in Fig. 4, the more repetitions, the better the simulated
input distribution.

Sample size - 100 Sample size - 500 Sample sjze - 1000

/.\\ //\
- Y | \
~ \ / / \

/ o

Fig.4 — Simulated input distribution

In the next section where the problem of estimating system cost
(output) uncertainty is treated, each of the input parameters nust be

generated using the Monte Carlo technique just described.

ESTIMATING &YSTEM COST UNCERTAINTY

The procedure for estimating system cost uncertainty follows
readily once simulated input values have been made. To illustrate

the methodclogy, consider the following simple costing model:

e ST o € ... S e —— —, . .. - -
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M —————— :
C=MxT p—C

T ———

where C = Total training cost (dollars)
M = Manpower requirements (number personnel)
T

Initial training cost (dollars/man)

Suppose the actual uncertainty of the input parancters can be repre-
sented with probabili_ty distributions as shown below, with L, M, and
H denoting the lowest possible, most-likely, and highest possible

values, respectively.

Manpower requirement Initial training cost

Fig.5— Input uncertainty distributions

Furthermore, assume that these values are as follows:

L M H

Manpower requirement 75 100 125
Initial training cost 3000 4000 7000
From the input distributjons, a sample value for both the manpower
requirement and the initial training cost is generated by means of
the Monte Carlo technique. Using these two sample values, a total
training cost is calculated. The procedure is repeated again and
again until the nature of the output uncertainty has been established.

Table 1 summarizes the procedure for 1000 iterationms.
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Table 1

sceration M x T = C
1 I 83 | 4,052 336,316
2 108 | 6,326 683,208
3 103 | 3,741 385,323
4 101 | 4,52 | 456,520
5 92 | 3,874 | 356,408

1,000 : : :
Mean Values | 100 | 4,498 450,000*

*
Rounded to nearest thousand.

Frequency
)
.\.
[ ]
[ ]
\fl | R 1 1 J
0 2000 3000 4000 5000 6000 7000

Fig.6—Total training cost
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From the set of cost estimates a frequency distribution as shown
in Fig. 6 can be prepared to portray the cost uncertainty. It is
interesting to note that the mean value of the total training‘cost is
higher than the traditional, single-value cost estimate ($400,000) --
the product of the most-likely values for each input'factor. The
difference between the two estimates occurs because the initial train-
ing cost uncertainty is skewed to the right. If the uncertainty dis-
tributions of both input factors were symmetric, the two cost estimates
would be identical. Of course, the single-value estimate would not
describe the nature or magnitude of the outpui cost uncertainty,

Although this example depicts a very simple costing problem, the
techniques which were used to estimate cost uncertainty are applicable

to more realistic situations. However, when the scope of the cost

analysis problem is expanded -- as the case study presented in Section
III -- it is expedient that the costing model be programmed for a com-
puter, ‘

It must be noted that using the Monte Carlo technique to estimate
cost uncertainty in this manner requires that all input parameters
be mutually independent. For instance, in the example described above
it was assumed that the manpower requirement would not be affected
by the cost of training. Although there are times when these assump-
tions might not be true, they should be valid for situations where
the inputs have less than order-of-magnitude uncertainty. With cost
factor inputs, we can probably conclude that the assumption of inde-
pendence is true, However, with system requirements we must be more
careful. In cases where a functional relationship does exist between
two or more inputs, we can often circumvent the interdependence problem
by incorporating the relationship w'thin the cost model; or if the
problem demands, one could explore more sophisticated techniygues for

*
sampling from joint frequency distributiors.

*D. J. Finney, "Frequency Distribution of Deviation from Means
and Reguression Lines in Samples from a Multi-variate Normal Population,"
The Annals of Mathematical Statistics, Vol. 17, 1946.

i
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IIXI. CASE STUDY: INDIVIDUAL WEAPON SYSTEM COST ANALYSIS

For the purpose of illustrating the convepts and techniques
presented in the previous section, a computerized weapon system
costing model used by the RAND Cost Analysis Department was found to
be quite suitable. The model is used to determine rescurce require-
ments for individual weapon systems consisting of either aircraft,
aircraft with air-to-surface missiles (ASMs), or strategic missiles
(for personnel requirements only). A complete description of the
operation and design of the model is available elsewhere.*

The cece study presented in this section is a hypotherical air-
craft system with ASMs. To estimate the cost of this system, the
computer model requires 195 inputs (27 system ra2quirements and 168
cost factors).** For all practical purposes, the inputs are mutually
independent. The uncertainty of the system cost estimate was examined
for two cases: one treating only cost-estimating uncertainty, the
other the total uncertainty.

Up to this point, it was assumed that all input uncertainty could
be described with probability distributions. Before proceeding further
with the case study, we must deal with this assumption.

INPUT PROBABILITY DISTRIBUTIONS

Distributions expressing input uncertainty cen be derived from
either statistical parameters or subjective probabilities. When input
factors are based on historical data, the first approach is appropriate.
Here the standard error of estimate for the factor or estimiting re-
lationship defines the magnitude of the jinput uncertainty. Fcr example,
95 per cent confidence limits can be used to estimate the extreme
values. Decisions regarding the symmetry of the uncertainty should
reflect the analytic procedure used in developing the factor and the
nature of the historical data. When a skewed distribution is suspected,

*
H. E. Boren, Jr., Individual Weapon System Computer Cost Model,
The RAND Corporation, RM-4165-PR, July 1964.

sk
See Appendix A for input list.
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the approach discussed beiow should be used to describe the input
uncertainty.

In cases where input factors are not derived from historical data
(e.g., system requirements) or when the back-up data no longer are avail-
able, the cost analyst must utilize subjective probabilities to d2scribe
input uncertainty. To simplify this problem the following procedure was
developed.

First, the analyst specifies three values for each input factenr:
the lowest possible, most-likely, and highest possible value. Since the
most-likely value is the point estimate normally required, only two addi-
tional estimates are needed. The cost analyst should be able to esti-
mate, or at least approximate, the highest and lowest possible values
for each inpgt parameter-~he might, in fact, welcome the opportunity to
qualify his point estimates in this manner. Next, the analyst chcoses
from the nine probability distributions depicted in Fig. 7 the type which
best describes the nature of each factor (or requirement) uncertainty.
The selection must be based on whether the analyst considers the uncer-
tainty 15 skewed left, symmetric, or skewed right and whether the
variance (degree of uncertainty) is low, medium, or high. For example,
many cost factors have a realistic minimum but no obvious maximum
suggesting a distribution that is skewed right. On the other hand, some
inputs, e.g., system performance characteristics, often tend to have un-
certainties that are skewed left. Although the nine input types de-
scribe only a few of numerous possible distributions, the selection
should suffice siace it is unlikely that an analyst could accurately

distinguish betwzen more variations anyway.
All input uncertainties ~vere assumed to be beta-distributed, with

the form:
£(x) = K(x - 1)Y( - 0P,
where £(x) = probability of value x,
L = lowest possible value,
H = highest possible value,

a, £ = beta parameters.
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Fig. 7— Input uncertainty probability distributions
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The mode (m) of the be-a function (the most-likely value) is defined
by the equation:

v + B

For the purpose of describing input uncertainties, beta distributions
have many characteristics which would be expected in the actual param-
eter--finite range, continuity, and unimodality. Precedence in the
use of beta functions for this purpose <an be found in PERT assumptions
regarding the uncertainty distributioa of activity durations.* For
these reasons, beta distributions were utilized to describe the subjec-
tive probabilities of inputs to the cost model for the case study.

While achieving simplicity and ease of use, one problem exists in
the procedure just outlined that needs mentioning. From the equation
of the beta function, we note that four parameters, o and B (implied
by a selection of a distributicn type) and the high-low values, specify
a unique beta di:tribution. Any estimate of thr most-likely input
value is, therefore, overdetermined. However, ti:e modal value,
being more accurate than either estimated extreme, should be incorporated
in the description of the uncertainty distribution. For this reasor,
it was necessary to define the distribution using «, B, the modal value,
and range. Because of the types of distributions selected (see Fig. 7),
the modal value of the simulated inputs will always be at the first
quarter, midpoint, or third quarter of the raage depending on whether
the distribution is skewed left, symmetric. or skewed right. Further-
more, the calculated high and low values will usually differ sligntly
from the values specified by the 2nalyst to es:imate the input range.
However, the discrepincy between suggested and resultant extreme values
is not critical.

A list of distribution types (coded 1 through 9) and suggested
low, modul, and high values for some of the 195 inputs to the case

study cost model are tabulated in Appendix A,

*
K. R. MacCrimmon, An Analytic Study of the PERT Assumptions,
The FAND Corporation, RM-3408-PR, December 1962.




MONTE CARLO SIMULATION OF SYSTEM COST UNCERTAINTY

The mechanics of proceeding from input uncertainty expressions to
estimates of system cost uncertainty are relatively simple. The flow
diagram in Fig. 8 summarizes the necessary steps. A listing of the
FORTRAN subroutines for Steps 1, 3, and 6 (called BTABLE, SAMPLE, and
HISTO, respectively) is included in Appendix C.

Step 1. 1In the first step, cumulative beta tables for the nine
functional forms are generated. By using 128 increments for each table,
a maximum of only 6 binary search steps is required to '"look up" beta
values for vrandomly generated decimals.

Step 2. Next, the inputs to the costing model aﬁe read and stored.
Each input data card con:ains the low, moc¢al, and high value and
functional férm for two system input parameters.

Step 3. Using a random number gererator, subzroutine 3AMPLE
develops a Monte Carlo sample value for each input parameter based on
its mode, range and form. A different random number is used for each
Monte Carlo simulation.

Step 4. After a complete set of sample inputs has been generated,
the existing cost model is used to estimate the system cost. The
results are stored in an output table.

Step 5. Here the computer program tests whether the specified
number of systém cost estimates have been calculated. If not, a new
set of inputs is generated, and the procedure is repeated. When the
last iteration is made (1000 repetitions were used in this study),
the program proceeds to tho last step.

Step 6. From the tebulation of estimated system costs, subroutine
HISTO calculates the mean value, standard deviation, and a frequency
distribution (for 11 class intervals). These parameters provide the
description of cost estimate uncertainty, thus completing the objective

of our study.

CASE I: COST-ESTIMATING UNCERTAINTY

In this analysis, system cost uncertainty was estimated for

cost-estimating uncertainiy only; system requirements were limited to
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Fig.8—Estimating system cost uncertainty
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cingle-valued inputs. The uncertainty estimates were prepared for
major cost categories: initial investment, annual operating, research
and development, and five-year system cost; the results of which are
presanted in Figs, 9 through 12, 1Included for comparative purposes
with w@ach cost distribution is the point estimate obtained by limiting
2ll input parameters to their most-likely values. These estimates are
identical to the values obtained when using the costing model in its
original form. Appendix B has & listing of the original computer out-
put for the same hypothetical aircrait system. The differences between

the mean values of the cost distributions and the point estimates are

attributable to the asymmetric form of the uncertainties ascribed to

the cost factor inputs and the extent and kind of interactions that

take place among them within the costing model. Although only major
cost cétegories were examined, uncertainty estimates for other cate-
gories (e.g., detailed cost elements) or major re,ource requirements

(e.g., personnel) could have been prepared with no more effort.

CASE II: TOTAL UNCERTAINTY

Here, the effects of both scurces of uncertainty, cost-estimating
anl requirements, were analyzed. Although arbitrary estimates were
made to reflect requirement input uncertainty (e.g., low, modal, and
high estuuates of aircraft procurement level at 40, 100, and 120 units,
respectively, with a type 4 distribution), they are in line with pre-
vious studies in this field.* Therefore, the estimate of total system
cost uncertainty should be reasonably accurate. As a Surther check,
cost-estimating uncertainty (Case I) was found to be approximately 25
per cent of the total uncertainty (see Fig. 13) which confirms past

experience,

*
Robert Surmers, Cost Estimates as Predictors of Actual Weapon
System Costs: A Study of Major Hardware Articles (U), The RAND
Corporetion RM-3061-PR, April 1962 (Secret).

A A, Alchian, Reliability of Cost Estimates--Some Evidence,
The RAND Corporation, RM-481l, October 30, 1950,
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CONCLUSIONS

Although total cost uncertainty can be estimated using Monte
Czarlo techniques, treating cost-estimating uncertainty alone seems
praferable in the context of most cost analysis studies, This stems
from the fact that the system planners, who have control over require-
ment inputs, affect this type of uncertainty., Sensitivity analyses
would probably provide the planner with better information regarding
the nature and influence of each requirement uncertainty. However,
the results of cost-estimating uncertainty can be used to supplement
sensitivity analysis of requirements uncertainties., To illustrate
this, Fig. 1% depicts a typical analysis where cost category A is
related to system requirement X, Confidence limits for the sensitivity
curve can be derived from the cost-estimating uncertainty of category
A costs--95 per cent limits being two standard deviations (plus and

minus) from the expected values,

Cost estimating
) uncertainty

(95% limits)

Cost category A

Systam requirement X

Fig.14—Confidence limits for sensitivity analysis



If the estimated uacertainties for each cost factor input are reasonable,
conclusions can be made from Case I regarding the magnitude of cost-
estimating uncertainty for cost analyses of this type. Fcr example,

tre coefficient of variation (standard deviation divided by mean value)
tabulated below for the major cost categories, indicates the degree of

uncertainty which inight be expectad.

Table 2

COST-ESTIMATING UNCERTAINTY--PERCENT COEFFICIENT OF VARIATION

Cost Category Aircraft ASM
Initial Investment 13 13
Annual Operating 7 14
Research and Development 9 13
Total S5-year Cost 7 11
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1V, THE GREATER PROBLEM: UNCERTAINTY IN COST/EFFECTIVENESS STUDIES

Up to this point, all discussion regarding the problem of un-
certainty was related to cost analysis. Now we shall consider the
applicability of the same techniques to the broader context of cost/
effectiveness studies. Conceptually, system analysis studies may take
either of two forms:

(1) For a specified level of effectiveness, an attempt

is made to determine the alternative or combination

of alternatives with the minimum resource require-
ment.

(2) For a given resource level, an attempt is made to
determine the altarnative that will achiave maximum
effectiveness.

Assume for the purpose of this discussion that both forms of
analysis can be stated in terms of compari. * cost/e?fectiveness (C/E)
ratios for altermative system propusals. There are, of course, inher-
ent problems in using C/E ratios that must always be accounted for=--
e.g., the relativ: magnitudes of syr<teow costs and utility scales. 1In
the first iorm of analysis, the C/E .atio desc-ibes "dollars per unit
utility"; with the other form, the ratio is '"utility per unit dollar."
In each case, both utility and cost aave associated uncertainties-~
even the given or so-called const int parameter. Depending upon the
magnitudes and nature of these uucertainties, their effect can be
quite significant to the decision-making process.

It is suggested that this problem can be treated as an extension
of the previous cost snalysis model as depicted in Fig. 15. As before,
a series of system cost estimates is prepared using Monte Carlo tech~
niques to simui ce the uncertainties (cost-estimating and/or require-
ments) of the input parameters. In the same way, Monte Car‘o samples
can be d:veloped for the system effectiveness inputs to reflect their
uncertainty, By combining each system cost estimate with sample sets
of effectiveness inputs, a series of cost/effectiveness ratios can be
prepared. From the set of C/E ratios, the uncertainty of this parameter

can be determined using the procedures previously outlined.

%
G. H. Fisher, Military Systems Cost Apalysis (A Summary Lecture
for the AFSC Cost Analysis Course), The RAND Corporation, RM-2975-PK,

January 1462,
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Source uncertainty Output uncertainty

Cost foctors ————————3
Cost analysis model

Requirements ——————

System cost

Cost / effectiveness

Effectiveness ——————s1 System analysis model }—————n ,
4 Y vncertainty

Fig. 15—Estimating cost/efiectiveness uncertainty

If cost/effectiveness ratios are prepared for alternative system
proposals using the Monte Carlo approach, the impact of the uncertainty
on the decision-making process will be analogous to that previously

presented graphically in Fig. 1.
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Appendix A

WEAPON SYSTEM COST MODEL INPUTS
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SYSTEM REQUIE INPUTSY

LOW MODE
WEAPON SYSTEM DESIGNATOR (STRATEGIC
BOMBER = 1.0, STRATEGIC TANKER = 2.0,
SM-68B OR SM-80 = 3.0, OTHER
STRATEGIC MISSILES = 4.0, DEFENSE
WING = 5.0, DEFENSE GROUP = 6.0,
TACTICAL {ALL BASES) = 7.0, MATS (ALL
BASES) = 8.0) 1.
WEAPON SYSTEM HOST DESIGNATOR
(STRATEGIC BOMBER = 1.0, STRATEGIC
TANKER = 2.0, SM-68B OR SM-80 = 3.0,
OTHER STRATEGIC MISSILES (SM-65)= 4.0,
DEFENSE WING = 5.0, DEFENSE GROUP=6.0,
TACTICAL (ALL BASES) = 7.9, MATS (ALL
BASES) = 8.0, HOST (NOT A TENANT)=9.0) 9.
GROUND OR AIRBORNE ALERT DESIGNATOR
(CA =1.0, AA = 2.0) 2.
ASM PRESENCE DESIGNATOR (ASM'S
PRESENT = 1.0, NO ASM's PRESENT = 2.0) 1.
NUMBER OF YEARS FOR WilICH WEAPON
SYSTEM IS BEING PRICED 5.
LOCATION (2/I = 1,ARCTIC 0/S = 2,
NON-ARCTIC 0/S = 3) 1.
NUMBER OF BASES PER SYSTEM 1.0 1.1
NUMBER OF STATIONS PER SYSTEM 2 3.
NUMBER OF AIR.RAFT ON STATION 1.0 1.1
MAXIMUM AVAILABLE FLYING HOURS PER
FLIGHT (ENDURANCE) 8 10
RESERVE FLYING HOURS PFKk FLIGHT .8 1.9
FLYING HOURS FROM BASE TO STATION 1.33 2.33
MONTHLY FLYING HOURS ALLOWED PER CREW 60 120
PROCUREMENT 1.EVEL 40 100
FLYING HOURS PER PERIODIC INSPECTION 400 600
LENGTH OF PERIODIC IN HOURS 24 32
FLYING HOURS PER POST-FLIGHT INSPECTlaﬁ 125 160

HIGH TYPE

K2
o

2.0

12
1.6
3.33
140
120
800

40
175

*
Numeric values describe hypothetical aircraft system,
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LENGTH OF POST-FLIGHT IN HOURS
NUMBER OF SHIFTS PER DAY

LENGTH OF SHIFT IN HOURS

AIRCRAFT PQL CONSUMPTION RATE IN
POUNDS PER FLYING HOUR

CREW RATIO

NUMBER OF OFFICERS PER CREW (AIRCRAFT)
NWMBER OF AIRMEN PER CREW (AIRCRAFT)
WEIGHT OF EASH ASM

NIMBER OF ASM'S PER AIRCRAFT

NIMBER OF PERSONNEL REQUIRED PER ASM

ASM PROCUREMENT LEVEL

LOW | MODE
8 10
1 2
7.0 | 7.75
13,000
0
4 5
6 7
4,500 | 5,000
2 4
1 3
80 10¢

13

8.0

160

IXPE
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*
COST FACTOR INPUTSE

COMMAND SUPPORT

INITIAL SPARES

RATED NON-CREW TRAINING COST, INITIAL
NON-RATED‘OFFICER TRAINING COST, INITIAL
NCN-CREW AIRMAN TRAINING COST, INITIAL
RATED NON-CREW TRAINING COST, ANNUAL
NON-RATED OFFICER TRAINING COST, ANNUAL
NON-CREW AIRMAN TRAINING COST, ANNUAL
CIVILIAN PAY AND ALLOWANCES Z/I

CIVILIAN PAY AND ALLOWANCES 0/S

RATED OFFICER PAY AND ALLOWANCES Z/I
RATED OFFICER PAY AND ALLOWANCES 0/8
NON-RATED OFFICER PAY AND ALLOWANCES Z/I
NON-RATED OFFICER PAY AND ALLOWANCES 0/S
CREW AIRMAN PAY AND ALLOWANCES Z/I

CREW AIRMAN PAY AND ALLOWANCES 0/S
NON-CREW AIRMAN PAY AND ALLOWANCES Z/I
NON-CREW AIRMAN PAY AND ALLOWANCES 0/S
INITIAL TRAVEL $/MAN

ANNUAL TRAVEL $/MAN Z/I

ANNUAL TRAVEL $/MAN 0/S

ORGANTZATIONAL EQUIPMENT $/MAN, INITIAL

-

v

*
The low, most-likely, and high values and distribution type for
each cost factor input are specified in the seme manner as the system

requirement inputs.

Py~ ¢ . -5 TG
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ORGANIZATIONAL EQUIPMENT $/MAN, ANNUAL

INSTALLATIONS MAINTENANCE $/MAN, 7/I, TENANT
INSTALLATIONS MAINTENANCE $/MAN, Z/I, NON-TENANT
INSTALLATIONS MAINTENANCE $/MAN, 0/S, NON-ARCTIC, TENANT
INSTALLATIONS MAINTENANCE $/MAN, 0/S, NON-ARCTIC, NON-TENANT
INSTALLATIONS MAINTENANCE $/MAN, O/S ARCTIC, TENANT
INSTALLATIONS MAINTENANCE $/MAN, 0/S, ARCTIC, NON-TENANT
INSTALLATIONS REPLACEMENT $/MAN, Z/I, TENANT
INSTALLATIONS REPLACEMENT $/MAN, Z/I, NON-TENANT

INITIAL TRANSPORTATION $/MAN

ANNUAL TRANSPORTATION $/MAN, Z/I

ANNUAL TRANSPORTATION $/MAN, 0/S

INITIAL TRANSPORTATION PERCENT OF SPARES

ANNUAL TRANSPORTATION PERCENT OF MAINTENANCE COST, Z/1
ANNUAL TRANSPORTATTON PERCENT OF MAINTENANCE COST, O/S
CONTRACTUAL SERVICES $/MAN, MATS, Z/I

CONTRACTUAL SERVICES $/MAN, OTHER Z/I

CONTRACTUAL SERVICES $/MAN, MATS, 0/S

CONTRACTUAL SERVICES $/MAN, OTHER, 0/S

OTHER SUPPLIES $/MAN, Z/I

OTHER SUPPLIES $/MAN, 0/S, ARCTIC

OTHER SUPPLIES $/MAN, 0/S, NON-ARCTIC

ANNUAL AMMUNITION COST $/MAN

POL STOCKS PERCENT, 2/1

POL STOCKS PERCENT, 0/S

INSTALLATIONS MAINTENANCE STOCKS .ERCENT
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STOCKS, ANNUAL SUPPLIES, $/MAN, Z/I

STOCKS, ANNUAL SUPPLIES, $/MAN, 0/S, ARCTIC

STOCKS, ANNUAL SUPPLIES, $/MAN, 0/S, NON-ARCTIC
INITIAL FOOD STOCKS, $/MAN, Z/1 |

INITIAL FOOD STOCKS, $/MAN, 0/S

INITIAL CLOTHING STOCKS, $/MAN, Z/1

INITIAL CLOTHING STOCKS, $/MAN, 0/S

INITIAL AMMUNITION STOCKS, $./MAN

POL CONSUMPTION VARIANT FACTOR

POL LBS. PER GALLON

POL COST PER GALLON (DOLLARS)

RATED NON-CKEW OFFICERS AS PERCENTAGE OF CREW OFFICERS
OFFICERS AS PERCENTAGE OF WING HQ. PERSONNEL

SQUADRON HEADQUARTERS PERSONNEL AS PERCENTAGE OF CREW PERSONNEL
OFFICERS AS PERCENTAGE OF SQUADRON HQ. PERSONNEL
MAINTENANCE PERSONNFL PER BASE

MAINTENANCE PERSONNEL PER AIRCRAFT

OFFICERS AS PERCENTAGE OF MAINTENANCE PERSONNEL
OFFICERS AS PERCENTAGE OF SUPPORT PERSONNEL

STRATEGIC WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE (PURE
MANNED AIRCRAFT BASE)

STRATEGIC WEAPON SYSTEM ADMINISTRATIVE PERSONNEL AS PERCENTAGE OF
DIRECT PERSONNEL (PURE MANNED AIRCRAFT BASE)

STRATEGIC WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE (PURE
MISSILE AND MIXED BASES)

STRATEGIC WEAPON SYSTEM ADMINISTRATIVE PERSONNEL AS PERCENTAGE OF
DIRECT PERSONNEL (PURE MISSILE AND MIXED BASES)

AIR DEFENSE WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE (WING BASE)
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AIR DEFENSE WEAPON SYSTEM ADMINISTRATIVE PERSONNEL AS PERCENTAGE OF
DIRECT PERSONNEL OR DIRECT AND SUPPORT PERSONNEL WHEN ON AN AIR
DFFENSE BASE (WING BASE)

AIR DEFENSE WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE (GROUP
BASE)

AIR DEFENSE WEAPON SYSTEM ADMINISTRATTVE PERSONNEL AS PERCENTAGE OF
DIRECT PERSONNEL OR DIRECT AND SUPPORT PERSONMEL WHEN ON AN AIR DEFENSE
BASE (GROUP BASE)

TACTICAL WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE (ALL BASES)

TACTICAL WEAPON SYSTEM ADMINISTRATIVE PERSONNEL AS PERCENTAGE OF
DIRECT PERSONNEL (ALL BASES)

TRANSPORT (MATS) WEAPON SYSTEM ADMINISTRATIVE PERSONNEL PER BASE
(ALL BASES)

TRANSPORT (MATS) WEAPON SYSTEM ADMINISTRATIVE PERSONNEL AS PERCENTAGE
CF DIRECT PERSONNEL (ALL BASES)

STRATEGIC WEAPON SYSTEM SUPPORT PERSONNEL PER BASE (PURE MANNED
AIRCRAFT BASE)

STRATEGIC WEAPON SYSTEM SUPPORT CERSONNEL AS PERCENTAGE OF DIRECT
AND ADMINISTRATIVE PERSONNEL (PURE MANNED BASE)

STRATEGIC WEAPON SYSTEM CUPPORT PERSONNEL PER BASE (PURE MISSILE AND
MIXED BASES)

STRATEGIC WEAPON SYSTEM SUPPORT PERSONNEL AS PERCENTAGE OF DIRECT AND
ADMINISTRATIVE PERSONNEL (PURE MISSILE AND MIXED BASES)

AIR DEFENSE WEAPON SYSTEM SUPPORT PERSONNEL PER BASE (WING BASE)

AIR DEFENSE WEAPON SYSTEM SUPPORT PERSONNEL AS PERCENTAGE O¥ DIRECT
PERSONNEL (WING BASE)

AIR DEFENSE WEAPON SYSTEM SUPPORT PERSONNEL YER BASE (GROUP BASE)

AIR DEFENSE WEAPON SYSTEM SUPPORT PERSONNEL AS PERCENTAGE OF DIRECT
PERSONNEL (GROUP BASE)

TACTICAL WEAPON SYSTEM SUPPORT PERSONNEL PER BASE (ALL BASES)

TACTICAL WEAPON SYSTEM SUPPORT PERSONNEL AS PERCENTAGE OF DIRECT AND
ADMINISTRATIVE PERSONNEI. (ALL BASES)

TRANSPORT (MATS) WEAPON SYSTEM SUPPURT PERSONNEL PER BASE (ALL BASES)




TRANSPORT (MATS) WEAPON SYSTFM SUPPORT PERSONNEL AS PERCENTAGE OF
DIRECT AND ADMINISTRATIVE PERSONNEL (ALL BASES)

ADMINISTRATIVE CIVILIANS PER BASE

ADMINISTRATIVE CIVILIANS AS PERCENTAGE OF WING HQ. PERSONNEL

ASM CIVILIANS AS A PERCENTAGE OF ASM MILITARY PERSONNEL

MAINTENANCE CIVILIANS A3 PERCENTAGE OF MILITARY MAINTENANCE PERSONNEL
SUPPORT CIVILIANS AS A PERCENTAGE OF MILITARY SUPPORT PERSONNEL

COST OF AIRCRAFT NUMEER 1 (IN MILLIONS OF DOLLARS)

CUMULATIVE AVERAGE COST CURVE SLOPE (0. TO 1.)

SERVICING, PREFLIGHT AND THROUGH-FLIGHT, AND OFF-AND-ON LOADING OF
MISSTILES

EXTRA DOWN-TIME PER FLIGHT IN HOURS
UNSCHEDULED MAINTENANCE PERCENT (SORTIES)
UNSCHEDULED MAINTENANCE PERCENT (FLYING HOURS)
DEPOT MAINTENANCE COST PER FLYING HOUR
BASE MATERIALS COST PER FLYING HOUR

DEPOT MAINTENANCE COST PER SORTIE

BASE MATCRIALS COST PER SORTIE

ATTRITION RATE PER SORTIE

ATTXITION RATE PER FLYING HCUR

INITIAL TRAINING COST PER CREW (AIRCRAFT)
ANNUAL TRAINING COST PER CREW (AIRCRAFT)
FACILITIES COST PER AIRCRAFT

FACTLITIES COST PER MAN (AIRCRAFT)
FACILITIES COST PER BASE (AIRCRAFT)
FACILITIES PERCENT FOR UTILITIES (AIRCRAFT)

OVERSEAS FACILITIES COST RATIO (AIRCRAFT)
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AIRBORNE ELECTRONICS EQUIPMENT COST PER AIRCRAFT (IN MILLIONS OF
DOLLARS)

AIRCRAFT RDT&E (IN MILLIONS OF DOLLARS)

AGE COST FACTOR {ATRCRAFT)

ACE SPARES COST FACTOR (AIRCRAFT)

AGE MAINTENANCE COST FACTOR (AIRCRAFT)

AEE SPARES COST FACTOR (AIRCRAFT)

AEE MAINTENANCE COST FACTOR (AIRCRAFT)

COST OF ASM NUMBER 1 (IN MILLIONS OF DOLLARS)

SLOPE OF ASM CUMULATIVE AVERAGE COST CURVE (0. TO 1.)
ASM INSTALLATICNS COST PER MILITARY MAN

ASM INSTALLATIONS COST PER ASM

ASM INSTALLATIONS COST PER BASE

ATRBORNE ELECTRONICS EQUIPMENT COST PER ASM (IN MILLIONS OF DOLLARS)
ASM RDTS&E (IN MILLIONS OF DCLLARS)

ASM PIPELINE FACTOR

ASM OFFICER REQUiREMENT FACTOR

ASM AIRMAN REQUIREMENT FACTOK

ASM OFFICER TURNOVER RATE

ASM AIRMAN TURNOVER RAIE

ASM SPARES COST FACTUR

AGE COST FACTOR (ASM)

AGE SPARES COST FACTOR (ASM)

AEE SPARES CUST FACTOR (ASM)

ORGANIZATTONAL EQUIPMENT CUST PER MAN (ASM)

INITIAL INSTALLATIONS MAINTENANCE MATERIALS COST FACTGR (ASM)

INITIAL TRANSPORTATION COST FACTOR (ASM)
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INITJAL TRAINING COST PER OFFICER (ASM)

INITIAL TRAINING COST PER AIRMAN (ASM)

INITIAL TRAVEL COST PER OFFICER

INITIAL TRAVEL COST PER AIRMAN (ASM)

INITIAL FOOD COST PER MAN (ASM)

INITIAL CLOTHING COST PER MAN (ASM)

INITIAL COST OF MISCELLANEOUS SUPPLIES PFR MAN (ASM)
INITIAL AMMUNITION COSi PER MAN (ASM)

ASM MAINTENANCE COST FACTOR

ASM REPLACEMENT COST FACTOR

ASM CONSUMPTION COST FACTOR

AGE MAINTENANCE COST AND REPLACEMENT COST FACTOR (ASM)
AEE MAINTENANCE COST FACTOR (ASM)

ORGANIZATIONAL EQUIPMENT MAINTENANCE AND REPLACEMENT COST PER MAN (ASM)
ASM INSTALLATIONS MAINTENANCE COST FACTOR

ASM INSTALLATIONS REPLACEMENT COST FACTOR

ANNUAL TRANSPORTATION COST PER MAN (ASM)

PAY AND ALLOWANCE COST PER OFFICER (ASM)

PAY AND ALLOWANCE COST PER AIRMAN (ASM)

ANNUAL TRAINING COST PER OFFICER (ASM)

ANNUAL TRAINING COST PER AIRMAN (ASM)

ANNUAL TRAVEL COST PER OFFICER (ASM)

ANNUAL TRAVEL COST PER AIRMAN (ASM)

ANNUAL, CONTRACTUAL SERVICES AND OTHER COST PER MAN (ASM)

ANNUAL AMMUNITION COST PER MAN (ASM)
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Appendix B

WEAPON SYSTEM COST MODEL OUTPUTS
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AIRBCRNE ALERT BASIC CASE -~ STRATEGIC BCMBER WEAPON SYSTEM -- HOST

ATRBORNE ALERT CASE NUMREX 1001l.

INITIAL INVESTMENT COSTS

ATRCRAFT MISSILE TOTAL

TOTAL PROCUREMENT 359.0 44.9 404.0
PRIMARY MISSION EQUIPMENT 299.2 39.1 338.3
PRIMARY MISSION EQUIPMENT SPARES 59.19 5.9 65.7

TOTAL AGE + ALE 2CB. % 19.53 227 .7
AERDSPACE GROUND =zQUIP. 59.8 1.8 67.7
AEROSPACE GROUND EQUIP. SPARES 6.0 2.0 7.9
AIRBORNE ELECTRONICS EQUIP. 105.6 7.0 li2e6
ATRBOKNE ELECTRONICS CQUIP. SPARES 37.0 2.5 39.4

TOTAL FAC: T(ES 21.9 1.7 23.7

TOTAL TRAINING AND TRAVEL 15.2 l.1 16.3
TRAINING 14.0 lal 15.1
TRAVEL l.2 0.0 le3

TOTAL OTHER INVESTMENT Te6 Lo 9.0

INITIAL STQCKS
ORGANIZATIONAL FQUIPMENT
TRANSPORTATION

_— N
e o ¢
— 0 C
SR,V
LI Y
QD@ N

TOTAL INITIAL INVESTMENTY 612.2 68.5 680.7
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ANNUAL OPERAYING COSTS

TOTAL OPERATIONS

MAINTENANCE
POL
ATTRITION
REPLACEMENT
CONSUMPT ION

TOTAL AGE AND AEE MA INTENANCE

AEROSPACE GROUND EQUIP. MAINT.
AIRBORNE ELECTRONICS EQUIP. MAINT,

TOTAL FACILITIES MAINT. ¢ REPLACE.

FACILITY MAINTENANCE
FACILITY REPLACEMENT

TOVYAL PERSONNEL

PAY AND ALLOWANCES
TRAINING
TRAVEL

TOTAL OTHER OPERATING

REPLACEMENT OF ORGANIZATICNAL EQUIP.

TRANSPORTATION
MISCELLANEOUS

TOTAL ANNUAL OPERATING

RESFARCH AND OEVELOPMENT

TNYAL S-~YEAR SYSTEM COST

ATRCRAFT
3%.3

9l.7

450.0

1520.9

MISSILE
9.0

5.9

.
-~

[l 28] W
.
x O

o
.
N

800.0

938.8

[

TITAL
464.3

0.8
1.6
8.8
1.2
2.0

1250.0

2459.7
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MISCELLANEQUS DATA

CASE NUMBER 1001.0
NUMBER OF BASES PER SYSTEM 1.0
VUMBER DOF STATIONS PER SYSTEM 3.0
ENDURANCE HNURS 10.0
RESERVE FLYING HOURS PER FLIGHT 1.0
FLYING HOURS FROM BASE TU STATION 2.3
OPERATIONAL AIRCRAFT PER SYSTEM 16.0
COST OF AIRCRAFT NUMBER 1 17.0
CUMULATIVE COST CURVE SLOPE tAIRCRAFT) 1.0
PROCUREZMENT LEVEL F3R AIRCRAFT 100.0
MONTHLY FLYING HOURS PER CREW 120.0
HOURS IN MAINT, AND S5ERV. PER MISSION 7.3
LAPSEND HOURS PER MISSION iINCL. MAINT, 22.0
EFFECTIVE UTILIZATION RATE (PERCENT) 18.7
EFFECTIVE TIME ON STATION (HOURS) 4.3
DPERATINNAL AIRCRAFT PER BASE 16.0
TOTAL PERSONNEL PER BASE 3565.0
NUMBER OF SHIFTS PER DAY 2.0
VUMBER OF MISSILES PER AIRCRAFT 4.0
NEIGHT NF EACH MISSILE 5000.0
COST OF MISSILE NUMBER 1 0.6
CUMULATIVE COST CURVE SLGPE (MISSILE) 1.0
PROCUREMENT LEVEL FOR MISSILES 100.0
DPERATIONAL MISSILES REQ. PER SYSTEM 64.0
PERSONNEL REQUIREMENTS
OFFICERS ATRMEN MILITARY CIVILIANS
ADMINISTRATION 88. 264, 353, 10,
SQUADRON HQ. 11. 4. . 45.
FLIGHT CREW 187. 261. 448.
32. 180. 211. 0.
MAINTENANCE 20. 6138, 658. 0.
113. 1502, 1615, 226.
450, 28178. 3329. 236.
RATED NON-CREW 19.
T B it — T T — V.. LTI

TOTAL
363,
45.
448,
211,
650.
1841.

315654

§ ———

o N
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Appendix C

FORTRAN SUBROUTINES FOR ESTIMATING UNCERTAINTY

el IR T TR,




1 SUBROUTINE BTABLE

b4

COMMON /RTAB/ NTABLEs CUMB(9,5128)y XTABLE(128)

GENERATFS CUMULATIVE BETA TABLES FOR NINE BETA EQUATIONS

DO 10 M = 1149
NTABLE = M
DELTA = 0,0078125
A 040 .
B DELTA
DO 10 J = 1,128
PKLEQ=--A LIBRARY ROUTINE~--
CUMB(MsJ) = PKLEQ(A+B)
XTABLE(J) = B
B =8 + DELTA
10 CONTINUE
RETURN
END

IS USED TO INTEGRATE BETA EQUATIONS




10

FUNCTION SSSSS(X)
COMMON /BTAB/ NTABLES

THIS SUBROUTINE--USED

TF (NTABLE <EQ,
IF (NTABLE +EQ.
1F (NTABLE «EQo
IF (NTARLE oEQs
1IF (NTABRLE +EQ,
IF (NTABLE «EQe
IF (MTABLE «EQ.
1F (NTABLE +EQ,
IF (NTABLE +EQ,
ALPHA = 145
BETA = 0.5
CONST = 8,1

GO TO 1C

ALPHA = 1435
BETA = le¢35
CONST =10466

GO TO 10

ALPHA = 045
BETA = 1.5
CONST = 5,41

GO TO 10

ALPHA = 3,

BETA = 1,
CONST = 2C40

GO TO 10

ALPHA = 2,75
RETA = 2475
CONST = 9545

GO TO 10

ALPHA = 1.

BETA = 3,0
CONST = 2040

GO 10 10

ALPHA = 4,5
BETA = 165
CONST = 7245

GO0 TO 10

ALPHA = 4,0
BETA = 4,0
CONST = 630

GO T0O 10

ALLPHA = 15
BETA = 4,45

CONST = 7245
§5555 = (CONST) # (X*®ALPHA) * ((1e0 = X)*#BETA)

RETURN
FND

1)
2)
3)
4)
5)
6)
1)
8)
9)

GO
GO
GO
GO
GO
GO
GO
GO
GO
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CUMB(9+128) s XTABLE(128)

BY

TO
T0
TO
TO
TO
T0
TO
TO
TO

PKLEQ-- DEFINES BETA EQUATION PARAMETERS

4O WN) -

Y.



COMMON /NUM/ NUMIs NUM2s NUM3y ITERs NI

COMMON /RTAB/ NTABLEs CUMB(95128)

COMMON /DATA/ IDATA(420)y GLOW(420)y GMODE(620)
€ ITYPE(420)s FLOW(420)s FMODF(420)s FHIGH(420),
C O0UT(1700,13) '

COMMON AAy ARy ACy ADs AFs AFy  AG,
C AMs ANs AOs APy AQs ARy ASs AT,
C AZy BAs BHBe BCs 8Ds BEs BFs BG,
C BMs BNy 80s BPy B8BQs BRs HkSs BT,
C BZy CAy CBy CCy» CDs» OBs 0Cs 0D,
C RKs RL» RMs RUs A519 AS2s AS3» AS4H,
C AT2s AM1s AM2,y 551 SS2s S5S3s SS4s S5D1
C SMls SM2s Cls C2s (C39 C4y C(C5s AGL,
C HBs HCs HDe HEs HFs HGs HH, HI,
C H@s HRy HSe HTs HUJs HVs QAs QB,

COMMON QJsy QK»s QLs QMy QAN Q0 QP
C GOAs ASM. YOPs, DBy EAs EBs ECs ED,
C GAs GBsy GCsy GDsy GEs GFs GGs GGl,
C GMs OAs PAs PBs PCs RAs» RBs GSA,
C TEs EEAs RDAsy WAs WBs WCs WDOs MWE,
C RDMy A2y A3y A4y A By Co Dy
C H2» Iy Oos Py Qls Qs Q2 R,

COMMON Xs PMAs PMOy PMTs XXXs ZAs 7B,
C LFy ZFAs 272Gy 2ZGAy 2ZHs ZHAy 21+ Z1A,
C OFBes AMBs CFCs AMCH OFDs AMDs CVAs CVR,
C TODs XAs xBs XCs XDe XEs XFs XGy
C XMs XNy X0s» XPs» XQs XRs YAs VYR,
C YHs YIs YJs VYKs YLs YMs YNs» YCl,
C AGMs AFEs AESs AEMs TAEs TCSe TMCs TSC,

COMMON Pgs Pgs P79 Pgs Pgs P10y P17
C Pl17s P18y P19y P20y P21y P22y P23, P24,
C P30s P31y P32y P33y P34y P35y P36,y P37,
C P43y vaby P45y P4LEY P4Ty P48y PUG, PSN,
C P56y P57, P58y P59,y P60y P61,y P62, PA3,
C P69y P70y P71y P72y P73y PT74hs P75y P78
C P82y P83y F3us P85y P86y P87y P8BEs P8O,
C P93s P96y PSGT7y P98y
C PICEsP109sP11CsP1119P112y TITLE(12)

DIMENSION FDATA(])

EQUIVALENCF (AASFDATA(Y)Y)

DO 99 N=149166

IF (NTYPE(N) «EQs 1) GC TO 1

IF (NTYPE(N) «EQs 2) GO TO 2

1F (NTYPE(N) «FQs 3) GC TO 3

IF (NTYPE(N) +5Qs 4) CO TO &

IF (NTYPF(N) «F Qe 5) GO TO 5

IF (INTYPE(N) «FQs 6) GO TO &

TF (NTYPE(N) «FQe 7) GO TO 7

IF (NTYPF(IN) «FQ, 8) GO TO 8

TF (NTYPF(N) «FQe 9) GO TO G

SUBROUTINE SAMPLE
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GENERATES A MONTE CARLO VALUE FOR EACH INPUT PARAMETER

XTABLE(128)

AH,
AU
BH
BUs
RCy
AD1»
SD2»
AG2
HJ »
QC,
QQy
EE »
GG2 s
SBs
WF »
Eos
Sy
ZCy
ZJs
CVCy
XH
YC
YO2
TTCo»
Pi2s
P25,
P38,
P51,
P6l; 9
P77,
P90,

AT,
AV
Bl
BV
RDs
AD?2
SD3,
AG3,
HM
QD
QR
EF,
GH »
TAS
WGy

Fo

T
LCA,
ZL
CVDys
X1
YDy
YPy
TTTs
P13
P26y
P39,
P52
P65,
P78
P31

Ay
AWy
BJy
By
Ry
AD3
SD4
AE L,
HN
QE s
RUN
FAs
Gl
TB,
WH’
Gl
Us
2D,
ZTy
TOA,
XJs
YE,
YQy
Pls
P14y
P27
P40y
P53,
P66
P79,

P92y

GHIGH(420)
NTYPF(420),

ALy
AY
BLy
BY
RJs
ATl
ST2»
AE2, HA,
HOy HPy
QGeQOH,LQI
TWSy TWHy
FRy FCy
GKs GLo
TCe TD>
Wls EEM,
G He
Ve Ve W
ZDAs 2E,
OFA: AMA)
TOBy TOC,
XKs XL
YF9 YG’
AGE, AGS),
P23sP34Py
P15» P16
P28y P29y
P4ly P42
PS54y P55,
P67, P68y
P80y P81y
P93, P94y

AK
AX»
BKy
BXo
RH
AD4
STl

PO9sPL1OCHIPI019P102sP1039P104sP1059P1GEWPIOT
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10

11

12
13
14

99
100

AR

SINGLE VALUED INPUT
FDATAIN) = FMONRF(N)

GO TO 99

DISTRIBUTION SKFWED LEFT
SYMCDE = 06475

Moo= 1

GO TO 10
SMODE =
M= 4

GO T0O 10
SMODE = 0475

M =T

GO T0 10 _
DISTRIBUTION SYMETRIC
SMODE = 0,450

M= 2

GO TO 10

SMODE = 0,50

M =5

GO T0O .0

SMODE = 0,50

M =28

GO TO 10

DISTRIBUTION SKEWED RIGHT
SMODE = D625
M= 3

GO TO 10

SMODE = Q425

M = 6

GO 170 10

SMODE = 0425

M = 9

CALL RANDOMI(R)
BIMARY SEARCH FOR CUM BETA

J = 64

DC 13 X = 196

L =6-KXK

IF (CUMB(MyJ) +LTe R) GO TO 11
IF (CUMB(MsJ) «GTe R) GO TO 12
GO TO 14 :
J =2 J 4+ 2%%L

GO TO 13

J = J = 2%e

CONTINUE

SAMPLX = XTABLF(J)

FDATA(N) = FMODE(N) + (FHIGH(N) = FLOW(N)) * (SAMPLX - SMODE)

CONTINUE
RETURN
END

L g LA A e W il TR N T
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SUBROUTINE HISTO

COMMON /NUM/ NUMTs NUM2s NUM3e TTERs NI

COMMON /NDATA/ I1DATA(420)s GLOW(420)s GMONE(420)s GHIGH(420)
C ITYPE(420)s FLO®(420)s FMCDE(420)s FHIGH(420)s NTYPE(420)
C OuUT(10G0s+13)

DIMENSION XVAL(25913)s NFREG(25+13)

CALCYLATFS MFEANs STANDARD DEVIATIONs AND PREPARES HISTOGRAM

DO 99 J = 1,913
CALCULATE INTERVAL RANGE (RINT) FOR NI INTERVALS
XMIN = OUTI(19J)
XMAX = OUT(1sJ)
DO 1 K=z=1,ITER
IF (OUT(KsJ) eLTe XMIN) XMIN = QUTI(KJ)
IF (OUT(KsJ) oGTe XMAX) XMAX = QUTI(KeJ)
1 CONTINUE
RINT = (XMAX = XMIN) /7 FLOATI(NI)
CALCULATE MEAN VALUE (XVAL) FOR EACH INTERVAL
XVAL{1s2J) = XMIN + RINT/2.
DO 10 N= 2sNI
10 XVAL(NsJ) = XVAL(N=19sJ) + RINT
DFTERMINE DATA FREQUENCY FOR EACH INTERVAL
DO 20 N= 1sNI
20 NFREQ(NsJ) = 0
DO 22 K= 1s»ITER
DO 21 N= 19Nl
XLIM = XVALINsJ) + RINT/2.
IF (XLIM <GEe OUT(KsJ)) GO TO 22
21 CONTINUE
N = NI
22 NFREQ(NsJ) = NFREQ(NsJ) + 1
CALCULATE MEAN VALUE (XMFEAN)
SUMX = 0O,
PO 30 K = 19ITER
30 SUMX = SUMX + OUT(KsJ)
XMEAN = SUMX /7 FLOAT{ITER)
CALCULATE STANDARD DEVIATION (XSDEV)
SUMSQ = 0.
DO 40 K = 1sITER
40 SUMSQ = SUMSQ + (OUT(KsJ) = XMEAN)#*¥2
XVAR = SUMSQ /7 (FLOAT(ITER) = 140)
XSDEV = SQRT(XVAR)
PRINT OUTPUT
PRINT 50, (XMINy XMAXes XMEANs XSDEV)
50 FORMAT (16HIMINIMUM VALUE =y F10el /7 16HOMAXIMUM VALUE =, F10e1 /
€ 16H0 MEAN VALUF =4 F1Nnel 7 16HOSTANDARD DEVe =4 FlNel 7/)
NO 51 N = 1sNI
51 PRINT 52s (XVAL(NsJ)s NFREQ(NsJ))
52 FORMAT (14XsF10e1110) ’
99 CONTINUE
100 RETURN
END
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