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ABSTRACT

A condition is given for a context-free grammer to bLe unambiguous,
This condition is proved to be both necessary e£nd sufficient. A

class of context-free gresmmers cslled first-character-recognition

grammars (or fer grammars) is defined. These grammars obviously

satisfy the necessary and sufficient condition; consequently, they
sre unembiguous. Tt is shown to be & decidable question, whether
8 given grammar is en fer gremmar. Many programming isnguages can

be described by fer gremmers; ALGOL can be so described, except for

the distinction tetween arithmetic and Boolean expressions.
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INTRODUCTION

Tl.is paper employs a formalism that has become standard for context-free
languages. Ginsburg L1]) has reported the results of a number of studles in
this area. To provide background Information, some results of those studies

are summarized in the following paragraphs,.

Writing two words together indicates concatenation; writing two sets of words
together indicates complex product. For an arbitrsry set E, E¥ i8 the set of
all words over E, i.e., &ll the finite sequences of elements frcm E. 1In par-
ticular, E* contains tne empty word €. If w is a word, then !wl is the number
of elements in w. If xyz = u, then y is said to be s subword of u, and x is
said to be an initial subword of u, and z is said to be a terminal subword of

u. A subword of u that is distinct from u is called a proper subword.

Definition. A grammar G is a b-tuple (V, £, P, 0), where V is a finite set
("vocabulary"), L is a subset of V ("Letters”), 0 is an element of V-L, and
P (the sel of "production") is a finite set of ordered rairs cf the form

E~w, with 7 in V-Z and v in V¥,

Definition. By & node from v in V is meant a sequence of positive integers

(1, 4 15, v.., i

1’ 12, 3 with O S k such that if 1 S k there is a sequence of

W)

productions v, = w,, v, < Wy, Va T Vg ey Yy = w, such that: (1) vy is v,

(2) V., is the ij-th term of My for J < k, (3) if W, o €, i, = 1 and (4) ir

Vi 7€, i, S lwk‘.
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When 1 = k and v # €, we call the i -th term of w_ the label of the node

k k
When 1 € k and w_ = €, we call € the label of the

(b, 1,, 1 S5 1

l, 2’ 13, k)'
node. The letter v is the label of the node (1).

. + - F
The node (1, IR YRR SRR 1k) is called terminal if w_ = € or the 1 -th
term of Vi 18 in £, The seonence (1) is considered & terminal node from all
v in Z,

Definition, The statement that T i1s a generation tree from v in V means that

T 1s a collection of nodes from v such thut: (1) the sequence (1) is in T; (2) if

(1, il, 12, 13, ey ik) is a non-terminal node of T, then there is one and

cnly one J such that (1, 1., 1., 1., ..., 1 3) is in T: and (3) if (3, 1,5 1,

1) 2) 3)

3 s 1k) is in T then (1, 1y, 15, 13

gequence (l) is called the root of the tree and its label is v. From this

1 . ik-l) is also in T. The

definition it follows that the generation tree for v in L contains only the

node (1).
€ (1, 2, 2, 1)

a: (1, 2, 2)
a: (1, 2, 1) b: (1, 2, 3)
(1, 2)
a: (1, 1) b: (1, 3)
a: (1)

Generation Tree for the Word aabt in a Grammar
Whose Productions are @ = a @ L and o — &,
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Definition. By the length of the generation tree T is meant one less than the
maximum length of the sequences of integers in 7. The length of the generation

tree in the example 1s 3.

Notation. If each of (1, 1, 1, YRRy 1m) end (1, J;, Jo J30 o Jn) is

a node from v then write (1, il’ ceey im) < (1, Jl’ cee, Jn) to mean that

either (1) m < n and i = J, for 1 Sk Smor() if k is the least integer such

X
<
that 1 a j, then 1 < § .

Definition. Let all the terminal)l nodes of the generation tree T be arranged in

a sequence N., ..., N such that Ny <N

1’ k 1+1°

of Ni’ for 1 s 1 £ k. The word Bl ce Bk is8 called the sentence of T and is

for 1 ¢ i1 s k., Let Bi be the label

denoted by S(T).

Definition, For v in V, L(v) = { x| @ a generation tree from v whose sentence
is x}. L(v) is called the language cf v. For Vi Y in V, let L (vl v2) =

L (v,) L (v The function L is now defined for all v in V U V2. The language

DL (v,).
of a grammar is usually defined in terms of a sequence of steps in which members

of V¥* are rewritten, see Bar-Hillel (2]. It should be clear to the reader that

these two definitions are equivelent.

Definition. The grammar G = (V, L, P, 0) is said to be ambiguous at v in V if
there are two distinct generation trees from v which produce the same word.

The entire grammar is said to be ambiguous, if it is ambiguous at 0,
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Definition. A grammar is said to be binary if each production is either of

with v v. in V,

the formv * € or v - vy Vo L Vo

THE NECESSARY AND SUFFICIENT CONDITION

Definition. The set of terminsl words that will be associated with x in Vv U Va

is defined by H(x) = { z|  u, v both in L(x) such that u z = v}.

Definition. The set of initial words that will be associated with x in V U V2

is defined by K(x) = { z| & u, v both in L(v) such that z u = v},

Theorem. It is a necessary and sufficient condition for & binary gremmar G =
(v, L, P, 0) to be unembiguous at all v in V thet: (1) if % - X, X , and E -~ ¥y Yo
are two distinct productions of G then L(xl xg) NrL (yl yg) = @ snd (2) if § -~

x y is a production of G then H(x) N K(y) = ¢@.

Proof. ©Since the condition is obviously necessary, we proceed to prove that it
is sufficient. The grammar G will now be shown unambiguous by induction on the
lengths of the generation trees, Assume that for all € in V there do not exist
two distinct generation trees of length S n from % which produce the same word
in I*, Assume furthermore thnt there does exist a v in V and & pair of genera-

tion trees X and Y from v with length € n+l which produce the same word ir ¥,

Case 1. The tree X begins with the production v = x and the tree Y begins
with a different production v = y, where x and y are in V2 + €, Then S(X) =

s(Y) is in L(x) N L(y), which is contrary to the hypothesis.
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Case 2. Both trees begin with the same production v - Just below the

Uy Us.
root of X are two cubtrees Xl and X2 from Uy and u, regpectively., Let Y1 and

Y2 be similar subtrees of Y.

Case 2.1 S(X.,) = S(Yl)' Then S(Xg) = S(Y Since the subtrees X. and Y

2)' 1 1

have length S n, they cannot be involved in an ambig:ity from ul, therefore

)

X1 = Yl' Similarly, X2 = Y2 and thus X = Y which contredicts the contrary

assumption,
Case 2.2 S(Xl) is a proper initial subword of S(Yl)' Let z be a word such
that s(xl) z = S(Yl).
S(Xl) S(X2)

| {

| ]

) }

: z : .

5(1,) (1)

since z is in H(ul) and K(ug), the hypothesis of the theorem is contradicted.

Case 2.3 S(Yl) is » proﬁer initisl subword of S(X Similar to case 2.2,

l)'
0,E.D,

FIRST -CHARACTER -RECOGNITION GRAMMARS

Definition. Let F(x) denote the set of all first letters of words in L(x) and
let E(x) denote the set of all first letters of words in H(x). Let Q(x) be the

predicate "€ is in L(x)."
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Definition. The statement that G = (V, £, P, 0) is a first-characte.-recognition

grammar (or an fcr grammsr), G is & binsry grammer and means that (1) if € -

Fo— o N
x, X, and 5 =y, y, ere tvo distinct productions of G, then F (x1 x2) F (y1 y2)
- ¢ and either ~Q (x1 x2) or ~Q (y1 y2) and (2) if £ * x y is & production of

G, then E(x) N F(y) = ¢.
Theorem. Every fcr grammar is unambiguous.

This theorem obviously follows from the necessary and sufficient condition.

The computability of the predicate G{x) follows from the theorem, that it is
decidable vhether any word, including €, belongs to & language., For a proof of
this theorem see Chomsky L4) or Bar-Hillel L2]. To prove that F(x) is computeble
we cen make use of the theorem of Gi isburg [3} that states that the image of =
context-free language under a finite stete transducer is itself a context-free
language. The transducer needed is a simple one that outputs the first letter

of each word given it. From thc given gremmar, the transdu-er theorem gives us

8 new grammar whose language is F(x). We use the decidsbility algorithm

ment ioned 2bove to determine vhich letters are words of the new grammer.

At this point, more direct methods ~¢ computing Q(x) end F(x) will be given.

These methods employ ascending sequences, similar to those used by Ber-Hillel [2].

For v, Vi 7o in Vand 1 - n
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It can be easily proven that there exists x such that for p in V J V2

v ()= ()= e (P) = e 2 (0) =g ) (P) - vesad o (5) -« (1)

For v, Vir Vs in V-Z and 1 S n

B (v) ={ x| x in T and elther v =xor & y (v - x y)}

I (v) = Fn(v) o { x| ¢ uy, U, (v — u, u, and either x in F_ (ul) or Q_ (ul)
end x in F_ (ug) }

F, (v1 v2) =F_ (Vl) U { x| Qh (Vl) and x in F_ (v2) }

It can be easily proven that there exists k such that for p in V U V2

F) (p) SF, (p) SF5 () S ... F (p) =F,, (P) = ... end F, (p) = F (p)

The function E(p) is not 8o easy to handle. As before, a chain will be
defined that converges to a function Ek (p). Suppose we make a new condition
by replacing E (p) with E, (p) in the sufficient condition already given.
These two conditions will be proven to be equivalent. Tie method of proof is
to show that for all p in V, Ek (p) € E (p) and if the new condition ls satis-

fied, then for ell p in V, E (p) & E, (p).

For v in Vand 1 € n

; =E \J 3 ) w = >
(v) . (VYU { x| 3y v ( u, u, and either x in E_ (u2) or

1)

b

Q, (UQ) and x in E_ (u,) or (v) and x in F (ul))}

1) “nal

It can easily be proven that there exists k such that for p in V U V2

B, (p) S E, (P =...c8 (p) =B, (P)=...
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Lema. For all v in V, B (v) € E (v).

This is also easily proven,

Definition. For p in V and 1 S n, E' (p) = {x | 7 two generation trees X end
Y from p of length € n and a word w in Z¥ such that S (X) w = S (Y) and x is

the first letter of w J.

Leme. Suppose that G = (V, £, P, 0) is & binery grammar such that (1) if € -

X, X N

1 %o and § ~ Y, Y5 are two distinct productions of G then F (xl, X

5)
F (yy, ¥,) = # and either ~Q (x; x,) or ~Q (y; ¥,) and (2) if € = x y then E,
F(y)=@. For vinV-Land 1< n, E' (v) € E (v).

Proof.
The theorem is proven by induction in the following manner. Let n be some
integer 2 1. Assume that for all v, B (v) &« Ek (v). Let p be in V-Z eand

let s be in gt (p).

Tt must be shown that E ' (p) < E, (p), in other words, that s is in E, (p).

There exists & pair of generation trees X and Y from p such that (1) both X and

Y have length < n+l and (2) ¥ z (S(X) z = S (Y) ond 8 is the first letter in z).

Case 1 S(X) = €
Let p ~ Yy Yo be the first production of the tree Y. The length of the subtree
from y, is S n; therefore, s is in F (yl). Since Qn+1 (p) is true, it follows

that s is in E__ (p) and, consequently, in B (p).

1
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Cnse 2 S(X) # €
Let p ™ x and p = y be the first productions of the trees X and Y respectively,
with x end y in V?. Assume these productions are distinct. Then F (x) " F (y) =

@. This is impossible since S(X) is an initial subword of S(Y). Let p — Y1 Vo

be the first production of both trees X and Y, Just below the root of X are
two subtrees Xl and X, from v and Vo respectively. Let Yl and Y2 be similar
(4

gsubtrees for Y.

Case 2.1 s(xl)

s is in EV (v2); s is in B (v2); g i8 in Ek+l (p); s 18 in Ek (p)

Case 2.2 s(x]) ie 8 proper initial subword of S(Yl)
Case 2.2.1 S(X2) = €
s(xl) |
|
| 8
S(Yl) s( a)

3 n . 3 f . % - .
s is in E (vl), s is in B (vl), Qk (12) is true, 8 “s in Ek+l (p); s is 1in

E, (p).
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Case 2.2.2 S(x.) # €

2

Let t be the first letter in S(X t is in E° (vl); t is in B (vl); t is in

).
2
F (v2); E (vl) ~F (v2) # ¢, Contradiction

Case 2.3 S(Yl) is a proper initiel subword of S(X.)
O(Xl) S(X2)
|
it
s(yl) S(Y.)
&

Similar to case 2.,2.2

Q.E.D.

Theorem, If G = (V, ¢, P, 0) is a binary grammer, then G is an fcr grammar if
and only if (l) if § - Xy X5 and § — yl y, ere distinct productions then

Y N - ~Q ! -
F (xl x,) N F (yl y2) @ and either ~ Q X, x2) or ~ Q (yl y2) and (2) if

€ - x y then E (x) NF (y) = @.

Proof
Part 1. 1If stetement 1 then ststement 2.

E, (x) SE(x); E(x)0F (y) =% B (%) NF (y) = 8
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Part 2, If statement 2 then statement 1.
For v in V-2 end 1 < n, Y (v) € E, (v).
For v in V-2, E (v) & E, (v).
For v in 2, E (v) = @.
v) € v)e & o o -
For v inV, E (v) € B (v); B (v) S B (v); E (v) = E_(v).

Q.E.D.

CONCLUSION

Gremmoars trt ere used in a top-to-bottom syntax scen without backup are slmost
slways fcr gremmars. Such grammnrs have been used in syntex-directed compilers
by Schorre [63, Schmidt LSJ, end Schneider and Johnson [7]. The only difficulty
in wvriting such a gremmer for ALGOL appears to be thet the distinction between
algebreic and Boolean expressions 1s lost beceuse they both begin with an
arbitrary number of open perentheses. 1In other words, the languasge of the
rewritten gremmar would contzin all the words in ALGOL and, in sddition, words
thet hed slgebreic expression where only Boolean expressions should be (for

example, ... IF A + B THEN ...).



28 July 1965 1k SP-2153

(2)

CITED REFERENCES

Ginsburg, Seymour, “A survey of ALGOL-like and context free laenguege
theory,” invited pape. at the IFIP Working Conferernce on "Formal

Language Description Languages,” in Austria, 1964; SDC TM-738/006/0C.

Bar-Hillel, Y., Perles, M., and Shemir, E. "On Tormal properties of
simple phrase structure gremmsrs,’” Zeilfschrift fur Phonetik,

Sprachwissenschaft und Kommunikationsforschung, Vol. 1k, 1961,

pp. 1k3-172.

Ginsburg, S. and Rose, G. F. "Operations which preserve definability
in languages,” Journal of the Assoclation for Computing Machinery,

Vol. 10, 1963, pp. 175-1G5.

Chomsky, N. "On certain formal properties of grammars,” Information and

Control 2 (1959) 137-167,

Schmidt, L., "Implementstion of a symbol manipulator for heuristic trans-

lrtion,” 1963 ACM National Confcrence, Denver, Colorado.

Schorre, D. V., "MITA II, & syntax-criented compiler writing languege,”

1964 ACM Nationnl Conference, Philrdelphin.

Sctneider, F. W. -nd Johnson, G. D., "A syntnax-directed compiler-writing
compiler L. renernte efficient code,” 1964 ACM National Conference,

Philadelphin.



28 July 1965 1. 5pP-2153
(1ast page)

UNCITED REFFRENC.SS

Cantor, D. "On the ambiguity problem of Backus systems,” Journal cf the

Association for Computing Machirery, Vol. 9, 1962, pp. 477-L70Q

Chomsky, N. and Schutzenberger, M. P. "The algebraic theory of context-free

languages, ' Computer Programming and Formel "ystems, edited by

Braffort and Hirschberg, North-Holland Putlishing Co., Amsterdam,

1963.

Floyd, Robert W. "On ambiguity in phrase structure languages, Communic-tions

of the ACM, Vol. S, No. 1C (October 1362), page 526.



UNCLASSTFIED

DOCUMENT CONTROL DATA - R&C

1 QRIGINATING ACTIVITY (Camorete suthor) te
SYSTEM DEVELOPMENT CORPORATION
Santa Monica, California ¢

} REPORY TITLE

A NECESSARY AND SUFFICIENT CONDITION FOR A CONTEXT~FREE GRAMMAR TO

BE UNAMBIGUOUS

4 DESCKIPTIVE NOTES (Type of repost and Inchisive dates)

8 AUTHOR(S) (Last name, firet name, Injiial)

Sehorre, D.V.

6. REPORT DATE

28 July 1965

Yo. TOTAL NO. QF RAGES 75 NO. OF MKPS

15 10

8a CONTRACTY OR GRANT NO.
Government €Contracts

b PROJECT NO.

d

§¢ ORIGINA: ,R'S REPORT NUMBENR(S)

SP-2153

b xTHlR :JPORY NO(B) (Any sther numbere that may be aseigned
le repo

10 AVAILABILITY/LIMITATION NOTICKS

This document

has been cleared for open publication
and may be disseminated by the Clearing House for
Federal Scientific & Technical ormation,

1. SUPPLEMENTARY NOTES

13. SPONSOR

13 ABSTRACT

A condition is given for a context-free grammar to be unambiguous.

This condition is proved to be both necessary and sufficient. A clasas

of context-free grammers called first-character-recognitior grammars

(or fcr grammars) is defined. These grammars obviously satisfy the
necersary and sufficient condition; consequently, they are urambiguous.
It 18 shown to be a decidable question, whether a given grammar is an

fcr grammar. Many programming languages can be described by fer grammars;
ALGOL can be so described, except for the distinction between arithmetic
and Boolean expressions,

A-2735

Unclasgseified




UNCL.,

T LINK A LINK B LINK C
KEZY WORDS ROLE wT ROLE wY AOLE wT
Context Free
Unambiguous
Graemmar
UNCL,

A-2735




