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ABSTRACT

The general theory is developed for the response of a single degree of freedom dynamic system to an arbitrary acceleration forcing function. Closed-form solutions are obtained for a variety of discrete pulse shapes using the method of Laplace transforms and the form of the solutions indicated for oscillatory inputs and semi-infinite ramps, in terms of complex Fourier series. A comparison of base and mass excitation of the system is included. In previously published work on this subject, analytical solutions are in general only given for undamped systems; an exception is the response to a sine-wave, which appears in many standard texts. The dynamic analysis of the human body usually considers models involving damping, so that in this area there is a definite need for the extensions given.
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>2 THE GENERAL THEORY OF A LINEAR SYSTEM</td>
<td>3</td>
</tr>
<tr>
<td>2.1 Comparison of Base and Mass Excitation</td>
<td>3</td>
</tr>
<tr>
<td>2.2 General Solution</td>
<td>4</td>
</tr>
<tr>
<td>3 DISCUSSION OF ACCELERATION INPUTS</td>
<td>11</td>
</tr>
<tr>
<td>4 REFERENCES</td>
<td>15</td>
</tr>
</tbody>
</table>

**Appendix**

<table>
<thead>
<tr>
<th>Appendix</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>I DIRAC IMPULSE FUNCTION</td>
<td>17</td>
</tr>
<tr>
<td>II RECTANGULAR PULSE</td>
<td>23</td>
</tr>
<tr>
<td>III HALF-CYCLE SINE PULSE</td>
<td>27</td>
</tr>
<tr>
<td>IV VERSED-SINE PULSE</td>
<td>33</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>1</td>
<td>Single Degree of Freedom System</td>
</tr>
<tr>
<td>2</td>
<td>Fourier Series Approximations for Rectangular Wave</td>
</tr>
<tr>
<td>3</td>
<td>Response of a Damped Single Degree of Freedom System to an Impulsive Velocity Change</td>
</tr>
<tr>
<td>4</td>
<td>Variation of Amplification Factor and Time of Maximum Deflection with Damping Coefficient Ratio, for an Impulsively Excited Linear System</td>
</tr>
<tr>
<td>5</td>
<td>Influence of Initial Deflection Parameter on Response of the System to an Impulse</td>
</tr>
<tr>
<td>6</td>
<td>Response of the System to a Rectangular Pulse (Zero Initial Conditions)</td>
</tr>
<tr>
<td>7</td>
<td>Response of the System to a Half-sine Pulse (Zero Initial Conditions)</td>
</tr>
<tr>
<td>8</td>
<td>Response of the System to a Versed-sine Pulse (Zero Initial Conditions)</td>
</tr>
</tbody>
</table>
LIST OF SYMBOLS

\( a \) time parameter, used to define pulse duration
\( A \) substitution for \((\gamma_2 - \gamma_3)\)
\( A(n) \) Fourier transform of impulsive response function
\( B \) substitution for \((\gamma_2 - \gamma_3 - \eta_j)\)
\( c \) linear damping coefficient
\( \zeta \) linear damping coefficient ratio, \( \zeta = \frac{c}{\omega_0} \)
\( C_n \) \( n \)th coefficient in the complex Fourier series
\( D \) substitution for \( \frac{2\pi}{\alpha} \)
\( f(x) \) function of \( x \)
\( f_1(y_c) \) function of input to system
\( f_2(s) \) function of output of system
\( F_1(p) \) Laplace transform of \( f_1(y_c) \)
\( F_2(p) \) Laplace transform of \( f_2(s) \)
\( g(\tau) \) impulsive response function; also, inverse Laplace transform of \( q(p) \)
\( q(p) \) system transfer function
\( H(\tau) \) Heaviside unit function,
\[ H(\tau) = \begin{cases} 1 & \text{for } \tau > 1 \\ 0 & \text{for } \tau < 1 \end{cases} \]
\( i \) \( \sqrt{-1} \)
\( J_1 \) substitution for
\[ \int \frac{d^2}{(d^2 + 4z^2 d^3)^{\gamma_1}} \cos(\gamma_1 - \gamma_2) \]
\( J_2 \) substitution for
\[ \int \frac{d^2}{(d^2 + 4z^2 d^3)^{\gamma_2}} \cos(\gamma_1 - \gamma_2) \]
\( k \) linear spring rate
\( \kappa \) linear damping force coefficient, \( \kappa = cm \)
\( \mathcal{L}(\chi) \) Laplace transform of function \( \chi(\tau) \)
\( \mathcal{L}^{-1}(\phi) \) inverse Laplace transform of function \( f(p) \)
\( m \) mass of basic system
max subscript indicating maximum value
n arbitrary integer
0 subscript, indicating initial condition
p complex quantity, occurring in definition of Laplace transform
s arbitrary variable of integration
t time
T period of oscillatory acceleration input
v velocity
x arbitrary function, as used in definition of \( \mathcal{L}(x) \)
y_m vertical ordinate of point mass
\( \ddot{y}_c \) input acceleration, applied to base of system as function of real time
\( y_c'' \) input acceleration as function of non-dimensional time
\( \ddot{y}_c \) peak value of \( \ddot{y}_c \)
\( y_c'' \) peak value of \( y_c'' \)
\( \delta \) deflection of spring
\( \delta(t) \) conventional symbol for Dirac delta function
\( \Delta \) symbol indicating incremental quantity, as in \( \Delta v \)
\( \eta \) substitution for \( \sqrt{\frac{v - v_c}{v_c}} \)
\( \theta, \theta_1, \theta_2 \) phase angles
\( \lambda \) length of spring before application of input
\( \mathcal{S} \) substitution for \( \frac{\omega^2 \delta_0}{\omega - \Delta v} \)
\( \tau \) non-dimensional time parameter, \( \tau = \omega t \)
\( \tau^* \) value of \( \tau \) corresponding to maximum deflection of system
\( \varphi \) phase angle
\( \gamma_1, \gamma_2, \gamma_3 \) phase angles
\( \omega \) undamped natural frequency of a linear system, \( \omega = \sqrt{\frac{k}{m}} \)
\( \Omega \) frequency of oscillation of input
Dots above symbol indicate differentiation with respect to real time,

\[ \ddot{y}_c = \frac{d^2}{dt^2}(y_c) \]

i.e., \[ \ddot{y}_c = \frac{d^2}{dt^2}(y_c) \]

Primes after symbol indicate differentiation with respect to non-dimensional time,

i.e., \[ y''_c = \frac{d^2}{dt^2}(y_c) \]
SECTION 1
INTRODUCTION

This report is concerned with the behavior of a spring/mass/damper system of the type shown in Figure 1. This model has been used in the past to simulate the dynamic response of parts of the human body, in efforts to assess human tolerance to acceleration.

The response of this system to a continuous sinusoidal input is frequently treated in engineering texts; however, the solution for other types of input is usually confined to an undamped system. Mindlin, et al (Ref. 1) have presented results showing the response to a half-cycle sine pulse. Although an analytical solution was given for the zero-damping case, the curves for non-zero damping were plotted from analog computer results.

In Ref. 2 it is pointed out that in the absence of damping the base excitation can be expressed in terms of displacement or velocity as alternatives to acceleration. Although this is also possible when damping exists, the resulting equations contain more than one input derivative and are generally too complicated to be considered for engineering applications.

We shall therefore confine our attention to the response of the system when the base of the spring is accelerated, but it is shown that the results are applicable, by a simple substitution, to the situation in which the mass is excited while the spring/damper element is grounded.
2.1 Comparison of Base and Mass Excitations:

Consider the basic system (Fig. 1) with the excitation \( \ddot{y}_c = \ddot{y}_c(t) \) applied at the base. Then, if

\[
\begin{align*}
\ddot{y}_m &= \text{acceleration of the mass}, \\
\kappa \delta &= \text{force in the spring}, \\
2\kappa \dot{\delta} &= \text{force on the damper},
\end{align*}
\]

we have

\[
m \ddot{y}_m = \kappa \delta + 2\kappa \dot{\delta}
\]

or

\[
\ddot{y}_m = \omega^2 \delta + 2c \dot{\delta}
\]  

(2)

since

\[
\omega = \sqrt{\frac{\kappa}{m}}
\]

and

\[
c = \frac{\kappa}{m}
\]

Figure 1. Single Degree of Freedom System.

Let \( \lambda \) = length of spring when unloaded

and \( \delta \) = deflection of spring

so that

\[
\delta = \lambda - (y_m - y_c)
\]

\[
\dot{\delta} = -\ddot{y}_m + \ddot{y}_c
\]

\[
\ddot{\delta} = -2\ddot{y}_m + 2\ddot{y}_c
\]

\[
: \quad \ddot{y}_m = -\ddot{\delta} + \ddot{y}_c
\]

Substituting eq. (3) into eq. (2) and rearranging gives

\[
\ddot{y}_c = \ddot{\delta} + 2c \dot{\delta} + \omega^2 \delta
\]

(4)

Consider now the case in which the mass experiences a force excitation \( P = P(t) \), with the base of the system fixed.
Corresponding to eq. (2) we have, in general,

\[ \ddot{y}_m = \frac{p}{m} + \omega^2 \delta + 2c \dot{\delta} \]  \hspace{1cm} (5)

Since the base is fixed,

\[ y_c = \text{constant}, \]

and \[ \dot{y}_c = \ddot{y}_c = 0 \]

eq (3) becomes

\[ \ddot{y}_m = -\ddot{\delta} \]

and substitution into eq. (5) leads to

\[ -\frac{p}{m} = \ddot{\delta} + 2c \dot{\delta} + \omega^2 \delta \]  \hspace{1cm} (6)

This indicates that solutions obtained for the base excitation configuration can be applied to mass excitation problems simply by substituting \(-\frac{p}{m}\) for \(\dot{y}_c\).

2.2 General Solution:

For a linear system, we have seen that

\[ \ddot{\delta} + 2c \dot{\delta} + \omega^2 \delta = \ddot{y}_c(t) \]  \hspace{1cm} (7)

Using the transform \(\tau = \omega t\), eq. (7) becomes

\[ \delta'' + 2 \zeta \delta' + \delta = y_c''(\tau) \]  \hspace{1cm} (8)

where the prime is used to indicate differentiation with respect to the non-dimensional time parameter \(\tau\), and \(\zeta = \frac{c}{\omega}\).

This equation is most conveniently solved for specific cases by the use of the operational calculus. The Laplacian transform is defined by

\[ \mathcal{L}(\chi) = \int_0^\infty e^{-\rho\tau} \chi(\tau) \, d\tau \]  \hspace{1cm} (9)

using the symbol \(\mathcal{L}(\chi)\) to denote the transform of the function \(\chi(\tau)\). The existence of the transform must be verified when the function to be transformed is not common enough to be tabulated. Three sufficiency conditions are available; these, if satisfied, guarantee the existence of \(\mathcal{L}(\chi)\):
(a) \( x(\tau) \) is at least piecewise continuous in any interval \( \tau_1 < \tau < \tau_2 \), where \( \tau_1 > 0 \).

(b) \( \tau^n |x(\tau)| \) is bounded near \( \tau = 0 \) for some \( n < 1 \).

(c) \( e^{nt} |x(\tau)| \) is bounded for large values of \( \tau \), for some number \( N \).

In Laplacian notation, eq. (8) becomes

\[
\mathcal{L}(\delta) \left[ p^2 + 2\varepsilon p + 1 \right] = \mathcal{L}(y_e^{\prime\prime}) + \delta_o (p + 2\varepsilon) + (\delta^\prime)_o
\]  

(10)

where \( \delta_o = \) initial deflection at \( \tau = 0 \)

and \( (\delta^\prime)_o = \) initial velocity at \( \tau = 0 \).

We shall concern ourselves only with subcritical damping, where \( \varepsilon < 1.0 \). Thus we can employ the substitution

\[
\eta^2 = 1 - \varepsilon^2
\]  

(11)

and write

\[
p^2 + 2\varepsilon p + 1 = (p + \varepsilon)^2 + \eta^2
\]  

(12)

so that eq. (10) yields

\[
\mathcal{L}(\delta) = \frac{\mathcal{L}(y_e^{\prime\prime})}{(p + \varepsilon)^2 + \eta^2} + \frac{\delta_o (p + 2\varepsilon)}{(p + \varepsilon)^2 + \eta^2} + \frac{(\delta^\prime)_o}{(p + \varepsilon)^2 + \eta^2}
\]

Taking the inverse transformation and making use of the linearity of the operator,

\[
\delta(\tau) = \mathcal{L}^{-1}\left[ \frac{\mathcal{L}(y_e^{\prime\prime})}{(p + \varepsilon)^2 + \eta^2} \right] + \delta_o \mathcal{L}^{-1}\left[ \frac{p + 2\varepsilon}{(p + \varepsilon)^2 + \eta^2} \right] \\
+ (\delta^\prime)_o \mathcal{L}^{-1}\left[ \frac{1}{(p + \varepsilon)^2 + \eta^2} \right]
\]

(13)

In the second term of eq. (13),

\[
\frac{p + 2\varepsilon}{(p + \varepsilon)^2 + \eta^2} - \frac{(p + \varepsilon) + \varepsilon}{(p + \varepsilon)^2 + \eta^2}
\]

(14)


\[ \delta_0 e^{-\frac{\xi}{\eta}} \left\{ \cos \eta \tau + \frac{\bar{y}}{\eta} \sin \eta \tau \right\} = \frac{\delta_0}{\eta} e^{-\frac{\xi}{\eta}} \sin (\eta \tau + \varphi) \] (15)

where \( \varphi = \arcsin \eta \) (16)

For the initial velocity term,

\[ (\delta')_0 \mathcal{L}^{-1}\left[\frac{1}{(\rho + \xi)^2 + \eta^2}\right] = \frac{(\delta')_0}{\eta} e^{-\frac{\xi}{\eta}} \sin \eta \tau \] (17)

Thus the solution to eq. (13) may be written as

\[ \delta = \mathcal{L}^{-1}\left[\frac{\mathcal{L}(y_c^{''})}{(\rho + \xi)^2 + \eta^2}\right] + \frac{e^{-\frac{\xi}{\eta}}}{\eta} \left[ \delta_0 \sin \eta \tau + (\delta')_0 \sin (\eta \tau + \varphi) \right] \] (18)

When the motion due to an initial condition only is required, this can be obtained immediately from eq. (18). Moreover, for any forcing function, the initial condition transients are directly additive to the response due to the forcing function. Thus we need only consider the variation in eq. (18) due to the particular forcing function \( y_c^{''}(t) \) in what follows.

We shall see in Section 3 that any acceleration input pulse or vibration has a characteristic peak value \( y_c^{''} = \frac{1}{\omega^2} \left( \max \left[ \ddot{y}_c \right] \right) \)

It is convenient to express \( \delta \) in terms of \( y_c^{''} \), so that eq. (18) becomes

\[ \frac{\delta}{y_c^{''}} = \mathcal{L}^{-1}\left[\frac{\mathcal{L}(y_c^{''})}{(\rho + \xi)^2 + \eta^2}\right] + \text{initial conditions solution}. \] (19)

Initial conditions solution:

\[ \frac{\delta}{y_c^{''}} = \frac{e^{-\frac{\xi}{\eta}}}{\eta y_c^{''}} \left[ \delta_0 \sin \eta \tau + (\delta')_0 \sin (\eta \tau + \varphi) \right] \]

Consider the steady-state part of the solution given in eq. (19):

\[ \frac{\delta}{y_c^{''}} = \mathcal{L}^{-1}\left[\frac{y_c^{''}}{(\rho + \xi)^2 + \eta^2}\right] = \frac{1}{y_c^{''}} \mathcal{L}\left[\frac{y_c^{''}}{(\rho + \xi)^2 + \eta^2}\right] \] (20)

The Laplace transform of eq. (20) is simply

\[ \mathcal{L}(\delta) = \frac{\mathcal{L}(y_c^{''})}{(\rho + \xi)^2 + \eta^2} \] (21)
so that

\[ \frac{1}{(\sigma + \varepsilon)^2 + \eta^2} = \frac{\mathcal{L}(s)}{\mathcal{L}(y_c)} \]  

(22)

\( \mathcal{L}(s) \) may be regarded as the transform of the "output" of the system, with \( \mathcal{L}(y_c) \) the transform of the "input"; thus, subject to quiescent initial conditions, we may define

\[ G(p) = \frac{1}{(\sigma + \varepsilon)^2 + \eta^2} = \frac{\mathcal{L}(s)}{\mathcal{L}(y_c)} = \frac{G_z(p)}{F_1(p)} \]  

(23)

- as the system transfer function for the input \( y_c \), with the input applied to the base of the system as shown in Fig. 1. It should be noted that definition (23) is only unique when the point of application of the input is specified.

The transfer function of the system is the Laplace transform of its rheonomic normal response (i.e., its response as an explicit function of time, for quiescent initial conditions) to a first order unit impulse.

From eq. (23), it follows that

\[ F_z(p) = G(p) F_1(p) \]  

(24)

Let

\[ f_z(s) = \mathcal{L}^{-1} \left[ G_z(p) \right] = \mathcal{L}^{-1} \left[ G(p) F_1(p) \right] \]  

(25)

Now the inverse transform of the product of two transforms can be obtained by means of the convolution theorem:

\[ \mathcal{L}^{-1} \left[ G(p) F_1(p) \right] = \int_0^\infty g(\tau - s) f_1(s) \, ds \]  

(26)

where

\[ G(p) = \mathcal{L} \left[ g(\tau) \right] = \frac{F_z(p)}{F_1(p)} \]

\[ F_1(p) = \mathcal{L} \left( y_c'' \right) = \mathcal{L} (f_1) \]

\[ F_z(p) = \mathcal{L} (s) = \mathcal{L} (f_2) \]

and \( s \) is an arbitrary "dummy" variable of integration.
Thus, when an acceleration input function $y_c''$ is given, the response of a linear system to $y_c''$ may be found by integration of one of equations (26), making use of the known response of the system to a unit impulse. Although the technique is based on the Laplace transform approach, it is not necessary to use the transform of the input acceleration function. The method is probably more useful than the direct inverse transformation procedure for cases where the transformation $\mathcal{L}(y_c'')$ is not a rational function of $\mathcal{F}$, so that the ratio $\mathcal{L}(y_c'')/(\mathcal{F}+\zeta)^2 + \gamma$ cannot be expanded into simple partial fractions. In many cases, however, the integrand is so complicated that the integration becomes very laborious to perform analytically, and numerical methods are preferable.

The approach just discussed, involving the convolution integral, may be developed even further for the special case of a steady-state oscillatory input. The input may then be expressed as a complex Fourier series:

$$y_c'' = f_1(\tau) = \sum_{n=-\infty}^{\infty} c_n e^{in\omega \tau}$$

(27)

Where $c_n$ is the $n$th complex coefficient in the series, and $\omega$ is the frequency of oscillation of the input. $c_n$ is given by

$$c_n = \frac{n}{2\pi} \int_{-\pi}^{\pi} f_1(\tau) e^{-in\omega \tau} d\tau$$

(28)

The complex exponential form of the Fourier series thus needs only one formula for all its coefficients, and is more compact and easier to manipulate than the more common trigonometrical form. It also provides a convenient transition to Fourier integrals and Fourier transforms.

Re-writing eq. (27) for $f_1(\tau-s)$ and substituting into the second of equations (26) leads to

$$f_2 = \xi = \int_{0}^{\infty} g(s) \sum_{n=-\infty}^{\infty} c_n e^{in\omega(\tau-s)}$$

(29)

$$= \sum_{n=-\infty}^{\infty} c_n e^{in\omega \tau} \int_{0}^{\infty} g(s) e^{-in\omega s} ds$$

(30)

since $c_n e^{in\omega \tau}$ is independent of $s$.

For convenience, let

$$\int_{0}^{\infty} g(s) e^{-in\omega s} ds = A(n)$$

(31)

where $A(n)$ is thus the Fourier transform of the impulsive response function $g(\tau)$. Since $g(\tau)$ is zero for $\tau < 0$, the limits of integration can be $0, \infty$ or $+\infty$ without affecting the value of the integral.
Hence we can write (30) more succinctly as

$$\delta = \sum_{n=-\infty}^{\infty} A(n) e^{int}$$

(32)

For an input which is real, the output must also be real; under these conditions eq. (32) becomes

$$\delta = C_0 A(o) + 2 \sum_{n=1}^{\infty} |c_n A(n) \cos(n \pi \tau + \phi_n)|$$

(33)

where $\phi_n$ is a phase angle, defined by

$$\tan \phi_n = \frac{\int_{-\pi/2}^{\pi/2} f_i(\tau) \sin(n \pi \tau) d\tau}{\int_{-\pi/2}^{\pi/2} f_i(\tau) \cos(n \pi \tau) d\tau}$$

(34)

Since any periodic function can be expressed as a Fourier series to a high degree of accuracy, the response of a single degree of freedom system to any periodic function can be calculated from eq. (33). Fourier series representations of some periodic functions are given in Table 2 of Section 3.

It should be noted that the Fourier series expansion of a periodic function which has finite discontinuities leads to finite (though not usually significant) amplitude overshoots in the region of the discontinuities. For example, for a rectangular wave, the Fourier series expansion gives amplitude overshoots at the discontinuities which approach a limit of about $+9\%$ of the amplitude of the wave as the number of terms in the expansion tends to infinity (see Fig. 2). At points on the rectangular wave between the discontinuities the difference is much less, of course, decreasing as the number of terms taken in the expansion is increased. This behavior is due to the fact that the Fourier series expansion fails to converge uniformly at the discontinuities; this is known as the Gibbs phenomenon. It is discussed in detail in Ref. 3.

Input functions which are nonperiodic (e.g., acceleration pulses) may also be treated by a modification of the Fourier series expansion, in the form of Fourier integrals and Fourier transforms. Generally speaking, however, the method of Laplace transforms usually proves to be more convenient to use for such functions.

Further discussion of the Fourier methods is beyond the scope of this report. A more detailed treatment will be found in, for example, Ref. 3.
Figure 2. Fourier Series Approximations for Rectangular Wave.
SECTION 3

DISCUSSION OF ACCELERATION INPUTS

Most idealized acceleration inputs fall into one of three classes:

(i) discrete pulses

(ii) oscillatory wave-forms

and (iii) semi-infinite ramps.

In this paper, the first class has been investigated in greatest detail; using the Laplace transform technique, the response of the basic system to several different types of pulse has been analyzed. For each pulse, a family of curves is presented, showing the variation of amplification factor with pulse duration, for a range of values of the damping coefficient ratio. These are plotted in Figures 4 through 8. Amplification factor is defined here as the ratio of maximum dynamic deflection to static deflection. The pulses considered, together with their Laplace transforms, are summarized in Table 1 of this section; the detailed solutions will be found in the Appendices.

Oscillatory inputs may also be solved using Laplace transforms; however, a more convenient approach in general is by way of the Fourier series expansion of the input function. This method is discussed in detail in Section 2 of this paper. The Fourier series representations of some periodic functions are presented in Table 2.

Semi-infinite ramps represent acceleration inputs which start from an initial value of zero, and rise in some fashion to a constant acceleration level. Rise-time is the most important parameter for this type of input. Table 3 shows some of the ramps commonly encountered, together with their Laplace transforms.
<table>
<thead>
<tr>
<th>TYPE</th>
<th>FUNCTION</th>
<th>L-TRANSFORM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIRAC IMPULSE</strong></td>
<td>$y_c'' = (\Delta y)(\delta \tau)$</td>
<td>$\mathcal{L}(y_c'') = \Delta \nu$</td>
</tr>
<tr>
<td><img src="image" alt="Dirac Pulse Diagram" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RECTANGULAR PULSE</strong></td>
<td>$y_c'' = Y_c'' \begin{cases} 0 &lt; \tau &lt; a \ \tau &gt; a \end{cases}$</td>
<td>$\mathcal{L}(y_c'') = \frac{Y_c''(1-e^{-ap})}{p}$</td>
</tr>
<tr>
<td><img src="image" alt="Rectangular Pulse Diagram" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HALF-SINE PULSE</strong></td>
<td>$y_c'' = Y_c'' \begin{cases} \sin \pi \tau \ \tau &gt; \frac{\pi}{a} \end{cases}$</td>
<td>$\mathcal{L}(y_c'') = \frac{Y_c''}{p^2 + \frac{\pi^2}{a^2}}(1 + \frac{p}{a})$</td>
</tr>
<tr>
<td><img src="image" alt="Half-Sine Pulse Diagram" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>VERSED-SINE PULSE</strong></td>
<td>$y_c'' = Y_c'' \begin{cases} \frac{1 - \cos \frac{2\pi \tau}{a}}{a} \ \tau &gt; a \end{cases}$</td>
<td>$\mathcal{L}(y_c'') = \frac{Y_c''(\frac{2\pi}{a})^2(1-e^{-ap})}{2p(p^2 + [\frac{2\pi}{a}]^2)}$</td>
</tr>
<tr>
<td><img src="image" alt="Versed-Sine Pulse Diagram" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TRIANGULAR PULSE</strong></td>
<td>$y_c'' = Y_c'' \begin{cases} 0 &lt; \tau &lt; a \ \tau &gt; 2a \end{cases}$</td>
<td>$\mathcal{L}(y_c'') = \frac{Y_c''(1-e^{-ap})^2}{ap^2}$</td>
</tr>
<tr>
<td><img src="image" alt="Triangular Pulse Diagram" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 2: REPRESENTATION OF SOME PERIODIC FUNCTIONS BY FOURIER SERIES.

<table>
<thead>
<tr>
<th>TYPE</th>
<th>FUNCTION</th>
<th>FOURIER SERIES</th>
</tr>
</thead>
</table>
| SQUARE WAVE         | \( \ddot{y}_c = \dot{y}_c, \ (0 < t < \frac{T}{2}) \)  
                      \( = -\dot{y}_c, \ (\frac{T}{2} < t < T) \)   
                      \( \ddot{y}_c(t) = \ddot{y}_c(t + T) \) | \( \ddot{y}_c = \frac{4\dot{y}_c}{\pi} \sum_{n=1}^{\infty} \frac{\sin((2n-1)\pi nt)}{2n-1} \) |
| TRIANGULAR WAVE     | \( \ddot{y}_c = 2\dot{y}_c \ t, \ (0 < t < \frac{T}{2}) \)  
                      \( = -2\dot{y}_c(T-t), \ (\frac{T}{2} < t < T) \)   
                      \( \ddot{y}_c(t) = \ddot{y}_c(t + T) \) | \( \ddot{y}_c = \frac{2\dot{y}_c}{\pi} (-1)^n \sum_{n=1}^{\infty} \frac{\sin(n\pi nt)}{n} \) |
| RECTIFIED SINE-WAVE | \( \ddot{y}_c = \dot{y}_c \left| \sin \frac{2\pi}{T} t \right| \)   
                      \( \ddot{y}_c(t) = \ddot{y}_c(t + T) \) | \( \ddot{y}_c = \frac{2\dot{y}_c}{\pi} \left\{ 1 - 2 \sum_{n=1}^{\infty} \frac{\cos(2n\pi nt)}{4n^2-1} \right\} \) |
| RECTIFIED HALF-SINE WAVE | \( \ddot{y}_c = \dot{y}_c \sin \frac{2\pi}{T} t, \ (0 < t < \frac{T}{2}) \)  
                      \( = 0, \ (\frac{T}{2} < t < T) \)   
                      \( \ddot{y}_c(t) = \ddot{y}_c(t + T) \) | \( \ddot{y}_c = \frac{\dot{y}_c}{2} \sin \pi nt + \dot{y}_c \left\{ 1 - 2 \sum_{n=1}^{\infty} \frac{\cos(2n\pi nt)}{4n^2-1} \right\} \) |
### Table 3: Semi-Infinite Ramps

<table>
<thead>
<tr>
<th>Type</th>
<th>Function</th>
<th>L-Transform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Front</td>
<td><strong>$\ddot{y}_c = \ddot{Y}_c$ (t &gt; 0)</strong></td>
<td>$\mathcal{L}(\ddot{y}_c) = \frac{\ddot{Y}_c}{p}$</td>
</tr>
<tr>
<td>Linear Front</td>
<td><strong>$\ddot{y}_c = \ddot{Y}_c \frac{t}{t_R}$ (0 &lt; t &lt; t_R)</strong></td>
<td>$\mathcal{L}(\ddot{y}_c) = \frac{\ddot{Y}_c}{t_R p^2} (1 - e^{-pt})$</td>
</tr>
<tr>
<td>Versed-Sine Front</td>
<td><strong>$\ddot{y}_c = \ddot{Y}_c (1 - \cos \pi t) \frac{1}{t_R}$ (0 &lt; t &lt; t_R)</strong></td>
<td>$\mathcal{L}(\ddot{y}_c) = \frac{\ddot{Y}_c}{2 p \left(p^2 + \left[\frac{\pi}{t_R}\right]^2\right)} \left[\frac{\pi}{t_R}\right]^2 (1 + e^{-t_R p})$</td>
</tr>
<tr>
<td>Exponential Front</td>
<td><strong>$\ddot{y}_c = \ddot{Y}_c (1 - e^{-at})$ (t &gt; 0)</strong></td>
<td>$\mathcal{L}(\ddot{y}_c) = \frac{\ddot{Y}_c a}{p(p + a)}$</td>
</tr>
</tbody>
</table>
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From Section 3, the equation for the Dirac impulse function is simply

\[ y_e'' = \Delta v \Delta \tau \]  

(35)

with the Laplace transform

\[ \mathcal{L}(y_e'') = \Delta v \]  

(36)

In (19), (replacing \( \chi^* \) by \( \omega / \omega' \))

\[ \frac{\omega^4 \kappa}{\omega \cdot \Delta v} = e^{-2\xi \tau} \left[ \frac{1}{(p + \xi)^2 + \eta^2} \right] \]  

(37)

\[ \therefore \frac{\omega^4 \kappa}{\omega \cdot \Delta v} = \frac{e^{-2\xi \tau}}{\eta} \sin \eta \tau \]  

(38)

Equation (38) is plotted in Figure 3 for several values of \( \xi \). It is interesting to note that in the initial phases of the motion it is adequately described by a system consisting of a mass and damper:

i.e.

\[ f(\xi) = \frac{1}{2 \xi} \left( 1 - e^{-2\xi \tau} \right) \]  

(39)

As the deflection increases, the spring force becomes important enough to cause a divergence from the simple damper result, and returns the system to equilibrium, after passing through a maximum deflection.

We determine the maximum deflection by differentiating eq. (38) with respect to \( \tau \), then equating to zero.

i.e. \( \frac{d}{d\tau} \left\{ \frac{\omega^4 \kappa}{\omega \cdot \Delta v} \right\} = e^{-2\xi \tau} \cos \eta \tau - \frac{\xi}{\eta} e^{-2\xi \tau} \sin \eta \tau = 0 \)

\[ \therefore 1 - \frac{\xi}{\eta} \tan \eta \tau = 0 \]  

(40)

Solving for \( \tau^* \), the time at which maximum deflection occurs, gives

\[ \tau^* = \frac{1}{\eta} \arctan \frac{\eta}{\xi} = \frac{\arcsin \eta}{\eta} = \frac{\varphi}{\eta} \]

(Note that \( \tau^* \rightarrow 1 \) as \( \xi \rightarrow 1 \)

\( \tau^* \rightarrow \frac{\pi}{\xi} \) as \( \xi \rightarrow 0 \))
Substituting for \( \tau^* \) in eq. (38),

\[
\frac{\omega^2 \delta_{\text{max}}}{\omega \Delta v} = e^{\frac{-\varphi}{\eta}} \sin \left( \eta \frac{\arcsin \eta}{\eta} \right)
\]

(41)

Note that

\[
\frac{\omega^2 \delta_{\text{max}}}{\omega \Delta v} \rightarrow \frac{1}{e} \quad \text{as} \quad \varepsilon \rightarrow 1
\]

\[
\rightarrow 1 \quad \text{as} \quad \varepsilon \rightarrow 0
\]

\( \tau^* \) and \( \frac{\omega^2 \delta_{\text{max}}}{\omega \Delta v} \) are plotted in Fig. 4.

When the initial deflection is not zero, eq. (38) may be written

\[
\frac{\omega^2 \delta}{\omega \Delta v} = e^{-\varepsilon \tau} \left\{ \sum \cos \eta \tau + \left[ \frac{\varepsilon}{\eta} \sum + \frac{1}{\eta} \right] \sin \eta \tau \right\}
\]

(42)

using the substitution \( \sum = \frac{\omega^2 \delta_o}{\omega \Delta v} \) for brevity,

where \( \delta_o \) is initial spring deflection.

This can be simplified to

\[
\frac{\omega^2 \delta}{\omega \Delta v} = e^{-\varepsilon \tau} \left\{ \sum \cos \eta \tau \right\}
\]

(43)

where \( \theta = \arcsin \frac{\sum}{\sqrt{\sum^2 + 2 \varepsilon \sum + 1}} \)

Differentiating with respect to \( \tau \),

\[
\frac{d}{d\tau} \left\{ \frac{\omega^2 \delta}{\omega \Delta v} \right\} = \frac{\sqrt{\sum^2 + 2 \varepsilon \sum + 1}}{\eta} \left\{ \eta e^{-\varepsilon \tau} \cos (\eta \tau + \theta) - e^{-\varepsilon \tau} \sin (\eta \tau + \theta) \right\}
\]

(44)

\[
= e^{-\varepsilon \tau} \left\{ \frac{\sqrt{\sum^2 + 2 \varepsilon \sum + 1}}{\eta} \sin (\eta \tau + \theta + \varphi) \right\}
\]

where \( \sin \varphi = \eta \) as before.
Equating to zero, this simplifies to

\[ \eta \tau^* + \theta + \eta = n\pi \]  \hspace{1cm} (45)

\[ \therefore \sin (\eta \tau^* + \theta) = \sin (n\pi - \phi) = \pm \eta \]  \hspace{1cm} (46)

Also

\[ \tau^* = \frac{n\pi - \theta - \phi}{\eta} \]  \hspace{1cm} (47)

Substituting eq. (46) and (47) into eq. (43) gives

\[ \frac{\omega^2 \delta_{\text{max}}}{\omega \Delta \nu} = e^{-\frac{\phi}{\eta} (\phi - \Theta) \sqrt{\delta^2 + 2\eta \delta + 1}} \]

where

\[ \sin \Theta = \frac{\delta}{\sqrt{\delta^2 + 2\eta \delta + 1}} \] \hspace{1cm} (0 < \Theta < \frac{\pi}{2})

\[ \sin \phi = \eta \frac{\delta}{\sqrt{\delta^2 + 2\eta \delta + 1}} \] \hspace{1cm} (\frac{\pi}{2} \leq \phi \leq \frac{3\pi}{2})

The response of an undamped system to an impulsive velocity change, for various values of the initial parameter \( \delta \), is given in Figure 5.
Figure 3. Response of a Damped Single Degree of Freedom System to an Impulsive Velocity Change.
Figure 4. Variation of Amplification Factor and Time of Maximum Deflection with Damping Coefficient Ratio, for an Impulsively Excited Linear System.
Figure 5. Influence of Initial Deflection Parameter on Response of the System to an Impulse.
APPENDIX II
RECTANGULAR PULSE

From Section 3,

\[ y''_c = \gamma'_c \quad (0 \leq \tau < a) \]
\[ = 0 \quad (\tau > a) \quad (49) \]

\[ \mathcal{L} (y''_c) = \frac{\gamma'_c}{\mathcal{L}} (1 - e^{-\alpha \tau}) \quad (50) \]

In eq. (19),

\[ \frac{\delta}{\gamma''_c} = \mathcal{L}^{-1} \left( \frac{1 - e^{-\alpha \tau}}{\rho (\eta^2 + 2 \xi \eta + \lambda) + 1} \right) \]
\[ = 1 + \frac{e^{-\xi \tau}}{\eta} \sin \left( \eta \tau - \arctan \frac{\eta}{\xi} \right) \]
\[ - \left\{ 1 + \frac{e^{-\xi (\tau-a)}}{\eta} \sin \left( \eta [\tau-a] - \arctan \frac{\eta}{\xi} \right) \right\} H(\tau-a) \]

where \( H(\tau-a) \) denotes the Heaviside unit function:

\[ H(\tau-a) = 0, \quad \tau < a \]
\[ = 1, \quad \tau > a \]

\[ \therefore \frac{\delta}{\gamma''_c} = 1 + \frac{e^{-\xi \tau}}{\eta} \sin \left( \eta \tau - \arctan \frac{\eta}{\xi} \right) \quad \text{for } \tau < a \quad (52) \]

and

\[ \frac{\delta}{\gamma''_c} = \frac{1}{\eta} \left\{ e^{-\xi \tau} \sin \left( \eta \tau - \arctan \frac{\eta}{\xi} \right) \right. \]
\[ - e^{-\xi (\tau-a)} \sin \left( \eta [\tau-a] - \arctan \frac{\eta}{\xi} \right) \left. \right\} \quad \text{for } \tau > a \quad (53) \]

Differentiating,

\[ \frac{d}{d\tau} \left( \frac{\delta}{\gamma''_c} \right) = \frac{\delta'}{\gamma''_c} = -\frac{\xi}{\eta} e^{-\xi \tau} \sin \left( \eta \tau - \arctan \frac{\eta}{\xi} \right) \]
\[ + e^{-\xi \tau} \cos \left( \eta \tau - \arctan \frac{\eta}{\xi} \right) \]
\[ = \frac{e^{-\xi \tau}}{\eta} \sin \eta \tau \quad (\tau < a) \quad (54) \]
and for the second time-regime,

\[
\frac{\delta'}{\gamma_c''} = \frac{e^{-\gamma \tau}}{\eta} \sin \eta \tau - \frac{e^{-\gamma (\tau - a)}}{\eta} \sin \eta (\tau - a) \quad (\tau > a) \quad (55)
\]

We can find \(\tau^*\), the time at which \(\delta_{\text{max}}\) occurs by setting eq. (55) equal to zero, and solving for time. The value of \(\delta_{\text{max}}\) is then found by substituting \(\tau = \tau^*\) into the equations for \(\delta\).

\((i)\) For \(\tau < a\), setting \(\frac{\delta'}{\gamma_c''} = 0\) gives

\[
\sin \eta \tau^* = 0
\]

\[
\eta \tau^* = n \pi
\]

\[
\tau^* = \frac{n \pi}{\eta}
\]

In (53), \(\frac{\delta_{\text{max}}}{\gamma_c''} = 1 + e^{-\gamma n \pi} \sin (n \pi - \arctan \frac{\eta}{\tau})\)

and for \(n = 1\), we have

\[(\tau < a)\]

\[
\frac{\delta_{\text{max}}}{\gamma_c''} = 1 + e^{-\gamma \pi} \quad (57)
\]

(Note that for zero damping, we get the familiar result \(\frac{\delta_{\text{max}}}{\gamma_c''} = 2\), indicating 100% overshoot of the system.)

\((ii)\) For \(\tau > a\), eq. (55) leads to

\[
e^{-\gamma \tau^*} \left\{ \sin \eta \tau^* - e^{\gamma a} \sin \eta (\tau^* - a) \right\} = 0
\]

and, ignoring the trivial result of \(\tau^* = \infty\), we get

\[
\sin \eta \tau^* = e^{\gamma a} \left\{ \sin \eta \tau^* \cos \eta a - \cos \eta \tau^* \sin \eta a \right\}
\]

Dividing through by \(\sin \eta \tau^*\),

\[
1 = e^{\gamma a} \left\{ \cos \eta a - \cot \eta \tau^* \sin \eta a \right\}
\]

\[
\therefore \cot \eta \tau^* = \frac{\cos \eta a - e^{-\gamma a}}{\sin \eta a}
\]

whence

\[
\tau^* = \frac{1}{\eta} \arctan \left\{ \frac{\sin \eta a}{\cos \eta a - e^{-\gamma a}} \right\}
\]

(58)
In (53),

\[
\frac{\delta_{\text{max}}}{\gamma c''} = e^{-\frac{\tau^*}{\xi}} \sin\left(\eta \tau^* - \arctan \frac{\eta}{-\xi}\right)
- e^{-\frac{\tau_0 - \alpha}{\xi}} \sin\left(\eta \left[\tau^* - \alpha\right] - \arctan \frac{\eta}{-\xi}\right) \quad (\tau > \alpha)
\]  

The response of a damped single degree of freedom system to a rectangular-pulse acceleration input is plotted in Figure 6, as \(\frac{\omega^2 \delta_{\text{max}}}{\gamma c''}\) versus the non-dimensional pulse duration, \(\omega a\).

Using Figure 4, it is possible to calculate the initial slope of the plot of \(\frac{\omega^2 \delta_{\text{max}}}{\gamma c''}\) vs. \(\omega a\) for any arbitrary pulse, providing a useful check on the solution; this check was applied to the case of the rectangular pulse.
Figure 6. Response of the System to a Rectangular Pulse (Zero Initial Conditions).
APPENDIX III

HALF-SINE PULSE

The equation of the pulse, from Section 3, is

\[ y''_c = V_c \sin \frac{2\pi \tau}{\frac{\pi}{n}} \quad (0 \leq \tau \leq \frac{\pi}{n}) \]
\[ = 0 \quad (\tau > \frac{\pi}{n}) \quad (60) \]

with the Laplace transform

\[ \mathcal{L}(y''_c) = \frac{V_c \alpha (1 + e^{-\frac{\pi}{n}})}{p^2 + \alpha^2} \quad (61) \]

Substituting eq. (61) into eq. (19) gives

\[ \frac{\delta}{\gamma'_c} = \mathcal{L}^{-1}\left\{ \frac{\alpha (1 + e^{-\frac{\pi}{n}})}{(p^3 + \alpha^2)(p^2 + 2\varepsilon p + \varepsilon^2)} \right\} \quad (62) \]

In terms of the Heaviside unit function,

\[ \frac{\delta}{\gamma'_c} = \sqrt{(1 - \varepsilon^2) + 4\varepsilon^2 \alpha} \left\{ \frac{1}{\alpha} \sin \left( \eta \tau - \gamma_1 \right) \right. \]
\[ + \frac{e^{-2\varepsilon \eta}}{\eta} \sin \left( \eta \tau - \frac{\pi}{2} - \gamma_2 \right) + \frac{1}{\alpha} \sin \left( \alpha \left[ \tau - \frac{\pi}{n} \right] - \gamma_1 \right) H \left( \frac{\tau - \frac{\pi}{n}}{\alpha} \right) \]
\[ + \frac{e^{-2\varepsilon \eta}}{\eta} \sin \left( \eta \left[ \tau - \frac{\pi}{n} \right] - \frac{\pi}{2} - \gamma_2 \right) H \left( \tau - \frac{\pi}{n} \right) \} \quad (63) \]

The phase angles are

\[ \gamma_1 = \arctan \frac{2\varepsilon \alpha}{1 - \varepsilon^2} \quad (0 \leq \gamma_1 \leq \pi) \]
\[ \gamma_2 = \arctan \frac{-2\varepsilon \eta}{\alpha^2 - 1 + 2\varepsilon^2} \quad (\pi \leq \gamma_2 \leq 2\pi) \quad (64) \]

We must consider separate solutions for the two time regimes

(i) \( \tau < \frac{\pi}{n} \), \quad (ii) \( \tau > \frac{\pi}{n} \)
(i) $\tau < \frac{\pi}{2}$

Because of the Heaviside unit function, eq. (63) becomes

$$\frac{\delta}{\gamma_c''} = \frac{\omega}{\sqrt{(1-\omega^2)^2 + 4z^2 \omega^2}} \left\{ \frac{1}{\omega} \sin(\omega \tau - \gamma_1) + \frac{e^{-z \tau}}{\eta} \sin(\eta \tau - \gamma_3) \right\}$$

(65)

Note that for $z = 0$, this simplifies to

$$\frac{\delta}{\gamma_c''} = \frac{1}{1 - \omega^2} \left\{ \sin \omega \tau - \eta \sin \tau \right\}$$

(66)

since $\gamma_1 \to 0$ and $\gamma_3 \to \pi$ as $z \to 0$. This agrees with the zero-damping solution for $\tau < \frac{\pi}{2}$ established in, for example, Ref. 4. Differentiating (66),

$$\frac{\delta'}{\gamma_c''} = \frac{\omega}{\sqrt{(1-\omega^2)^2 + 4z^2 \omega^2}} \left\{ \cos(\omega \tau - \gamma_1) + \frac{e^{-z \tau}}{\eta} \sin(\eta \tau - \gamma_3) \right\}$$

where

$$\gamma_3 = \arctan \left( \frac{\eta}{\omega} \right) = \arcsin \frac{\eta}{\xi}(\pi_2 \leq \gamma_3 \leq \pi)$$

(67)

$\tau^*$, the time at which $\delta$ achieves its maximum value, is the solution of the equation obtained by setting (67) to zero:

$$\frac{\omega}{\sqrt{(1-\omega^2)^2 + 4z^2 \omega^2}} \left\{ \cos(\omega \tau^* - \gamma_1) + \frac{e^{-z \tau^*}}{\eta} \sin(\eta \tau^* - \gamma_3) \right\} = 0$$

(68)

An explicit solution of eq. (68) in $\tau^*$, if it exists, is certainly not simple to find, except for the case of $z = 0$, when eq. (68) becomes

$$\cos \omega \tau^* - \cos \tau^* = 0$$

so that

$$\cos \omega \tau^* = \cos \tau^*$$

$$\omega \tau^* = 2\pi n \pm \tau^*$$

whence, for $n = 1$,

$$\tau^* = \frac{2\pi}{\omega \pm 1}$$

(69)

Since $\tau^*$ is necessarily positive, and $\omega$ may be less than unity, we must take the positive sign in the denominator of eq. (69).

For non-zero values of $z$, $\tau^*$ is found most directly by a numerical-graphical approach.

(ii) $\tau > \frac{\pi}{2}$

For this case, since $(\tau - \frac{\pi}{2}) > 0$, the value of the Heaviside unit function is unity, and eq. (68) becomes
\[
\frac{\delta}{\gamma_c''} = \frac{n}{\sqrt{(1-n^2)^2 + 4\varepsilon^2 n^2}} \left\{ \frac{1}{n} \sin(n\tau - \gamma_i) + \frac{e^{-\varepsilon\tau}}{\eta} \sin(\eta\tau - \gamma_i) + \frac{1}{n} \sin\left(n\left[\tau - \frac{\pi}{n}\right] - \gamma_i\right) + \frac{e^{-\varepsilon\tau}}{\eta} \sin\left(\eta\left[\tau - \frac{\pi}{n}\right] - \gamma_i\right) \right\}
\]

Noting that \(\sin(n[\tau - \frac{\pi}{n}] - \gamma_i) = \sin(n\tau - \gamma_i - \pi) = -\sin(n\tau - \gamma_i)\),

we may simplify eq. (70) to

\[
\frac{\delta}{\gamma_c''} = \frac{n}{\sqrt{(1-n^2)^2 + 4\varepsilon^2 n^2}} \frac{e^{-\varepsilon\tau}}{\eta} \left\{ \sin(\eta\tau - \gamma_i) + e^{\pi\varepsilon n} \sin(\eta\tau - \gamma_i - \eta\frac{\pi}{n}) \right\}
\]

Differentiating eq. (71) with respect to \(\tau\) gives

\[
\frac{\delta'}{\gamma_c''} = \frac{n}{\sqrt{(1-n^2)^2 + 4\varepsilon^2 n^2}} \frac{e^{-\varepsilon\tau}}{\eta} \left\{ -\varepsilon e^{\pi\varepsilon n} \sin(\eta\tau - \gamma_i - \eta\frac{\pi}{n}) + \eta \cos(\eta\tau - \gamma_i) + \eta e^{\pi\varepsilon n} \sin(\eta\tau - \gamma_i - \eta\frac{\pi}{n}) \right\}
\]

Now

\[
\eta \cos X - \varepsilon \sin X = \sqrt{\eta^2 + \varepsilon^2} \sin(X + \arctan \frac{\varepsilon}{\eta}) = \sin(X + \gamma_3)
\]

by the definition of \(\gamma_3\) in eq. (67).

\[
\therefore (72) \text{ becomes }
\]

\[
\frac{\delta'}{\gamma_c''} = \frac{n}{\sqrt{(1-n^2)^2 + 4\varepsilon^2 n^2}} \frac{e^{-\varepsilon\tau}}{\eta} \left\{ \sin(\eta\tau - \gamma_i + \gamma_3) + e^{\pi\varepsilon n} \sin(\eta\tau - \gamma_i + \gamma_3 - \eta\frac{\pi}{n}) \right\}
\]

(73)
Equating to zero, we have the equation for $\tau^*$:

$$\sin(\eta \tau^* - \chi_2 + \chi_3) + e^{\frac{2\pi \lambda}{\xi}} \sin(\eta \tau^* - \chi_2 + \chi_3 - \eta \pi \lambda) = 0, \quad (74)$$

ignoring the trivial solution of $\frac{\xi}{\tau^*} = 0$.

We can again make the useful check of inspecting the zero damping case: for $\xi = 0$, eq. (71) becomes

$$\frac{\delta}{\gamma_c''} = \frac{\eta}{1 - \eta^2} \left\{ \sin(\tau - \pi) + \sin(\tau - \pi - \frac{\pi}{\lambda}) \right\}$$

$$= \frac{\eta}{1 - \eta^2} \left\{ - \sin \tau - \sin(\tau - \frac{\pi}{\lambda}) \right\} \quad (75)$$

The solution for this case given in Ref. 4 may easily be rearranged to give eq. (75).

Setting $\xi = 0$ in eq. (73) gives

$$\sin(\tau^* - \pi + \frac{\pi}{\lambda}) + \sin(\tau^* - \pi + \frac{\pi}{2} - \frac{\pi}{\lambda}) = 0$$

or

$$\cos \tau^* + \cos(\tau^* - \frac{\pi}{\lambda}) = 0$$

$$\therefore \tau^* = n\pi \pm (\tau^* - \frac{\pi}{\lambda})$$

$$2\tau^* = n\pi \pm \frac{\pi}{\lambda}$$

Finally, for $n = 1$,

$$\tau^* = \frac{\pi}{2} + \frac{1}{2} \frac{\pi}{\lambda} \quad (76)$$

Substituting for $\tau^*$ into eq. (72) leads to

$$\frac{\delta_{\text{max}}}{\gamma_c''} = \frac{-\lambda}{1 - \lambda^2} \left\{ \cos \frac{\pi}{2\lambda} + \cos \left(\frac{-\pi}{2\lambda}\right) \right\}$$

$$= \frac{-2\lambda}{1 - \lambda^2} \cos \frac{\pi}{2\lambda} \quad (77)$$

which agrees with the solution for $\frac{\delta_{\text{max}}}{\xi^*}$ given in Ref. 4.

We need to solve eq. (74) explicitly for $\tau^*$. 
For brevity, write

\[
\begin{align*}
A &= \gamma_2 - \gamma_3 \\
B &= \gamma_2 - \gamma_3 + \eta \pi n
\end{align*}
\]

(78)

so that eq. (74) becomes

\[
\sin (\eta \tau^* - A) + e^{\eta \pi n} \sin (\eta \tau^* - B) = 0
\]

\[
\sin \eta \tau^* \cos A - \cos \eta \tau^* \sin A + e^{\eta \pi n} \{\sin \eta \tau^* \cos B - \cos \eta \tau^* \sin B\} = 0
\]

\[
\therefore \sin \eta \tau^* \{\cos A + e^{\eta \pi n} \cos B\}
\]

\[
= \cos \eta \tau^* \{\sin A + e^{\eta \pi n} \sin B\}
\]

\[
\therefore \tan \eta \tau^* = \frac{\sin A + e^{\eta \pi n} \sin B}{\cos A + e^{\eta \pi n} \cos B}
\]

whence

\[
\tau^* = \frac{1}{\eta} \arctan \left\{\frac{\sin A + e^{\eta \pi n} \sin B}{\cos B + e^{\eta \pi n} \cos B} \right\}
\]

(79)

or, substituting for \(A\) and \(B\),

\[
\tau^* = \frac{1}{\eta} \arctan \left\{\frac{\sin(\gamma_2 - \gamma_3) + e^{\eta \pi n} \sin(\gamma_2 - \gamma_3 + \eta \pi n)}{\cos(\gamma_2 - \gamma_3) + e^{\eta \pi n} \cos(\gamma_2 - \gamma_3 + \eta \pi n)} \right\}
\]

Maximum deflection may now be derived by substituting for \(\tau = \tau^*\) in eq. (71).

The response of the system to a half-cycle sine pulse is plotted in Fig. 7, for a range of values of damping coefficient.
Figure 7. Non-dimensional pulse duration, $\alpha_o$. Response of the system to a half-sine pulse (zero initial conditions).
APPENDIX IV
VERSED-SINE PULSE

From Section 3,

\[
y_c'' = \frac{Y_c''}{2} \left[ 1 - \cos \frac{2\pi \tau}{a} \right]
\]

\[
= 0 \quad \text{for} \quad \tau > a
\]

\[
\left\{ \begin{array}{l}
(0 \leq \tau \leq a)
\end{array} \right.
\]

\[
\quad (80)
\]

\[
\mathcal{L}(y_c'') = \frac{Y_c''}{2} \left[ \frac{i}{p} - \frac{p}{p^2 + (2\pi a)^2} \right] (1 - e^{-ap})
\]

\[
(81)
\]

Using eq. (19), and writing \( \frac{2\pi a}{p} \) as \( D \), for convenience,

\[
\frac{\delta}{Y_c''} = \frac{1}{2} \mathcal{L}^{-1}\left\{ \frac{1 - e^{-ap}}{p[p^2 + 2\varepsilon p + 1]} - \frac{p(1 - e^{-ap})}{[p^2 + D^2][p^2 + 2\varepsilon p + 1]} \right\}
\]

\[
= \frac{\delta_1}{Y_c''} - \frac{\delta_2}{Y_c''}
\]

say

where

\[
\frac{\delta_1}{Y_c''} = \frac{1}{2} \mathcal{L}^{-1}\left\{ \frac{1 - e^{-ap}}{p[p^2 + 2\varepsilon p + 1]} \right\}
\]

\[
= \frac{1}{2} \left\{ \frac{e^{-\varepsilon \tau}}{\eta} \sin(\eta[\tau - \gamma_1]) + 1 \right\}
\]

\[
- \frac{1}{2} \left\{ 1 + \frac{e^{-\varepsilon[\tau - a]}}{\eta} \sin(\eta[\tau - a] - \gamma_1) H(\tau - a) \right\}
\]

\[
(83)
\]

and

\[
\frac{\delta_2}{Y_c''} = \frac{1}{2} \mathcal{L}^{-1}\left\{ \frac{p(1 - e^{-ap})}{(p^2 + D^2)(p^2 + 2\varepsilon p + 1)} \right\}
\]

\[
= \frac{1}{2} \frac{D^2}{J(p^2 - 1)^2 + 4\varepsilon^2 D^2} \left\{ \cos(D\tau - \gamma_2)
\right.
\]

\[
+ \frac{e^{-\varepsilon \tau}}{\eta} \sin(\eta[\tau - \gamma_2]) - \cos(D[\tau - a] - \gamma_2) H(\tau - a) - \frac{e^{-\varepsilon[\tau - a]}}{\eta} \sin(\eta[\tau - a] - \gamma_2) H(\tau - a)
\]

\[
(84)
\]
The phase angles are

\[
\begin{align*}
\gamma_1 &= \arctan\left(\frac{\eta}{-\varepsilon}\right) \\
\gamma_2 &= \arctan\left(\frac{2\varepsilon D}{D^2 - 1}\right) \\
\gamma_3 &= -\gamma_1 - \arctan\left(\frac{2\eta\varepsilon}{D^2 + 2\varepsilon - 1}\right)
\end{align*}
\]

The complete general solution of Eq. (82) is thus

\[
\frac{\delta}{\gamma''} = \frac{e^{-\varepsilon\tau}}{2\eta} \sin(\eta\tau - \gamma_1) + \frac{1}{2} \\
- \left\{ \frac{1}{2} + \frac{e^{-\varepsilon(\tau-a)}}{2\eta} \sin(\eta(\tau-a)-\gamma_1) \right\} H(\tau-a) \\
- \frac{D^2}{\sqrt{(D^2-1)^2 + 4\varepsilon^2 D^3}} \frac{1}{2} \left\{ \cos(D[\tau-\gamma_2]-\gamma_2) + \frac{e^{-\varepsilon\tau}}{\eta} \sin(\eta\tau-\gamma_3) \right\} H(\tau-a) \\
- \frac{e^{-\varepsilon(\tau-a)}}{\eta} \sin(\eta(\tau-a)-\gamma_3) H(\tau-a)
\]

We now separate the general equation into the two time regimes, \( \tau < a \) and \( \tau > a \)

(i) \( \tau < a \)

\[ H(\tau-a) = 0 \]

so that eq. (86) reduces to

\[
\frac{\delta}{\gamma''} = \frac{e^{-\varepsilon\tau}}{2\eta} \sin(\eta\tau - \gamma_1) + \frac{1}{2} \\
- \frac{D^2}{\sqrt{(D^2-1)^2 - 4\varepsilon^2 D^3}} \frac{1}{2} \left\{ \cos(D\tau-\gamma_2) + \frac{e^{-\varepsilon\tau}}{\eta} \sin(\eta\tau-\gamma_3) \right\}
\]

(87)
Differentiating,

\[
\frac{\delta'}{\gamma_c^2} = \frac{e^{-z\tau}}{2} \left\{ \frac{-z}{\eta} \sin(\eta \tau - \gamma) + \cos(\eta \tau - \gamma) \right\} \\
- \frac{b^{3/2}}{(b^2-1)^2 + 4 \varepsilon^2 \beta^2} \left\{ -z \sin(\beta \tau - \gamma) \right\} \\
+ e^{-z\tau} \left[ \frac{-z}{\eta} \sin(\eta \tau - \gamma^3) + \cos(\eta \tau - \gamma^3) \right]\}
\]

\[
= \frac{e^{-z\tau}}{2\eta} \sin \eta \tau \\
+ \frac{b^{3/2}}{(b^2-1)^2 + 4 \varepsilon^2 \beta^2} \left\{ \beta \sin(\beta \tau - \gamma) + e^{-z\tau} \sin(\eta \tau - \gamma^3 + \gamma) \right\}
\]

\[
= 0 \text{ when } \tau = \tau^* \text{ and } \delta = \delta_{\text{max}}
\]

A graphical method of solution was used to solve for \(\tau^*\), and \(\delta_{\text{max}}\) found by substituting \(\tau^*\) into eq. (87).

(ii) \(\tau > a\)

For this case, \(H(\tau-a) = 1\), and eq. (86) becomes

\[
\frac{\delta}{\gamma_c''} = \frac{e^{-z\tau}}{2\eta} \sin(\eta \tau - \gamma) - e^{-z[\tau-a]} \sin(\eta[\tau-a]-\gamma) \\
- \frac{b^{3/2}}{(b^2-1)^2 + 4 \varepsilon^2 \beta^2} \left\{ e^{-z\tau} \sin(\eta \tau - \gamma^3) \right\} \\
+ \frac{e^{-z[\tau-a]}}{\eta} \sin(\eta[\tau-a] - \gamma^3)
\]

\[
(89)
\]

Differentiating \(\delta_{\gamma_2}\) with respect to \(\tau\) and simplifying the result gives the following result:
\[
\frac{\delta'}{\gamma_c''} = \frac{e^{-\frac{\varepsilon \tau}{2\eta}}}{2\eta} \left\{ \sin \eta \tau - \frac{D^2}{\sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}} \sin(\eta \tau - \gamma_3 + \gamma_1) \right\} \\
- \frac{e^{-\varepsilon[\tau - \alpha]}}{2\eta} \left\{ \sin \eta[\tau - \alpha] + \frac{D^2}{\sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}} \sin(\eta[\tau - \alpha] - \gamma_3 + \gamma_1) \right\}
\]

Equating to zero, and solving for \(\tau = \tau^*\) gives

\[
\tau^* = \frac{1}{\eta} \arctan \left\{ -\frac{J_1 \sin \Theta_1 - J_2 \sin \Theta_2}{J_1 \cos \Theta_1 - J_2 \cos \Theta_2} \right\}
\]

(90)

where

\[
J_1 = \sqrt{1 - \frac{D^2}{\sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}}} \cos(\gamma_4 - \gamma_3)
\]

\[
J_2 = \sqrt{1 + \frac{D^2}{\sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}}} \cos(\gamma_4 - \gamma_3)
\]

(91)

\[
\Theta_1 = \arctan \left\{ \frac{D^2}{J_1 \sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}} \sin(\gamma_4 - \gamma_3) \right\}
\]

\[
\Theta_2 = \arctan \left\{ \frac{D^2}{J_2 \sqrt{(D^2 - 1)^2 + 4\varepsilon^2 D^2}} \sin(\gamma_4 - \gamma_3) \right\}
\]

\[
\frac{\delta_{\text{max}}}{\gamma_c''}
\]

is found by substituting equations (90) and (91) into eq. (89).

The response of the system to a versed-sine pulse is plotted in Figure 8.