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ABSTRACT

Thia report describes the experimenial and thecretical investigation directed toward
devolopment of 8 frequency sslective limiter using nuclear magnetic resonance. This
sffort was carried out from April 23 to Novamber 26, 1964 and was supported by
Rome Ate Develonmant Center wodar Contract AF 30{602)-3407.

The report reviews principles of operation of the device and describes developments
carried out under the contract. The principal accomplishments were aa follows:
The circuit and quantum mechanical theory of the device was extended and reflned.
The magnatic proporties required to obtain Srequency selective limiting over & bsnd
of fremnencies were dater;nized, Erxpressions for insertion ioas and iimidng thres-
hold were derived. The atuosmt of intermnodulation and signal suppression was
calculated as a function of tho Interferencs snd signal power levels snd the frequsncy
separation between them. The efiectiveness of the limiter in auppressing several
types of interfering sig=:ls was snalyzed and sn experimental model of a frequency
selective limiter operating £t $0 mc/sec waa desigued, constructed and tested,

The performance goals set in the contract were essentially reached with the exception
of the bandwidth cf the device. The experimental development indicated that great
care must be taken to assure stability of tbe device; as a result of this laboratory
work, several techriques have evolved which can reduce stability proplams in

fuiure limiter designs.

The program coafirmed that cw interference can be suppressed without significantly
affecting & desired signai whick is removud in freguency by oaly a few cycles per
seccnd. It was verified experimentally thit the extreme cass « limiting, 1n which
an interforing signal was 30 db sbove s derived signal, required a frequency
separation of no more than 64 ops betweer. the two aignals to assure negiigible
intermodulstion and suppressios of the desired signal.
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EVALUATION

The contraciual effort proved the feasibility of frequency selective
iimiting u=ing nuclear magnetic resonance. The program refined the
theory of operation and demonstrated the operation of a 30 MC frequency
selective limiter.

The principal accomplishments wvere as follows:

(a) The magnetic properties reguired to obtein frequency selective
limiting over a band of fraquencies were determined.

(b} Expressions for insertion loss and liniting threshold were
determined. The insertion loss encomtered was higher than the design
g>sls. Proper impaciance matching could eccount for some of this loss.

(c) The amourt of intermodulation and signal suppression was
calculated as a function of the interference, signal pover levels and
frequency separation. The rcantractual effort confirmed that CW
interference can be auppressed uithout affecting a desired signal
removed by two or three cycles. Saall signal selectivity surpassed the
design goals of the limiter. For large interfering signals 30 db above
a desired signal required a frequency separation of 6, cycles to assure
negligidle intermodulation and suppression of desired signals.

(d) The contractual effort indicated that a problem area exists
in the stability of the limiter. Stability can be corrscted by better
temperature control and the selection cf material for capacitive loading
of the cavity to assure maximum stability.

(e) The bandwidth of the limiter presented a problem in that obtain-
ing a smooth DC magnetic gradient perpendicular to the limiter while
maintaining & constant magnetic ficld in the longitudinel direction was
izposaible with the pole faces and cavity dimensions utilized. A 1.8 KC
bendwidth was obtained end compared favorably with expactations.

Future programs should scvacentrate on reducing insertion loss, size, and
increasing bandwidth and teiter stabilization. The frequency selective
limiter concept couid be utilized in any communications channel where
vulneratility to CW interference may bs a problem in or out of the pass
bend of information.

— -
JOHN R. MARTIN

Aero Space Comm Unit
Rarrow Bend Trans Section .
Communications Division
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1.0 INTRODUCTION

This report presents & complet: expositica of the development, both smelytical and
erperimental, of a frequency selective limiter.

The Boeing Company has carried out research for two years on HF frequency
selective limiters utilizing nuclear magnetic resonance and more recently on micro-
wave limiters utilizing electron spin resonsnce. This work has been directed toward
formulating the theory and establishing the feasibility of developing these devices.

The objective of the program carried out under this contract was to refine the theory
and demonstrate the operstion of &8 30 mc frequency selective limiter with certain
specified charscteristics.

In the following section the priaciples of operation of such a limiter are discussed in
moderate detail. Subsequeat ssctioms discuss the design snd performance cal.
culations for a frequemcy aslective limiter. The report concludes vith a
description of the device and a discussion of experimental results cbtained
oa & prototype frequency selective limiter. Fimally, recommendations and
conclusions are presented.

T.e frequency selsctive limiter in its various forms offers (1) protection
against marrov band interference, and (2) s means of signal equalization in
e mltiple access repester. In both these applications the unique chearec-
teristic of the frequency selective limiter is that it limits strong signals
wvithout generating significant intermodulation products.

The prototype ‘requsucy selective limiter developed under this comtrect e
particularly suited to reductiom of coheremt interfurence. The use of such
& device complements coaventiomal spreed.spectrum antijem techniquer since
=Ry such systeas are vulnereble to cv interferemce. For instance, if the
pover spectral density of s coded sigml 1s not uniform over the sigoal
bandwidth, Jamming wmy bDe best achisved by concemtreting the jJamming pover
in the frequency region vhere saximm signal powver exists. Also,

=
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8 spread-spectrum system can be jammed by cw signals strong enough to cause
satursiion of the receiver. In both of these situations the frequency selective limiter
will provide substantial protection because it can selectively attenuate

severul large interfering sigmls wvithin a commnicetion channel while
passing essentially all frequency couponents of smll desired signals. Intera
fering sipgmls will be automatically limited at any frequency within the sys-
tem bandvidth. No & priorli knowledge of the frequency of the interfering
sigmal or sigmls is required, and, indeed, limiting will orcur even though
the interfering signmal changes frequency.
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2.0 PRINCIPLE OF OPERATION

2.1 Types of Limiting

The frequency selective limiter is an anti-interference device with the ability to
selectively attenuste large signals while passing small desired signals. This
action differs from that of ordinary limiters in wkich a strong interaction results
in the generation of spurious power within the signal passband as well as possible
suppression of the desired signal.

The disadvantages of conventionsl limiters are circumvent~d by the frequency
selective limiter which utilizes s 'imiting mechanism which is extremely selective
in frequency. This mechanism, using proton magnetic resonance, derives its
selectivity from the extremely high Q (wp to 10%) of these resonances. With this
new device it 13 possible to limit strong interfering signals within a communication
channel without significantly affecting the desired signal. This has not been
possible in the past.

The operstion of an ideal frequency selective iimiter is iliustrated in Figs. 1A and
1C. These figures show the combined power spectrum of &8 weax signal (solid

lines) and a stroag interfering signal (dotted lines) before and after passage through
sn ideal frequency selective limiter. The operation of this limiter is such that any
spectral component of the total input signal (deeired signal plus iuterference) whose
power exceeds the threshold level will be atteruated until its power is equal to the
threshold power. Any spectral component that lies below the threshold is essentially
unaffected s.d passed through the limiter without distortion. In contrast to this,
Fig. 1B shows the effect of aa ordinary limiter on a signal containing a large amount
of intcrierence. In this case, the interfering power is limited, but at the same time
severe cross-modulstion takes place between signal and interference.

In the example of Fig. 1C, the signal-to-interference ratio has been greatly improved
after passage through the frequsncy selective limiter; in fact, » large increase in
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(hydrugen nucleus) in a sample of water will contribute its excess energy to th
kinetic emergy of surrounding water molecules. The energy transfer occurs randomly
in an average time usually referred to as the spin-lattice relaxation time. The spin-
imtice relaxation time might be measured experimentally by applying a pulse of
photons and obeerving the time required for the system to return tn thermal equili-
brium with the bulk prateriai.

Coasider now the behavior of a system of such particles as a function of electro-
magnetic field strength. At low power levels. excitation of a particular electron or
proten uccurs oaly occasionally, because of the low density of incident photons. The
absorbing particles will have ample time to return to thermal equilibrium between
successive excitations, and as a result, the whole system will remain at thermal
equilibrium. Under such conditions, shecrbed power is proportional to incident
power and the substance behaves s a linear resistive absorber. If, however,
incident power is increasad to & point where the mean time between excitations is
less than the relaxatios time, thermal equilibrium will be destroyed. and the
absorptive ability of the substsce wiii decrease. This decrease occurs because a
grester number of particles now occupies the higher energy state where photon
sheorption is impoesible. For ,ower levels above threshold, the material behaves
as & nonlinear absorber whose loss tangent decreases as incident power increases.

There are a grest number of materials that may be suitable for use as absorbers.
For a material to exhibit proton resonance, it must contain hydrogen atoms in its
molecular structure. Soms common substances showing strong proton resonance
and narrow line width are water, ethyl alcohol, kercvsene, and transformer oil.
The protons in Weavier atoms 6o not resounate as individua! units; rather the nucleus
28 & whole resonates. Bince this resoasnce is usually much weaker than tkat due
to "free’ protoas, it is not as suitable for this application. To achieve limiting,
the sbeorbing meterial must be contained in 8 structure that resonstes electrically
st the natural sheorption frequency of the material. For a given incident power,



photon density is very high in such a structure, greatly enhancing the absorptive
sbility of the substance. This resonator may be represenied as a series coil-
capacitor combination, s sh-.wm in Fig. 3. At resonance this circuit may be
represented by & noanlizear resistor whose resistance (R,) decreases with current
for currents above some threshold value. In Fig. 3, the effective resistance is
illustrated as a function of current. A more rigorous description of magnetic
resonanc= would show that there is a reactance associated with absorption as

well as a resistance. This reactance may be ignored uader certain conditions,
so only Ry will be considered here. (The effects of the reactance are discussed
in Section 3. 0.)

It must be emphasized that the resonance is very selective in nature and the center
frequency is established by the external dc magnetic field. The discussion thus far
has describod a nonlinear circuit element. The frequency selective limiter circuit
which uses this element will ncw be described.

23 Frequency Selective Limiting Circuit

The frequency selective limiter circuit is basically an r-f bridge, one arm of which
contains an absorbing substance. To ensure sJymmetry, the opposing bridge arm is
constructed identically, even to the point of containing & substance identical to that

of the sbeorbing arm. The only difference is that this dummy arm is not immersed
in a dc magnetic field. A typical limiter circuit is shown in Fig. 4. Two identical
rescnant circuits are shown. The sbsorption resistance, R, in the absorber arm
umbalances the bridge. Thus, at low signal levels where the resistance is linear, the
signal at the output of the bridge will be linearly proportional to the input signal.
However, as the input signal level increases to the point where R, begins to decrease
in value, the bridge wiil approach a balanced condition and the output signal will be
limited. To obtain this psrformance it is necessary that the resonant frequency of
the absorption cell correspond to the frequency of the applied signal; otherwise the
reactances associsted with the absorption ceil mask R,.
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This circuit will function as an ordinary limiter with no frequency seleciivity.

That is, if two signals are introduced. they will interact stroegly whenever one or
both exceed the threshold level, because both outputs depend on the changing
magnitude of R,. An obvious way to achieve partial frequency selectivity would be
to combine a large number of narrow-dand limiters. If the center frequéncies of
these limiters were staggered suitably over a band of frequencies. selective limiting
would occur within this band. Frequency aelectivity would be determined by the
bandwidth of the individual circuits, i.e.. twc signals would not interact as long as
their frequency difference exceeded this bandwidth.

A more practical way of achieving the same result is to shift the natural frequencies
of the absorbing particles so that each onc absorbs at a slightly different frequency.
Each particle, with the external circuitry, can then be considered as a separate
limiter functioning over the natural bandwidth (line width) of the proton resonance
‘The total bandwidth of the device will be determined by the frequency shift imposed
on the sbaorbing particles (see Fig. §5).

Frequenc® shift can be accomplished quite simply by iicmersiag the absorber in &
non-uniform magnetic fleld. This scheme is based on the following relation between
resonant frequency, {,, and magnetic field strength, H:

o 3% H, ()

where

7Y =2.675x 104 rad/sec/gauss for proton resonance,

The rescnant frequency is directiy proportional to the dc magnetic field strength.

A field stvength of 7050 gauss corrsspords to a resonsnt frequency of 30 mc for
proton resonance. The selectivity of the limiter depends upon the resonance line
width of the sbhsorbing material (approximately 1 cycle per second for mauny liquids).
However, the bandwidth depruds upon the dc magnetic field inhomogeniety.

11
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3.0 DETERMINATION OF MAGNETIC PROPERTIES

In the previous section it was mentioned that when magnetic resonance occurs, a
Teactive as well as a resistive imbalance occurs in the limiter bridge circuit. The
reactive imbalance is zero only at the precise center of the magnetic resonance.
At frequencies increasingly removed from the center of the resonance, the reactive

imbalance increases radpidly.

Limiting is accomplished by the saturation, or decrease, in the resistive imbalance
with increasing r-f power level. The reactive imbalance also decreases with
increasing power level; however, saturation of the reactive imbalance requires sub-
stantially higher r-f power levels than are required to saturate the resistive imbalance.
Thus, to achieve limiting at reasonable signal levels, the reactive bridge imbalance
must be eliminated at all frequencies within the desired bandwidth of the limiter. The
degree to which this "reactive compensation” can be achieved, determines the
practical bandwidths over which frequency selective limiuing can be obtained. This
section is devoted to describing the niagneti. properties required tc eliminate the
reactive imbalance over the required bandwidth. These properties are discusse.i
in Appendix VII.

For a homogeneous dc magnetic field, the real and imaginary parts of the iinbalance
impedance, Z,, are plotted iu Fig. 6.

As described in the previous section, immersing the spin system in a non-uniform
magnetic field results in ar inhomogenecusly broadened resonance line. For the case
of a constant gradient d¢ magnetic field and a uniform number of spins per unit
frequency interval, the resctive and resistive imbalances are shown in Fig. 7. The
spreading in the frequency domain s apparent. If limiting over some frequency range
between «f, and ¢}, is desired, the reactive imbalance must be reduced to a very small
value over this same frequency range. Otherwise, the reactive bridge imbalance will
"mask’ the reduction in resistive imbalance caused by saturation,

13
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IC Magneiic Pield

Fig. 8. Cavity Cross Section and IC Pield Configuration
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3.1 Bandwidth Enhancement (Reactive Compensa. n)

The approach used to recuce reactive i-balance cver tie lesire: li-i{.er canca-
«idth 135 discussed in Appendix I.. This apfroach °0 reac-ive -~o-pensa‘ion

involves a shuaping ©f the absorber voiime w0 achlieve & ziswric - .o o spins
per unit frequency .nterval “ni-h {s peaxe: ncar -ne ran! ~:ijer., The ils-ri-

buzion showr in rigure 7 is discussel orn page -~ 2! ppen:in I and {s snown

to double the Juserul limiter bandwidth comparel <. & uanitor zrin iisorito lon.

3.2 Physical Reaiization of Spin Distribution
A spin distribution superior to that shown in Figure 7 can be obtained by using a

re-entrant cavity filled with absorbing material. If the dc magnetic field is paraliel
to the z-axis, and the field gradient is uniform along the x-axis. then the position
along the x-axis is equivalent to frequency. It can be seen that the highest concentra-
tion of spins per unit frequ:ncy interval will occur for values of x equal to the center
conductor radius. The resulting spin distribution is shown in Figure 9. This
distribution is peaked near the band edges. as desired.

3.3 Imbalance Impedance of Re-Entrant Cavities
The impedance imbalance characteristics of the cavities used in the limiter model is

calculated in Appendix I. The results are indeed quite striking as can be seen from

Figure 9, the theoretical reactance imbalance is zerofor al' {requencies between the
two peaks of the spin distribution function. The practical significance of this is that
the magnetic f/eld variation across the cavity center conductor determines the useful
iimiter bandwidth. Comparison of Figures 7 and 9 (solid curve) shows the theoretical
improvement in useful limiter bandwidth using this reactive compensation technique.
As discussed in Section 4.2, parameters consistent with a 3 kc bandwidth were selected
for the model.

17
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4.0 CIRCUIT THEORY

4.1 Insertion Loss

The umplete re-entrant cavity circuit is given in Fig. 10. The equivalent circuit
shown in Fig. 11 will be used to calculate insertion loss and saturation level. In
this {igure. r, represents the power absorption of the spin system. It will be
sssumed that

g >> ro
i.e. . that the cavity wall losses {ar exceed the power absorbed by the 3pin system.
Neglecting ry in comparison to r,. the impedance looking into the output terminals

is found to be
. \
ch‘: = _%: —-L-— + 0 f'Jsz fJWMl}

If C, is adjusted to tune out the reactance caused by L, and My, then
Zoys = ir,
The tuning condition for C is
W= ————
CdLatMy) ,

Setting R}, = 00, and r_ = ®0, the current circulating through the secondary of the
transformer with the input signal source connected is given by

_ ) WMV,
I: FReza™ml + Tolr, +JWL.) ,

If C; is chosen so that

a_ |}
w -chl‘

the circulatine current. 1, will be maximized, and equal to

I“'r.R,c-z Mt
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It is important that circuit parzmeters be adjusted 8o as to maximize 1. If the circu~
lating current is 2 maximum, the imbalance voltage produced by the introcuction of
the imbalance resistance, ry, will also be maximum. I will attain its greatest value

when the input impedance of the bridge is matched to the generator impedance, Rg.
The value of mutual inductance, Mj, needed to attain this match can be found by setting

L2 =C

SanE—

a .
This leads to the condition

ior which

If rg 18 placed in parallel with r,,, a change in resistance of A R ohms will occur.

2 ot

- - m -
AR =T, fatlhe s
The bridge lmbalance voltage with the output open circuited will be 1 &4 R volts.

Vipen = -ﬁ-ﬁ'ﬁa
opon = 242 Tayte
The Thevenin equivalent of the bridge is shiown below in Fig, 12,
Renz¥ o
. Mo—0
Y R_ﬁ-‘*l"’o

—0
Fig. 12. Thevenin Equivalent Circuit

Q
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From this equivalent circuit, insertion loas is found to be
a
1= Vy /28 _ 4 5

L S

(2)

BRVAVZ7 SRR
For a typical limiter with 3 kc bandwidth, operating at 30 mc and at room temperature,
-:_-':-= 100, According to equation (2), this gives an Insertion loss of 46 db. The
ratio l’./l‘o is the reciprocal of the ratio R,/R,, discussed in Appendix VIII. This is
because R,is the effective series resistance of the inductor due to HMR sbsorp-
tion wnile r, is the equivalent shunt resistance for a perallel resonant cir.
cuit. Using the dependence of R /R, upon frequency and bandwidth as developed
in Appendix VIII, insertion loss versus bandwidth curves can be plotted for the
re-entrant cavity circuit. (3See Fig. 12.)

4.2 Optimum Cavity Design

In order to achieve the minimum small-signal insertion loss, as shown in the previous
séction, the ratio of power lost in the spin system to power lost in the wall of the cevity
must be maximized. The wall loeses for a TEM mode in a short coaxial line are
compared in Appendix Il to the power absorbed by the spin system. For a given ratio
of cavity length to outer radius, the insertion loss can be minimized by proper choice
of the ratio of outer to inner cavity radii. For convenience, the ratio cf length to outer
radius was chogen to be 2; the optimum ratio of outer to inner radii in this case is
found to be 2. 24

The cavity length was restricted by the 2 inch gap between magnet pole pieces. Taking
this restriction and the considerstions above into account, the cavity dimensions were
determined. These are shown in Appendix II.

This analysis for an optimum re-entrant cavity has placed no restriction on the
saturation level or line width which the designer may choose.
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4.3 Saturation Level

In some cases, saturation level and seleclivity may be altered by two types of
diffusion. One effect is the Bruwrian motion in which unsaturated spins move from
a region of dc magnétic field corresponding to the interference signal frequency to a
field correspoending to a frequency more than one line width removed. This results
in saturating more than the necessary number of spins and results in a higher
saturation level. The other effect is one of spin diffusion by the process of mutual

spin flips and has a similar effect on the saturation level.

The problem of Brownian mction iz con~idered in Appendix III. For a frequency

selective limiter with a selectivity on the order of one cycle and a bandwidth of 3 kc,

the motional diffusion is found to be negligible.

Spin diffusion by mutual spin flips is also considered in Appendix OI. With similar
assumptions concerning the frequency selective limiter characteristics the spin

propagation rate is only 1/29 of the eelectivﬁy per second and thug may also be

neglected.

Since diffusion effects are negligible, the saturation ievel analysis given on page T4
of Appendix IV (whickh neglects diffusion effects) can be applied to the circuit of

Figure 11. The saturation power (input threshold power) is found te be
P - Fzg—)%—-
9t Q7T Ta @)

Wwhere T, = Spin lattice relaxiiion time

T4 = Inverse line width
V = Total cavity volume
Q, = Urloaded cavity Q

For the experimental model, Qg = 415, V = 50 cc, Ty = T = 0. 075 sec giving

Pgt - -3‘?.5' dbm

24



5.0 INTERMODULATION

To predict the limiter intermodulation characteristics, Bloch's equations were solved
for the case of two applied siguals having angular frequencies & anduw) and power
levels Py and PZ' Approximate solutions were obtained by using a Fourier series
evpansion for the components of magnetization in a coordinate system rotating in
phase with one of the applied signals. The recursion relations found between the
Fourier components of magnetization were solved approximately for two separate
cases. Thes: components were then integrated over the field inhomogeneity to
determine the limiter output voliage. (See Appendix [V)

Case i:

If it is assumed that the two input signals are sufficiently spaced in frequency so that

Talwy-w| >) E (4
Ra

where T,(W),~G&),) s the frequency separation in linewidths.

It is found that the only significant intermoduiation products occur at the frequencies
2W,~ W, and 2W, -, . The magnitudes of these products are

R
Re PR(I + | | | ]
Pu.t‘,: .ﬁ? (aa-w?ei [ T Wikl ©
P (1 +
a.u... rﬁmﬂr [ :m. m¢ ©

where P,,b so o the limiter output power at ¢, when no signal is present at “.
»
Intermodulation power for this case varies inversely with the fourth power of frequency

separa:ion. If P, is well sbove saturation, power st the frequency 2W,-W,
will vary as the square of P, and will be the most significant product if P5 )» P;.



Curves showirg the variation of Pm‘-(q with frequency separ=tion are shown in
P
Fig. 14, for the case where FL -1. For alimiter with 1 cps selectivity these
sSat
curves show that intermodulation power will be at least 29 db below signal output

power with a 50 cps separation providing P._,_ i$ no more than 30 db above saturation.

Case 1l

if Pl<< Pz, as would be the case when a small desired signal 1s subjected to a jarge
deyree .f coherent interference, it is found that the only significant wntermodulation
product occurs at 2@, ~&J;. Intermodulation level 15 illustrated in Fig. 15 as a
function -f frequency separation. From these curves. it -an be concluded that no
significant intermodulation powe: will be generated when a small signal mies with a
large signal in the Jimiter. The most important effect will be suppression of the
small signal which occurs when the frequency separation 1s comparabie to the

selectivity. This effect is illustrated in Fig. 16. The prescnce of a large. saturating

1 P
@, ca a "hole” of width = - =2
signal at uses & “hole” of width T2 ! Ps" to appear in the limiter pass-

band. The effect of these "holes’ upon output signals is discussed 1n Section 6 and in
Appendix V.
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6.0 ANALYSIS OF LIMITER PERFORMANCE

In order to determine the effect of a frequency selective limiter on system performance,
the steady state and transient response of the limiter has been studied for the following

types of interference

hH CW
2) Frequency-swept CW
3) Pulsed W

4) Noise

6.1 Steady State Analysis

In Appendix V, the error introduced in an arbitrary signal by coherent {unmodulated or
periodically madulated) interference is calculated. This error is intraduced in . .o
ways. by the presence of interference power at the litatter output. and by the suppression
of those portions of the desired signal spectrum which are cluse to the major spectral
components of interference. An expression whick permits the calculation ot error

once the puower spectral densities of the signal and interference sre known is given in

Appendix V.

The basic properties ut the limiter in various interference environments can be brought
owt by assuming simple rectangular spectrums for both the acesired signal and the
interference. As shown in Fig. 17 the signai bandwidth is deroted B, . the interference
bandwidth is denoted B;. and the spacing of interference components is fm. the
modulation frequency.

Error is expressed in terms of v'n equivalent interfcrence/signal ratic which is defined
rigorously in Appendix V. For the model spectra shown in Fig. 17, this ratio is

Interference Power Output ~ ) P: J N
Signal Power Output T8N B (HN “("uﬁ)t AT

30
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where

N - Number of comgonents of interference power

M : Number of compone.ats of inte rference power which {all withun
the signal passband

P; ~ Interference power level at input

Ps Signal power level at input

The abuve expression is plutted as a function of input interference sigral ratoin

Fig. 18 A signal bandwidth of 3 ke and a selectivity of 1 ¢ps has heen assumed.

Fig. 19 shuws the effect of variations in By and £ upon the error between desired
and actual signals. Equivalent intcrference signal ratio 1s plotted as a function of
interference bandwidth, Bl with modulation frequency, fm‘ as a parameter. An
input interference. signal ratio of 20 db is assumed. so that when no limiter 1s used.
the output interference/signal ratio is 20 db for By € B; and decreases linearly as
Bl ‘ncreases beyond the signal bandwidth (B, ) Bg). When no limiter 1s used, the
equivalent interference/signal ratic is inependent of molulation frequency. but with
the limiter this ratio decreases sharply as fm increases. This is because the
interfering power is concentrated in fewer in-band spectral components which can
be effectively limited.

Using the information contained in Figs. 18 and 19, gereralizations can be drawn

about the performance of the limiter in a variety of interference environments.

1) CW Interference
Fig. 13, with M = N = 1 shows the improvemenrt (in equivalent interference/signal
ratio) which results when the limiter is used. Improvements up to 30 db are
possible, with the greatest improvement occurring at high input interference leveis.

2) Fregquency-Swept CW
This case can be treated spproximately by taking £, to be the fundamente! fre-
quency of the periodic modulation and By to be the frequency deviation. Fig. 19
shows that the worst case occurs when frequency deviation i8 equal to the signal
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FIGURE 17 OUTPUT INTERFERENCE/SIGNAL PATIO VERSUS INTLRFERENCE BARIWIDTH

3)

4)

bandwidth and the mudulation freguency 18 low. Fcr modculation frequencies
greater than 30 cps, however, equivalent interference signal ratio can be reduced

20 db and more.

Pulsed CW

For this case. )(m s taken to be the pulse repetition frequency . and B1 1s taken

to be the inverse pulse wirtth. The worst case occurs when inverse pulse width

is equal to the signal bandwidth and the moaulation freque-~y 1s low. For example
with 2 repetition rate of 3C cps and a duty cycle of about 14, equivalent interference
signal ratio ia improved by 20 db. If the duty cycle is incressed. ar even greater
improvement occurr because the interference spectrurm tends to concentrate in

just a small portion of the signal bandwidth. If the duty cycle 1s made shorter

than 1%. irterference power is wasted cutside the signal bandwidth. and equivalent

interference, signal ratio again improves.

Noise

The operation of the limiter in & heavv noise environment has not been studied
analytically; however, ~ertain conclusions can be drawn by considering the case
where the model spectrum is very dense. i.2.. £ < 0. As can be seen from
Fig. 19, the curves of interference/signal ratio versus By tend toward the curve
which spplies when no limiter is used. This is an indication that, in a noise
environment, the limiter behaves as a linear device, neither improving nor
degrading interference/signal ratio. Because noise power is spread uniformly
over the limiter bandwidth, saturation occurs only when sufficient noise power is
available to saturate all the spins rather than just a amali localized volume. For
a limiter with a 3 kc bandwidth and 1 cps selectivity, the noige saturatior power
will be spproximately 3C db greater than the cw saturation power.

If an accurste estimste of system performance is desired, more detailed information
about the signal and interference power spectra can be inserted in equation (81) of
Appendix V. If the signal and interference spectra tend to concentrate in the same
arzas, it will be found that the estimate of equivalent interference/signal ratio given



by Fig. 19 is somewhat optimistic. On the other hand. if the signal ana interference
spectra tend to concentrate in different areas, the equivalent interference/signal

ratio will be smaller than predicted by Fig. 1%.

€.2 Transient Response

The steady state analysis for cobcrent interference has been discuss=ec in terms of
the equivalent interference/signal ratio. The transient effects will now be considered

by first establishing the effect of the limiter on a unit step of cw interference.

Starting from Bloch’s equations, and using a Laplace transform methoc of solution

as shown in Appen.ix VI, the frequency response of one magnetic resonant particle
{‘nore accurately, ke response of a volume small enough so that H, can be considered
uniform) was cetermined. To account for the inhomogeneously-broadened resonance,
the frequency responsc of individual particles was integrated over the field inhomo-
genity. The resulting trarnsient response is founc to provide an important contribution
to the resistance imbalance only. Even if a rectangular distribution of spins with
respect to frequency had not been assumed, the transient effects woulc be essentially
the same and woul:! be of minor importance in the reactance imbalance of the bridge.
This major transient in the real part of the bridge imbalance impecance is found to

be proportional to an exponentially cecaying Be-sel function ae shown in equation (8).

terms

- _& small
FSL output voltage oC w,e J:(‘*M) + [correction (8)

where
&)c Zeroth order Begsel function

o=y Hey
T = 7:57;
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In Fig. 20 the transient output voltage of the bridge for a switched cw input is shown

for two cegre=s cf saturation. It is important to note that the transient signal

leaving the bridge will decay in a time at least as short as 7”. The relaxation time, 7,
is 0.075 seconds for the experimental limiter, but can vary between 10-3 to 10
seconds, depending upon the absorber material. The major portion of the transieni

is limited in a time of ‘%53 This ne ans that the further the input signal level is
above the saturation level, the less ume is required for saturation of the absorher

and subsequent reduction in bridge output.

The transient response for a unit step in any coherent interference can be discussed
in terms of the ahove result by first determining the Fourier spectrum of the inter-
ference under consideration and treating the components individually. The spectral
components in the interferirg s gnal must be spaced at a distance greater than the
chosen limiter selectivity.

Each spectral component of coherent interference signal will contribute 2 leakage
spike of the form shown in Fig. 20. The leakage spike energy is proportional to

Spike Energy oC &)} f C.*l-(u,,,f) dt ®

(J
The major contribution will nccur in the first &3 secouds so that the spike energy

is nearly proportional to

3
Spike Energy oC tadp [ T, o dx (10)
for signals sbove the limiting threshold. This shows the spike leakage is proportional
to Wh,.

The wave shapes shown in Fig. 20 were observed in the laboratory.
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7.0 EXPERIMENTAL RESULTS

At the conclusion of this program the laboratory model frequency selective limiter
exhibited the foliowing characteristics:

Experimental Design
Results __Goal
Ceater Frequency 30 mc 30 mc
Bandwidth 18 ke 3 ke
Limiting Range 15-35 db >20db
Insertion Loss 52 db < 50 db
Saturation Level -36 dbm > -40 dbm
Small Signal 3electivity 2 cps £ 100 cps
Intermodulation 16 db below small
(with 64 cps signal separation} signal output level

Experimental techniques and results will be discussed in detail in this section and,
finally, the Iimiter configuration will be described.

7.1 and Limith ®

The usable bandwidth of the limiter is determined by the range of frequencies over
which reactive bridge imbalance is small. A block diagram of the setup used to
measure reactive bridge imbalance is shown in Fig. 21. The dc magnetic field was
moved through the resonance line in increments of approximately . 1 gauss and output
voltage (which is proportional to bridge imbalance impedance) was measured using a
Stoddart NM-30 field intensity meter. The signal applied to the iimiter was 40 db
shove saturation sv that bridge imbalance was essentially reactive. After each
increment in magnetic field, 5 seconds was allowed for the limiter to come to full
saturation before reading the output voltage.
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The carity position used for all experiments is indicated in Fig. 25. The total
trmsverse field variation at this position is approximately 4.5 kc while the
longit.dinal variation is approximately 0.2 ke. !f smaller overall cavity
dimensionswere used, or if speciaily shaped pole pieces were used, it is likely
that a far closer approximstion to the requirc- field distribution could be obtained.

7.2 Insertion Loss

Insertion loss was messured using the setup shown in Fig. 26. A 20 mc signal
from a 50 ohm uource was passed through the limiter and into a 50 ohm r-f volt-
meter (Stoddart NM 30-A praceded by a 10 db attenuator). Next, the limiter was
byrassed completely, and sttenuation was added 1o the signal source until the
voltmeter reading was equal to that obtained with the limiter in the circuit.
Insertion loss was found to be 52 db; this compares fav: rably with the theoretical
figure of 46 db given in Section 4.1. Time restrictions made it impossible to
match the input and output impedances to the measuring equipment. With proper
impedance matching, the insertica loss could be reduced considerably.

7.3 Satyraticn Level
According to Section 4. 3, the saturation level is given by

s iy oo

The cavity volume is 50 cc and its measured Q (unloaded) is 415. For the trans-
forwmer oil used in the limiter,

T, 3 Ta = 0.076 sec.

This valus was detsrmined by finding the r-f magnetic field level at which the real
part of magnetic susceptibility was reduced to ﬁ;d its unsaturated value and
using the saturation condition

FTHIT =
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The measured values of Q. T and T; give a theoretical saturation leve! of -34.5
ibm. The measured saturation level is -36 dbm.

7.4 Selectivity and Intermodulation

The measured values of T; and T, (0. 075 sec) indicate that the small signal selec-
tivity should be 2.1 cps. Selectivity was measured approximately using the
techninue diagrammed in Fig. 27. A signal with 10% sinusoidal amplitude modu-
Iation was applied to the limiter. The input power level was adjusted so that the
carrier power was above the limiter saturation level while the two sidebands were
below saturation. Selective limiting of the carrier was manifested as an increase in
percentage modulation as viewed on an oscilioscope. The modulation frequency was
then lowered, bringing the two sidebands closer to the carrier, until the output
signal modulstion level was reduced to 10%. This occurred at a modulation fre-
quency of 2 cps, which is of the same order as the predicted selectivity.

Intermodulation measurements were made using the setup pictured in Fig. 28. Two
battery-powered crystal oscillators were used, one fixed-tuned and one voltage-
varisble. ARsr passing through variable attenuators. these signals were fed into
the limiter and thence into & 30 mc receiver. The 50 kc receiver IF output was

fed into 2 wave smalyser. Absolute input {requency was determined by counting,
and frequency difference was measured using the analyze:. The analyzer had a

3 ops selectivity and cou)d be used to measure the frequency and amplitude of inter-
modulation r,roducts for signal spacings between approximately 60 cps and 200 cps.

With the fixed oscillator output power set at saturation and the tunable oscillator 30
db above saturation, only one significant intermodulation component was found.
This component had s frequency of 2w, - Ul as predicted by theory, where

&)y = fixed oscillstor frequency
@/ = tunsble oecillator frequency.

Intermodulstion power was measured at signal separations of 64 cps, 106 cps, 150 cps,
and 186 cps. The results are compared with theory in Fig. 29. The worst inter-
modulation level occurred st & spacing of 64 cps where intermodulation power was
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17 db beiow signal cutput level at . For spacings beycnd 200 cps, limiter
intermodulation level was too low to be measured with the present experimental
arrangement. As signal spacing was reduced below 69 cps, it was found difficult
tuo hold the frequency spacing accurately, and furthermore the intermodulztion

cemponent was masked by the much higher fundamentul components at &) and

7.3 Limiter Configuration

Fig. 30 shows 2 photograph of the experimental frequency selective limiter. The
absorber and dummy cavities are made of copper, as is the enclosing box. The
center condictor length is 1.7 inches. This represents '2_3"16- of a free space
wavelength at 30 mc; consequratly, it was necessary to use a very large (4040,
icading capacitor., From leit to right in Fig. 30 are shown (1) the ungrounded
capacitor plate (0.1 inch copper). (2) the grounded capacitor plate (0.002 inch
beryllium copper). (3) a rubber pressure disk, and (4) the cavity lid (0.1 inch
copper). A mica shcet, 0. 0006 inches thick, i3 sandwiched between the two
capacitor plates, and the cover and pressure disk are used to eliminate air gaps

Lbetween the capacitor plates and the mica dielectric.
Three detrimental effects result when capacitor alr gaps exist:

1} An air gap as small as 0. 0001 inch can reduce cspacity enough to make

resonance at 30 mc immpossible.

2) Afr gaps destroy the capacitor symmetry, causing an azimuthal variation in
r-f magnetic field. This will degrade both bandwidth and limiting range.

3} Air gaps cause capacity to fluctuste with tempevature, leading to bridge
instability.

62



N

A

4
X

At
Hit

K
%
il

Y

W

W
e

i
N

W

Y

3

i
i

L 3,.»
i

Y

w%/ )
A

SR

|

AN

e 4,/ W

Bl

o

3

.,3”

0

[ISETLIRPITITTN:

2 m .

[ESTTTRTTTTTIRPTRITRTeN

i




Although the use of a rubber pressure disk greatly reduced the air space between
capacitor plates and dielectric, a certain small air gap still exista, as evidenced
by a small drift in capacity with temperature. Owing to this drift, it has been
possible to maintain a satisfactory bridge balance for only about 5 minutes before
reudjustment is necessary. It is felt that this drift problem can be eliminated by
bonding the capsacitor plates directly tc the dielectric, thus eliminating all air
gaps. Temperature effects could also be reduced by machining the cavities from a
metal with a low thermal expansion coefficient, such as Invar. The enclosing
caopper box should be retained, however, to minimize thermal gradients between
the cavities.

The complete bridge circuit is shown in Fig. 31. Resistive bridge balance is
sdjusted by means of a moveabie coil (with series resiastor and capacitor) in
proximity to the traasformer secondary. Copper plungers, visible in Fig. 30,
were used to vary the reactive balance, zithough it was found that these controls
also caused an apprecisble change in resistive balance. Fine tuning of the cavity
resonance was accomplished by meens of two 104 trimmer capacitors. These
capacitors could also be used to adjust the reactive balance.

The experimental results confirm the validity of the theoretical analysis. Using
this analysis, accurate predictions of device characteristics at other frequencies
and of system performance can be mide.






8.0 CONCLUSIONS AND RECOMMENDATIONS

The validity of the bandwidth enhancenent (reactive compensation) technique was
coafirmed. The expected increase in bandwidth was not achieved primarily because
the required gradient in dc magnetic field was not used. During this short program
it was not p.ssible to devote suff.cient time to design or acquire magnet pole pieces
that would produce the required magnetic field distribution. Nevertheless, a 20 db
improvement in gain-bandwidth product over pzst models was achieved. Operating
with the cerrect field distribution. the model developed during this prog® am wi!l
meet or exceed a 3 kc bandwidth with no modification.

The iatermodulation analysis shows that & high amplitude interfering signal which is
being limited by as much as 30 db, and which ir only 50 cps removed from a desired
signal, will generste intermocdulation products which are 20 do weaker than the
desired signal. and will thus be negligible. This was confirmed by experiment.

The analysis also shows that under the se same conditions, the amplitude suppression
of the desired signal will be negligible. This, too, was confirmed by experiment,

This vtudy has indicated that this device will provide from 20 to 30 db of suppression
to either a cw interfering signal or to a moculated interfering signal with modulating
frequencies greater than 30 cps. The limiter displays the unusual property of
limiting faster on a high amplitude transient than on a somewhat lower amplitude
transient.

The most significant problem encountered during the experimental program wae bridge
instability. This problem resulted primarily because the electrical characteristics

of the cavities were not sufficiently stable with changes in ambient temperature.

This problem can be solved by

1) building the cavities out of a thermslly siable material such as Invar, and
2) eliminsting the amall air gap between the dieleotric and capacitor plates by using
vacuum deposition techniques tn fabricate the capscitor.



To deveiop this interferance suppression technique further, it is recommended
that the following items he investigated:

1) The existing cavities should be replaced with cavities with improved thermal
stability.

2) The existing device should be placed in the properly distributed magnetic field
and the bandwidth performance measured.

3) The performance of the limiter in a suitable receiving system should be investi-
gated.

4) Performance of the limiter with complex signals should be evaluated.

S) Maethods of reducing the insertion loss svch as pumping or cooling should be
studied.

This seven-month program has established the feasibility of developing this highly
selective limiter. This new device, which is very effective against many types of
coherent interference, should provide a valuable addition to the many existing

techaiques for increasing the jam resistance of communication and radar systems.
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APPEDIX I
IMBALANCE IMPEDANCE OF RE-ENTRANT CAVITY

The object of the following discussion is to determine the reactance con-
tributed to a re-entrant cavity by tne paramagnetic material with wvhich it
is filled. Let Fig. 32 illustrate an axial viev of the cavity which is
immersed in s non-uniform dc magnetic field whose gradient (assumed constaat)
is along the x-axis. The magnetic resonant frequency corresponding to the
mgnetic fleld H, seen at x = O will be denoted

w, = YH
We can relate a spatisl position to a magnetic resomant freguency &4 by

Cde — tale

X = ~

vhere o« s a constant of proportionality.

The total power, Py, sbsorbed by the spin system from an rf field #, = i‘;t_L

found vithin the cavity can be expressed as

E’(U) = A &)‘P(u.) dw., JJ

vhere P(u‘) 1s the absorption line shape (vith ares arbitrarily normalized

to 2) and A, 1s & constant. Since r‘- x'-f" we have

AR
P'_(“) - A‘// ,l*‘%#)‘ on JJ
=~
The integrand is the product of two functions of ay.
For the case vhere the line width is mach smaller than the spread of

mgnetic resonant fregmacies e:ross the cester conductor of the cavity
+-<(4L , the lizn shape may de considered two delta functions vhen
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compared to the factor ‘t,‘s (since the latter function varies slcJly

L
over the region of integration, changing at most by a factor of ({- )
Usiag ﬁ‘.,.) > k._-‘) + S(urwe) * tBE Y% integration then gives

Plwy = ,4,/_!;——— ‘i} - A, [_f_‘_t___ d
d e (5 ’ 10

z, (c.'-‘)
vhere the integration limits depend on the applied frequency a/, and :ne

path of integration is now vertical in the annular region.

Along this
path of integrationm,

;* (&‘Uo he

such that

the ~w domain to be
r - (w-%)‘ evaluated later.
o

L gligible te b g
,:‘." —* A’f ”; J" - ne e ™ ran]
r

U‘-‘A<~<U - b
—— s
=)

VP ah (ww, tda

L S
,r’“" = < a4, ;'_'_l:-——‘ b db W rba
» [ of 't_“u-n’)

elsevhere (13)
-
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The associated reactance can be found fram the Kramers-Kronig relatioms.

u d‘ .

‘h-ﬁg ke (~'~ (5“0)

"h:—

““ < - _sda o
_‘_/ / ol n Jw +/ ¢ / dr oo’ (14)
/ »/TT(-;E_-T.)T(..-..') et |V (v )

-t Cornd Yre,
- of

Since the integrand 1is both single valued and identical for each integral,
the value of these integrals is determined uniquely by the integrand and
the total regicu of integration in the VJ u' space. The three regions

corresponding to the three integrals cambine as showr below,

’

w

but this integral can de expressed as

Gy vdr
Ao’ dr (15)
Xew= T/[*h (Lo f (o-o')

This is the sams integral obtained by finding the contribution to the
reactance by individual rings of vidth Jr at redius r . The above
imtegral can be campleted and for 3 | & ‘“’~] the w ’integration gives
sero. This means that each ring contridutes no reactance to frequencies



T s oo S o Yl < Bl .

.~ oo o rait o ttmn Sl b

v b e

1o e SR

such that ]w-u,,l<4r vbere » is the radius of the ring. Thus, for

lo-wg| (ab , X(v)= o0 + The only contribution to the re.:tance can come

from the"negative-frequency-~damain“absorption.

expression 12).

(The second integral in

The contribution to the reactance due to absorption at"negative frequencies’

can be determined by finding the comtribution to the reactance at negative

frequencies dus to absorption at positive frequencies. The integral given

in (15) must then be camputed in the region r< ‘%"br o.,'...,‘).‘r

The «’ integral can be completed, leaving

X “ »
de-') = L‘ [ A

r l(b-w.)‘ —‘tr)ﬁ

Aw [T du

(10)

r)
“ - o_b.‘)\_

PRV

= A [4..4/ Lo

’ -

Without the integral over r shown iu (16) we have the reactance cortridbuted

by each ring at * and of width dr ; consequently the wapression in (17)

1s valid for all w outside w, t e

The reactance at wa -, is

X¢oy = Ao, [‘““ |

2 ) 72 |
- im




but  wb e a¥ 25)(e?) amd an sa94é vith @ e am(30)(0®)

thus,
X/(-u.) = -As < (4-5)(/0-')

This 1s alsc the same reactarce comtributed (by the absorption at nesgative
« ) to the reactance within the usable band 3f « correspomiing %c the

v //. found within the center conductor of the comxial re-entrant cavity.

The reactance seen at '--w.! =sa ig
- a - < I
X(lw-w.];.“) - A;i—[_“‘j e -—,/4-¢JJ - |
= A« (Ras)(0”)
Thus, the in-band reactance comtriduted by the absarptior at negetive
freyuencies is down by nearly 10" from that found at the outside >f the

coax chamber.

The reactance at frequencies & corresponding to w_sY A, for values of

M, found vithin the amnular region of the comx cavity, dut outside the
center craductor, is easily found. The reactance at &1y W, -«a {wdw, -«
oF W,sub (W W, raa WOuld only de ontributed by adsorptions in

rings located at & emmller radius than {:7":-_1 . The total reactance at

any frequsscy in the above rangs can then be expressed as

~ -,

s p—

X(u) 2 "Ai h dr
b e T

d v~y
- A‘ '-":" A‘J—I """",
-

o - < b

3



The resulting reactance nov has the fora

O —wbh (w-w, Cx b
J = :b‘“"’si 7 — - -
= ’41 -~ r""‘" / —:('d,‘)' ( ) wecm
X(w) ~ L J <t e, cxd

/u-v“ S a

vhere pegative frequency comtridbutions have been neglected. From equation

{13), the corresponding resistance is

- < [ (w—l—“) o eea ('"-w —sh (g (o

Al &

-:/ c.. - oy —eda w-~w, -~
et =)
O Ab (o-a, («a

R(w)=1

~ O Jw-we]| Sha




APPEOIX 11

WPTIMUM CAVIYY DESIGN

In order to determine the best dimersions for the re-entrant cavities to be
used irn the frequency selective limiter bridge circuit, the criterion
should be to maximize the ratio of the power absorbed by the spin system
to the power lost in the walls of the cavity. At the same tim the length
and outer cavity radius vill remain fixed (as restricted by the 41imensions

of the magnet utilized), the magnitude of the inner radjius will be varied.

Assuming a TEM mode in & short coaxial cavity (incluiing end plates), the

pover lost in the walls (Pu,j),) is found to be

L £
E“A'[T*b + 2 An %—-J (16

vhere L o length of cavity

As explained in Appendix I, there is no additional reactanrce {(due to the
spins) at magnetic rescmant f “equencies corresponding to the values of /b,
intercepted by the center comductor of the re-entrant cavity. Purthermore,
since any saturation of ) 4 ’ at one frequency vill not change the reactance
at that frequency (but will slightly change the reactance at adioining
mm)wﬂnmmmwtcdxl. The power absorbed

can be found in the narrov linewidth approximstion by evaluation of equation
(13).

Defining W, as the 'Gaawe frequency corresponding to the A, in band center,

b A . -
2 3 St 7]
vhere X-"i'(%-‘“s),mhn.cmunt



The ratio f tii- to the wmll l_sses can be =maximized for a particular X
Taxing X —» O

P = 4AC (a~6)
r 8, o

Consequently,

Pr - 4‘/"("‘) "
R, T maA (et )

-

Tor f = 2 , this is sxime fcr %: 2.24; thus typical cavity

dimensions zan now be found. The design choasn hes

L = 2L.TOC in
a = 0.85 in
o = 0.3T7
q, = 1540

€ = 2.8 = relative Jielectric comstant .0005 in film used for
r loading the re-entrant cavity.

Fig. 8 shows the cavity in crcss section.



APPENDIX I1I
JIFFUSION =FFECTS

Erovnian DiZLusion

We can consider the problem of Browvnian iiffusior and the resultirng
limitation on the saturatior level and selectivity of the frequency
selective limiter by the following method. Frae a random walr e.alysis
we see that the average squared displacement of a typical molecule s
<x*D> = NLT
vhere
{ = mean path length between callisions

N 2 number of collisions

By introducing the mobility (w) we obtain

<X 2 2mAT
Melating the mobility and viscosity ve get

. 2kTE€C
AR F 2
vhere
Vo effective molecule rudius

, s Vviscosity in poise
¢ time Awing vhich the observation is taken

Veing
t.lwl

Te 300%
k. 1.3 1023
Pe 1poise = 1/10 n mks wiite



L « 1% for a vorst case

(‘1> - 10-10 -2

The comparison of . (X‘) vitn the spaticl width of a resonance line of

1 ¢y for a 2 ic bendvidth frequency selective limiter (where the regilon over
vhich the spin system is distridbuted is agsumed toc be about . inch) shows that
the Brownian motion causes spins to move about 10°< 7f a line width ip a time

equal to the spin-lattice relaxation time, thus the effect is negligible.

$pin-Flip Diffusion

An MR line vhich is not motionally-nerrowed hes a line width cf about 1l kc.
The pertinent relaxation time is then about 10-3 seconds. The time far
relaxation by mutual spin flipe could nnt be any faster than this valiue or
the line would be determined by the mutual spin-rliip rate. Thus if Ta

is the mutual spin-flip relaxation time, the magn.tude of Tg cou'd be found
by finding the time for precessing of one spin in the H fleld of the sijascent

spin. Let r,, be the nuclear-suclear spacing
betwan two like nuclii. 7The field of one due to tle other is

H= Lo

This gives ’
PR '™

Tm = “Vaa

Finding r,, from aseuming l.()2 spatial cubes bounded by r,, lines in a cubic
centimster v cdtain & propugation rete of 1/20 line width/secord for our
frequency selective limiter model.

Thus, spin-flip diffusion can also de neglected.



APPRENDIX IV - DNTERMODULATION

If two sinuscidal signals at frequencies (J,and (dare applied to the limiter,
intermodulatior products will appear at the frequencies NG +MU; |, vhere n
and M are iotegers. These intermodulation products will, in most cases
be insignificantly small, but may become appreciatle {f &, and W,are very
near ore another and if the two sigoals are above the limiter saturatiorn level.
To calculate the magnitude of these interrodulation products, Bloch's equations
vito two sinusoidal driving signals can be used. The two sigmals will be
decamposed into their counter-rotating circularly-polarized cumponents. This
allows a great simplification of the problem, since the twn circular ~oe-
povents at &/, and &/; rotating opposite the larmor precessior have s negligible
effect on the motion of the spin system. To simplify the analysis further,
all quantities will be measured from a frame rotating with angular velocity
@),1in the direction of the larmor precession. As is shown in Fig. 32
this choice of ieference reduces the circularly-polarized RF field at ),
to a static field, poinmting in the X direction. The circularly polarized
field at GJ; will appear as a vector rotating in the x-y plane with angular
velocity § *W; ~CJ, . Fimlly, the DC field. which is assumed to be along
the 2 -axis, vill have the magnitule H, f%—'— vhere H, is the value of
this field in tbe nom-rotating fraume.

)

H"% Y H,
H

Fig. 32. Magnetic Field Components in Rotating Frame.
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Bloch's equatlors car be written in vector form as

M =7 MxH —[?% L\')!J M' (21)

A A A
where X, Y , and F are tie x, y, and z unit vectors, respictively,

ant M 15 the magnetizatior of the spin system. shen the cumponeats of )‘-_4
shown in Fig. 32 are substituted ir equatior .21, tae following three

equations result:

M, = AWMy =TH M;Sinbt -4 M, (z2)
Ms = 7H|M] —7H1M1C055t “AM, ‘+i Ms (23)

Mz = 7YH,MSmnst -7 HMy -7 H, M Cos 6t (7u)
“here "+( Mz- Mo)
Aw=THotw,
From the form of the above equations, it is evident that My, My, and
M3z wvill be periodic in time with & fundamental angular frequency equal
t0o §. Accordingly, Fourier expansions of the magnetization componento
vill be written as follows:

Jn Jnét - — mnét
M. =Z M€ My Z.MS"' M, -'-'ZM,,,C (23]

n-od ns-oF ne-00

In the rotating frume, the (ransverse magnetization can dbe represented by
the complex quartity

Mg = Mg tIMy (26)
Note that the magnitude and angle of this complex rumber are the same as
those vhich the trunsverse magnetization vector has in the x-y plane. The

Fourier expansion ot M, 1s

met = Jnbt
M= 3 Mt iMn) €72 3 M, € ()
Ns-o@ N»-o®

n



Sach term in this sum correspomds toc & component of transverse magnetisa-
tion rotating with angular velocity n§, with sagnitude and phase angle
eqml to the magnitude and sngle of the corresponding Fourier componsat
of the treasverse magnetisetion vector. Upcoa transforming back to the
noz~rotating frame, each of these camponents will appear as a circularly
poiarised component of magnetisation with angular frequency ), +N6.
Components foxr which Az0 and 1 correspond to the system response at the
two ariving frequencies, W, amd W), . The lowest order intermodulation
componeuts oceur for M = -1 apd 2. At this point it is important

to recall that My is & real quantity and hence
»
Man =Mza
vhereas M, is & complex quantity ard, in genersl
L]
Men # Men

A comveaient expression involving M, ocan be obtained by multiplying
eqution (23) by J and adding the result to equation (22). The
following is obtained:

. . j6t
M, =’JwM¢*J7(Ha#H1é’6 )M' -1+’-M° (28)
Using defini*icc (26), equation (2h; oan be written as follows:
. 6t -Jét
Mo = TG € - Tipm, € T (m,-m2)
"‘%(Mx'MO)

Equations (28) and (29) sre sufficient to describe the response of the

()

opin syeten and will be used as the btasis for all that follows.



If the Fourier expansions of M, and Mj are inserted in (28) and (29),

terms of like frequency can be equated to give

- IﬂlM n +7H‘M - (p)
Meu = HSI;Aw _J/T_li"'
!H; * . » Mo
My, = _2 (M t ,_“‘Mt”ﬁ)-{—?— (Mtﬂ-Mt-n) T (31)
&n Jng + /T,

It is possible to eliminate Muby combining equations (3C; and (31

properly. The result is a second-order difference equation with variable
coefficisnts. A series sclution has been cdbtained for this equation, but
is too cumbersome to be of immediate pructical value. A more tractable
solution can be cbtained if simplifying assumptions about signal magnitude
and frequency separation are introduced. Two such solutiuns will be
obtained here, one vhich is valid only if the frequency up‘nucn,é ’

is suitably lerge, and a second vhich is only valid if one of the sigmals

is much smaller than the other.

An approximate solution of (30) apd (31) will first be obtained, subject

to the comdition 2
6Ty » 7Y T HH. (32)

Remembering that the saturaticn condition for a circularly polarized field

is ‘r'H?T.‘T; =1 , coodition (32) can be revritten in the form

8T ) JP R /Pt (328)

vhere P. u:l%, mﬂntvoiwutmm?ggumlmurmnohold

level.



It i3 anticipated that the major carmponents of transverse magnetization
vill be My, and M,, , the iriving frequency components. [he major
component of F -axis magnetization should be the DC coefficlent, RW”,
The validity of the adbove assumptions vill be examined later. According

to equation (30), My, and My, can be expressed approximately as

M, = LR Meo (33)
to - LHw — ~/Tz
= 7 H; Mao (19)
Me: §+ow —i /T3

providing HM3o)) H, Mg,  aod H Mz D)H M, Setting n=o
1o (31), (33) and (34) can be substituted to give
M
M” - Y { 2 L 4 (35)
|+ h Tﬁ m..m;__l
(+TR2Aw? |+ T (oxw+6)
The first order interwodulation camponents can be found by setiing N = -1

and +2 successively in equation (30).

frod 7Hl Ml‘l -\
Me- Aw-6 -i/Tz (3)

= L H?(M;. (37)
Mt2 ™ Zw+26-i/Tz 3

The sssumptions H;M;g((H,M,. ,HaMgz<<H;M.. vere used to obtain (30)
and (37). Mg, can be found by setting n=1 in equation (31).

_ Meo _'_'_Ilziuidt_' (38)
Ma= =75 +/m

Bere, H, My, MH,NL have been neglected in campariscn to Hy Mo ana HMg,,

T4



After substituting (33’ aad (3~. in (38),

M. = - 71H.H£(8’2J/‘Tzl Mao (39)
2T 2(6- /T X ow+6 -V (aw /1)

Equation (35) can be used to check the assumptions used in leriving {33)

and (34), namcly, that condition (32) tfmplies

7H. M¢| <<7H1Ml°

THaMz <K TH, M4,

These inequalities can be readily proved using (39) providing 7, s not
appreciably longer than T, , n condition which generslly holds for a
motiorally narroved line. My, , My, and My are third-order inter-
modulation products. The resmining sssumptions umsed in obtaining (3),
{37) and (38) invoive naglecting fifth-order products in comparison to the

above third-order products sad will not be proved.

The intermodulation componeuts of My can be found by using (35), (%), (37)
am (39)

W, < CHiH (6B Nawr Yuweb) Mo |
28 e g Naw-k w4 ol Jawrb-fe ongel) ()

M= - Z_’H.Hi(&%-{)(l{w -ﬁ)gum 3 .H('-L)M,
2(5-p a2 Jow L Ikl frbup) (4

vhere

_ Ta _ T
T;' - UIﬂsi.i.n ’1;"- ql‘f" H),i'Tz ® (82)



The output voltage of the limiter at any given frequency will be proportiomal
to the volupe everage of the Fourler component £ magnetizatior at that
frequency. Assuming that the disctridbution of spins per unit frequency
range is uniform and that the RF magmetic field is uniform, the output

voltaze at the frequency W+N8 wvill be giver by

~ gt
\/w.,,.,S:J,yMt,,aaw, (+3)
-yt
vhere (4, and U, are thc larmor ‘requencies at the eiges 7 tue .pin

distribution, and A is a parameter d~pending upor tne circuit ifigurati.r.

The tvo intermodulation cmponents,kl‘and Mt" fall off as 5“;3 cir AwWS.
It 8(<CUQ“0. , the limits on integml (43) can be extendei © - o0

and + 0o and contour integratiom can be used to evaluate Vi, -g ani Vi, g,
A polu-zero plot for Mt-l is shown below in Fig. 3j, together with the

integration comtour to be used in evaluating Ve,-§ -

o 4 pithmdw x
x
-0 j £ 4 + o0 AW
P + >R
’ b AY
[ \
\
\ /’
\
\\ /’
~ rd

Fig.33. Pole-Zero Plot

After applying the residus theorem and comdition (32), Vw,-s is found to be:
Y H H,SMe[_ ! !
._‘- [ ] —— — + LY
Yu-s= 3¢ 2 JerHIL e T AT, ﬂ (W)
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Iz a like manrer, v@“-‘s i1s found to be

-V H M,

P I
\6"116 - 2 61 [" 2 -’mt +“/{+71H;1:T:] (~5)

. - i - i
Ir. obtaining (4k) and ‘43 | 1+ wm; ass.oed that > and >
o€ 6 T, b 7’T=u.

This will alwvays be true proviiing st least ne ¢ *ne -igmals L5 rear or
atove satumtioe thils (s the >nly interesting case . far i, {ntermxiulati .

{; concermed’' and proviiing -omdition 100 {: satisfie:.

The amplitule .f the intermoaduiatior products will row be compared t  the
iiniter output for the single signai case. The single signal ‘ase auas Leen
treated in Appendix IX. In the ]:rolcnt notation, output vo.'age with a
single sigoal applied at&/); 4]] be
v, = JITTH.Mef (46
' i;lf'/il—l;zT. iz
Finally, by squaring (4k), (L5), amd (4¢), the ratio of intermodulation power

to sigoal output power is fournd to te

P
Pw-j PE (1 + | | ‘ 2
s j!(—"&‘ ’*ﬁ T B (v7)
+
' B

= - +
E"l'g.o 48;0(61—2)‘ : 2 ’*P‘

Prar

Pu.+‘2 - _1 | . }Z
Blres 2 R YR o

The assusptions used in dertiving (47) and (48) are sumgarized below.

PR 6T, T2T; |
Faat

P+ P,
Prat >



Zoumtion (w15 plotted (o Fig. ls as & function of &

A solutiuo of eguations - and 1 will o be Lbainel! for the -age
where

HI \)>Hl (49)
If equation (31 Ls writte: oSut Jor rel an: T - 13 Zubstit. ted ir tle

rignt-nani sile, ihe follwing equation rv - lltse

(JS*#')M - 7H‘[7 HMzot7H:aMa mﬂ_,_ljlfiz,'\,‘;‘g.
AT 2J A+ /T2 25+ 0w -3 T2

_THJYHMaYHMao  yH, My, m 7H, My, ]

< EPY (50}

2)| §+ow-u/T, —& tdw «J. T
If the fifth-crder cm)mnt,Mgz, {s {gnorel anl (€ all terme patimti-
in H, are i1spose! f, an expressior relating M 2. nud ’\733 ‘aL ne
obtalined.

2 R _ 2
72 H,Hy(2 6+ 0w -4 (8- 5 IMao
M, (51)

2 (U Jpwrt 6402w+ 6 )6+ a0 -4.)
= yfls S TH

It bas been assumed that T, & Tl . The quantity,fl, ts complex and

2 2,1
by convention will be taken as that rout of (S‘t) -Y H, vhich has a
positive imaginary part. Thie choice is arbitrary, sirnce all expressions

involving f) will be unchanged if f1 !s replaced by -f).

An expressiorn for M.can be readily obtained by setting H,=0 in 35),
since the assumptions which led to (35) are not in contradictinn to

cordition (49). Written in factored forn, Mz 13

_ (60 5N 6wr6 w) M,
(Bwt & -#;—1 )(Awfs +_=’ﬁ‘)

o

T



The third order rtemadw’atli.r . -Tporents, Ml-' auad .V»" are, acciording
ta 3,

M - 7H-Ml‘l+7HzM!-l
t-y — . ’
““6 *’M —J/T‘—l

M - 7H4M21*7Hzl\ig_‘_
2 - g AW -4,

e DY H,,aniu Senerally te much large:s than M., and can e
written approximatel;y as

7Hz I\AZ"
2§~ow -i./T, \58)

Me,

Combining {51, (53), and (54,

Y HYE- R ) aws+k) My \
Mtf m6+nﬁw+6—ﬂxw46*‘xw+8+%‘) (55

Contour integration can agafn be used to calculate the limiter inter-

modulation voltage. The result is ZJ
__ TBVHHI (65 Mo
V36 ™" 20 (6% KAV TV

If this voltage is compared vith the small signal output voltage at L/,

(50)

when H,:O {see expression (50)), the mtio of intermodulation output
pover to signal output power (wvith no large, interfering sigmal at , ) is

found to be

Pw.ozg _ Pzz(sl‘rzl*‘q) (57)
Bolro 4 Pae XTI [(+5)

0'= J(6T-i)- B (5%)
Equation (57) is plotted in Fig. 15 as a function of & . The only assumptions
ioherent 1n (57) are PV P, amt T =T, .

where

kit



V. =iB [ Megpodd® (59)

-
tw)

[
ot
-

F— = . 3 tver e P
. iz tun, is spproximately gzlven by (see equation

“he cercoth crder component, Mgg - f‘ﬁ;g is a zeroth order cxwmponent since

1n .8 nou-zero and equad Lo J¥ig in the atsonce of H, and Hz . It will

convenient $0 break the integral (39) into two parts, one part equal to

the unsuppressed ocutpul voltage and the other part equal to the decrease in

srall sigral voltage dus %o the presence of a large signal at W, ,
‘%-*5&2

7H Mo 'rH(Mza Mo) i oo
_.Jﬁ ;ﬁw-ﬁ-’/‘?}ﬁ‘w {—\}/3 YAV s
= Gt ~ Wt

-
th
b

T

qustion {61) 4s mot entirely rigorous since voth lntegrands should contain
an even dfstribution function ,3 {cs )}, to account for reactance compensation.
This distribulion function has the effect of making the imaginary part of
the first term zero over the usable limiter bandwidth. Retaining the resl

mart of the £4irst term and substituting for M_.,afrc:: (53), (51) becomes

—(atll), Y,
v - ’ﬁﬂ%ﬁ(w D docy +IAT HH 3(‘““’@)&0&) = (é2)
3;;, iz Al 475 -f-g M‘ ws- ‘%*ﬂ,;ﬁ..; 2
- wg"’i"; | b wao




The .ifstribtutlon function is slowly varying compared t. the factor (0" ‘+;- )~|
an! hence can te taxer »utsile zae fir.t integral anc replacel bty its value
at dw0. 12 )8IK(lp-Wy , tie same %ning :an be lore with the sec
ic=egral. Both integrands fall 7 rapiily .o cxpart. on o 4- iotne
1i~:%s f integration can be extendel t. g @@ . #hen tne o lntegrals are

evaluate !, VM {s found to De

T
Vo = -TTMeAYH.u)f) - L T ]

o, L \ (h3)
— * —_ S
(Tt 75798
As before, sutput power will te normalized to the value 7 :?m wie ,qfo

B P, 2
"Z'Iﬁzo: i' | P"‘J"T{.‘u i‘“V}HEg —J'\;',T,) (o4)

Fquation {,4) 1s plotted in Fig. 16 as & functiorn of s .
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APPRRENDIX V
COHERENT INTEHFERENCE SUPFRESSION

In order to deternine the effectiveness _I the Frequency Seleciive Limiter as
an interference suppress.on levicte, the xnean sjuAre errur between actual sigopal
voltage and limiter output voltage will te calculated. Because the exact
pature >f the ipput sigAal is LiKnown, tne mear squAre errur must be computed
statistically by considering the ernsemtle _f a’ll nuss.bl~ _oput elgnals

and averaging the mear squAre error over this ensemtle. The t*b seuber f

this input ensemble will be denoted Zg?t/\'Zf;(t) where U;(t) 1s the
instantaneous signal voltage and Zj}’i,t) is the ;ustantaneous !nterference
voltage. When the engemble of input voltages is mppiied to an ensemble uf
identical limiters, & corresponding ensexble cf output voitages, &f,if,) will

result. The mean square error {s defiped as

: { 2
& = Lim ﬂ"z‘ I{?fsl(f—)‘yo‘(tﬂ (n5)
NPoo
1=Q
To save space, the ensemble aversge operation will be dencted by & bar above

the averaged quantity, thus

¢ = Toio -wel

To be & meaningful measure of signal degredation, & should be zerc when

there is no interference present and no sigral distortion. This can only
be 50 if the quastity 2 (%) is scaled up from the sctual limiter output
voltage by & factor equal to the small signal voltage loss ‘v the limiter.

This convention will be adhered to in the following.



The output voltage, U,’(t) , W1ll contain both sigpal and interference as well
&8s a wriety of inotermodulation products. [t bhas been 3bown in Section S
that the interacticn of ~ignal and irL'erference (o the liziter resuits sainly
in the suppression -f certais portions of the signal spectrum and that
intermodulation products can be neglected. The action of the limiter can

be described in this case by a trensfer function, Hw) , which deperds

upon the input power spectiral Jdensity. Acccrding to the convoiution theorem,

the inpstantaneous output voltage can be expressed as
! _ -[__ /o 274 4 P2 _e+tY]! P / -
Uo(t)‘zr[/ RIS tﬂn(t)dt (67)
vhere h(t'/is the inverse Fourier tramsform of [H(W).

o0 wt'
h(t) :/H(w)e" dw (08)
= o0

Substituting (67) in (66} gives

€ = Y~ Yl Yookt + gl

1f the snsemble averagc is performed before integrating, £ vill appeer as

E= YT £ [yegiee) e e-e)h(e)de’

- 6O

+ ?

The quatity 1t) Y5 (¢t-¢") is the sutocorrelation function of the

desird signal. It is independeat of £ and will be an even fumction of

t'. The quantity 14’(4) l&l(t—t') is the cross-correlstion between sigoal



and interference and will be zero since signal and interference are uncorrelss

od. Using definition (3}, £ =my now be vritter as

£ = Ul -/ G gt ) e tocode IR
= U ,r/y,( &y 7”“”"’ cwdt  + Y, (t)

< oa = 0

Reversing the order of integrationm,

e t ,
&= Yy') —ﬁw}[{—,’/zf,’(t}yj{t-t'}é’wdt]{jw A

oo -

According to the Wiener-Khintchine relaticorn, the juantity irn sjuars trackets

is proportional to the sigpmal power spectral dems:ty, G’(w).

A W e
R'"GJ(‘”)-ZTT %”(ﬂa‘r”(t_t.)c.wtdt‘ (7(\
- o

‘Q‘h: Limiter Input Impedance

The quantity Z/J(d‘ is proportional to the total output power, and may be

vritten #s the sum of the sigral and interference output powvers.

=t
- o

Gy 1s tbe interference power spectral density &t the input. Using (70)
snd (71) and the fact that the lLmaginary part of H(w) {8 odd vhile G{a)in

real and even, squation (69) can be written in the form

£ = R.ﬁH(szG,(wHw + Rﬁw)l‘G,(w)dw (72)
(- 4

- .

The me@n square erxor, when divided by the quantity

Run /[ |HW) 1 dw,

oo
can be interpreted as an equivalent output interference/sigoal power ratio.

R’O /‘.ﬁ HMIIG’(MW + ' H(w)! 2(’r(wuw

e ————

P o
S0 /[H(w)lzdw

84
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The mean-square error whick corresponds to & given value of Ro/&’. is

the same as the error which would result if az amount of interference

pover, Pro (uncorrelated with tae s1gAl ), were linearly added to an otbher-
vise undistorted sigmal vith pover, P,o . The limiter output will te a

reasonAbly good reproduction cf the desired sigral for

Pocer,

kquation (73) will now be applied to the crse where the input interference
is coherent and the desired ipput signal is bdelow the limiter saturstiorn
level. Under these vonditions, the transfer function, H(w), will be

shaped under the influence of the interference power spectrum,

G fw) = 2},& Pb (o-wi) (70

]
so that H(Ww) is smll for frequencies in the vicinity of the wns . An a
first step in devermining H(W) , single frequency C¥ iaterference vill

be considered, that is,
G =7 R S (w-w,) + 5 P §(wen)

This signal vill produce saturstion of spins in the immediate vicinity of W,

and will result in & decresse in the sugceptibility seen by & second, tmall

sigoal..

As is shown in Appendix IV, the limiter output voltage due tw & small sigml

st the frequency (v, in the presence of a large sigal at &, is
2
7’"HzT§z

—_— (15)
= -6

Vi) =-T Mo 87H, 9| ~



Since HA is proportiomal tc the ioput signal volJage at w, , the vultage

transfer function of the limiter carn be writte: as

H(w‘)—A"w)[‘ - o
At A 751 Ty~ M

vhere A is a constant. The right-hand term of | 'u) represents the "h.'e’

burned in the limiter respcuse zurve by tne signal At W, . Tuls ‘hole’”
bas a nominal width of

A /
T, |+ y P,‘e radisas/sec.
If the interference signal bhas nor~ than one fregqueucy component, the
effect of additional holes can be sapproximited by adding terms to H(w) as

below.

Po /Pt
H(iw) = A9 [ = 5 R e TRl s)

This expression is sccurate so long as the "holes” do not overlap, that is

ja; - iy >+;11'¢1 (1)

must bold for all J and k (except J =k ). Because it has been assumed that

-

there is oo seall signal voltage 4rop tetween the input of the limiter snd
the point st vhich the cutput is measured, the quantity AJ(w)in expression

(T7) must ve replaced by unity before H(W)is inserted in (73).

Por W =y , the transfer function H/w) » o8 givez in (77),does not
give the corract valus of interference ovtput power. If eoadition (78)
bolds, output interfersnce power can be approximated by considering each of the
components of interfering power to be independently limited. Tim total inter-

ference output power is then



—

)

[ | Hwl Guwldw =
J l r L+ Fa/Psat
oo n
The first irtegral in (73) esn te avelusve! us:ng tne dethod ¢ residues.

First, tne :omplex functior,l (W} will tc lefire: as :>.1 ws:
Te= [ Pot Freas + Bu/Pran] X yro Beftiedli tRe/BaBT)
T4 (10 R B (T 1+ (10 R B s e
T(w) s equal to |l- H(w)‘lz a.ong toe redl axis Jf tae W/ pimare and nas poles

in the upper hal? plane at
w=A, = w.*:‘lr;[l +(iv P-/P:at)]

as well &5 poles ir the lower bhalf plane at

W =2V = wm“-_lr)_—]-[( +0+ Pk/Pgt)}

Applying the regfidue theorem,

s =@ 2m Y QO[]

Z oo 1
In the above expronion,QW) can be any functicno which is apmalytic in the
entire upper half ;lane, vhose real part avpruximates Q) on the real axis,
and vhich remains finite as |W| P o®., The residues of TW) at w:=A, can

bes evaluated approximately as

A P /Pias)”
[ o weAn |7 ijz(l-t-R-/gn)[H(l*R/P’*)ﬁJ ’

providing condition (73) is satisfied.
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Equatior (73) may now be written in firal form as

. 2
e _ o 1T Z.N,\ )(—‘M{J,/ann

P TR LT (LR/R) s Fuul?]
£ /B
Fi.v

vhere ? i{s the tota’l evaillatcie gigza. ~wer &% t.e j.7iter .-pu*.
$ : jo

P;-,,(’F;p will ve calculs®*ed for the a,del L.pnB ELD lrTeTlerence gleLrh

showr in Figure 1T . For this case,

P
- L .
Gt -7 ‘QL S(w-2TTRA,)
= (
+ f,_" %— & (W -2TT kFm)
k=

where N is th: number of components of irterference pover and F{ is wne
total interterence power. In coaputling Pm/Bo s N 1a equatiun (0.)
should be replaced by M , tne augber of in-bari components. “he poliy-

somial Q is simply

o

vhere 2778, is the sigoal bandwidth in .wadisne per second. From equatico

(81)

P,, :(ZT B.»)(l

It vill be assumed tiat 27T,B, =3x107 and tmat

|+R/~P;a (33)

Ps - _Pas
218, Th 10
88



This iatter conditlion states that tl.e signal pover avallable in one line-

width is 10 db berow the saturatioc ievel. Figure 13 shows the dependence

. e
of P:-/??:a upon iaput icterference;sigoAl retic. »‘pza, s .8 a&lsc p.cotred 1cr the

case where po limiter is used. For tiis caae,

Pro _ Fx
Psa P’ .



APPENDIX VI TRAKSIANT RESPOKS:

Tue objlect of the Zfollowing analysis is c ciiain tm tize response of
the amgnetization of a system of spins, immersed ir an (nbomogenecus
d.c. msgpetic fleld, t. trarnsients :n the rZ magneti: r.eld spplied to
the spins. The aost suitable approsch to tae protlex is tC :-lnsider
that the spin system over & samall volume f-l.ovs the phnenomenAicgl:zi
equations of Bloch. The nosumiformity irn tne d.c. field wil. be
included after ar expression for tne fregquency respurse of .pe spin has

been attained.

First, assums that each spin vieved from a reference frame (- the iab

follows the following set of (Bloch's) assumptions

A
FcYMXH

L
X

. . Ivo'__f_""

(8k)

LY
=
A&

L W
3n~

- My
7L

magnetization vector

2 ® component of magnetization

trensverse relaxation time

‘\1 " .2 x ]

z longitudisal relaxation time



.H e * spontanecus mgnetizatioon
(7 o

v . H‘ ”

IT = amgretic fleld

Using & primed set Of quactities for those seen from & freme rotating
sround 2 at & (#33') wve mave the following transforssiion between

the fixed and rutating frames cf reference.

N MY r xS
ic’ ,
, _. - (¢9)
a Y7 x ¥ x>
( v J
vhere the magnetizstion transformations are
/‘1,' = M, cmt ot My dim it
HJ = HJ"“““’" *'1\7"“‘““’,t 5e)
H. = H.'

If we consider the case cf both & d.c. field //,i“ and & time

varying field io the fixed frame A, X _ the spius see an effective

)
field ”m of the form

Pt = K& + 4,3 (87)

Substitutiag all components of (B into () we have

JF” y - Y, / Ne a’ _ My A _ M, .,
Te = YMixty - T8 CT0 T F @

9”1



$
- Am ’
n ° M, e
! 4’
aw T T [ My = [ O 9)
i
M
] . — 1
\ © “e 2/ \ M \'7'-“

where ﬁgzw‘-q and ..,4‘: v}y‘_’ . The solutious to (89) give the stoady
stats magnetization compopents and any transient solution must appraach

H

these values as time increases.

The steady-state components of ragnetization are
2
awew,, M, T~

My 1+ 203 T Ty + (T, aw)
M" = ol nd T
J I+~ WS 1T .,.(7-‘“)‘- (91)
8
L1+ (awn) I0Te (92)

H"a. M‘g 7 -~ “‘;1_'1_; ’-(7_‘ ‘w)

Bloch's equatione wcome questiorable in low If. or high H,.; flelds.
]
H, == —;—7-:' or

1l
In these cases one can use Bloch's equations, but should use T, = Tq= 77

e [ ]
,‘;;'; 3 S
Consider an rf magnetic field of the form

Hoyte) = Hpp <o ot Uce) (93)

vhere (A(¢) 1s & unit step such that

( o ¢ KO
£ 1. . -

Uie) = \ (5%)
L / € 20

1. Caapter IXI p. 53 or Chapter 12 Abraganm
”



This transient in A ¢, could altermitely be expressed as

.r M cod U,(”t

#,, (¢) = (v5)
where  wire) = @, Ucey

Yor tanis special cmse of & unit step input fn Aur; we are atle to
use the usually impossible appromch of solving tne .nnomcgeneous differ-
ential equatiois of Blcch by using laplace Transforms For simpiicity,

let the following identificatiocos nnld:

o [”x'(ﬂ) } = My

oL {ﬂa'm } = Myl ()
L{ wl = ma

W, (e) = as, Uce,

{4/”‘ V/".

The reason that the system of equations is solvable by s Laplace Truns-
form approach for the particular case of & unit step .,» H" is int:resting

to note. With the above notatiomal identificstion, Equatioc (88) becomes



x 7.
M ! = —dw M . —~ Mﬂ -
| £ 7 Wy M,
/‘1‘. = @, NJ’ Mo - M.
7,
qotice that .4,'-% represents the iispiacerent of tne g g onhent

netization from the {nitiel macnetizati:n ﬂ. o I8 we Qe V = ﬂl

{¥7) becomes

N,' (Q) - - ~ 4w J

~

M.
M:‘(t) - -AGU”,' — _4;.;_: - "V - w,
. 4
V{f‘) = ""Af MJ' - 7:-

Taking the laplace transform wve have

—_ o IT2)
Slﬂ;q - "é:“ f‘d‘-U/J"I(‘,

~ J
S Myrs -
'y J = Qv Mmcsy — Qg::_) - &y Ve,
S Matsd X e myas vy
T‘

4

(37}

Sora, -

. -MO

()

M,

(99)
- “’;ﬁ M,
3



r in matria notation

I
-; -5 a o
b ﬁ"a‘ / o
/
—-—a w _'F -3 -, o~ - [ w,y M, (100}
Y &N fo— —
J I
O A / /
w, r, ‘5/ v © )

The -olutions will be the response Jf the spin system ‘mo spread in magneti:

e

Tiel!. L. a unit step of rf mgtat.. JL071 At W, . Vile At the values
°f 5 are the 2igenvalues > the steady-state matrix (that (s, to the

sorresponding matrix in the .teady-state solution’. These values 5f §
are the characteristic frequencies of the system. The simiiar eigenval.e
problem results by solving (88 vhere the form in the rotating syster is

8 .+ s

£ :BA+C (as matrices). The solution is of the forx @
is diagonal in the system chosen. If 8 1is in a diagcnal represertatior,
the diagoml elements are the eigenvalues and the relation tc (10§)1is

apparent.

The complete transform solution to (180)is then

awv M, (s*£)a,,
a) = (101)

sy

mos) = wes (4 :él_)(‘ *h) Mo (x02)
st




Vors) = < j 193)

k3 . L] y)
o= = Gorslsrd) —w 6 f)-00GrE) o

_g = —(S +4,)[(.’ff4¢} +q;'] (105)

vhere @, 1s not necessarily real.
The magretization corponents will have the following partial fraction

expansions
A, Bipad v S, Dy o

s +a, (s#a.)" + a, s

~~
| d
oy

»

The inverse transforms for a homogencous ¢c fleld have couponents of the

forn
-a,t -a,C -q.t .
A e +8,€ wosal v SLe temqT * D Ue) (107)

qde

wvhers the first three tems are the transient response and the last tcrm

is the stesdy state response all aeen in the rolating frame.

For eisplicity let us asgsume roa=re=

~lstd Y My w
ﬂ’sll) = ?} °lf (108)
Ky ! - h 4-(4«1)1'
[(-‘ t3) rhe
e 1’V H. U,.f
Mmyes) = (209)
J[(‘,. 4yt rw,) #(au)']
LS
- wye M
Vs i (110)

JES*‘.‘)\“‘» fu,; + (40)']
94




To account for the upread in dc peagpetic fiell across the spin syster we
must sum the contredetions of all spins to the frequency response. Consiler
& configuration such that we have a unifora magnetic fleld gradient and a
uniform number of spins per unit volume such that the spontaneous :agneti-
zaticn is ﬂ.. As a result of the aon-uniform magnetic field we then aave

a spread in the poles indicated by (@), (a¥) and $20).

Considering only the y component of magnetization, the steady state and

transient responses can bde separated by a partial fraction expansion as
in {111).

—

_!i“/!o g , ; - sﬁ; Ms wop
#’ ey *(ow)’ LJ ("ﬂ vy o) G WY

m,(i’ =

The !/s term represents the steady-state magnetization as seen in the

rotating cocrdinate system. The pales of the remaining transient terms

are at St a -é.tJIU,.;v-MW , and the position depends upon the dc

magnatic field. If we assume that the magnetic field hac a constsnt gradie::

and that the spin density in each internal of magnetic ficld is cocnstant,
we have a set of poles along the lines indicated dbelow.

. wa.

lbw
. S- plane

4
ol o

(:11)



1wt forotoe spreac in i magnetic flel ver the Ipln .yster, we

Lt rate al.ieg the linc. L€ poles saown oin Jig. WG onnus
m Y./ f d / 3-40 :
yeas > T F 'U"/J. R B ~im0 )
A J .
P Yorin 400 rg,0) ]

s
0 DdD
» NP } —_— (1,

1 ~
e D JoX rae

%lw‘
Myess = Mocrs [“"D _ h(3-50) + (D5
ot o (00 h)s
R Qe TRy

-y

2 ($40)+r(P'r3)

>
y(o'r4a) (srh 0 8y ’»u

— | 4> (u3)

but &t @,z , D = J:’;*(u‘_b)‘ﬁ = D.

similarly at v.oaw,

J Da fw,)-f (U‘_J" - D‘



Tnun

M P
- o W,g "D.
Myt = ; /[ ] 40+ /‘Y..u.,/ [ ] 4o (11%)
(N

“wee

T Cirst term in (113) has ar inverse trans”oem wiich Correspands o A unit

~ter o in ragnetizatior at Tao and is taus Just - - steady state

o,
ln.cn\y itare MJ’I = I - Hou,.‘[ . oD

> T—
D‘Vo\-.,,; (D'»4.)
Jefine
f o D <-»,
= =0, < D & -0q
-t ~Dq £ b -y,
“Me D wer
- 2
Geoy = ‘{ , “ag O ¢ D
0. ¢ D‘D‘
(o)
D, <D
-

Then we can writs the trunsient portion of (RMW) as

o) = Lémﬂu £(5 ) #4' -4
lJ(lF£‘JD)J:gT:. (ot‘,i‘)

but tap-' vhere w‘h the parumeter for the frequency spectrum of the
resulting response; thus (L16) becomes

.\'“‘" (O‘#}) - *3

e Mu../’a., $(40) ro'e 4 )

(11¢%)

(116)

(117)



But (I17) 1: actumlly the onvolutiun Uf e trassf rz, e nown a1 (1)
ant one shnwm as (119). fﬂ’(;.,’) = ’C(D) * PC0)

L/
o<t

—

[r~v 47

= 'Fé"v"")) (217

s 6y F($40) roteh

—_— 2
I s - / (0)

Vorw,r (0%*5.)

The inverse transform of the transient portior te. rec

Pl

4 ; m"
L +J
MJ(U! = ..7,/ I{o)‘lo(o)e - )
ros Za
L ) gt
® 22 f(q.-o) Pd) e ofa’'dD (il
o A

= 3 Loy Piey (1c3)

The transient solution is the prodict of the inverse trausforms ¢ Fe o)

and f(»u shown 1in (123).

From (118),
fco) = Lenn (124)
y(o~3)
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Thus taxing the ‘nversce Tourler tian=7-r wve e

~, - ——-—H. htcd o P B *

’ 0.‘) - b (125)
This {llustrates that the <rarn:ien® magrnetizatl,r response I t.e 5pin
syster: t~ a step in rf energy has an exponential lecay at ‘7/ . The irverse

transforn of (119) 15

- 4 D / -0
Feey = ;’L Geo) ($ 4 £) =0 e <)
Vo? -w,, (Olf’.. VD e,
o ‘(0 ﬂt" r-—o,-..‘ot . .'/_uqot7JD(l")o)
/ J 'o\u (0"§ m:,,‘ 4

Thus using the definition of 6(0) wve have

o
- & 0 'R 5
Pre) = %j {1“"‘"‘ fOm20¥ | san 22 }JD
9, -

e (00 £.) Vb-wy

.._./ ,.«ot * 4 Dava st YT n
(o". # ) |f'-—‘——"y ‘ (M)

The only assumption up to equation (27) was that o was g < W</,

Assume that Wy, DD 'A, then (I27) becames
3 O  TOURpS
Peey = - / ( Lm0t ~ ~e b Jd
e D
g ot “-."‘ )
£ (" 4mot L 0.4-. ot
4 A~ oD (13
oy Vor-ut > . Voc e h)

P § -a-.ot JD — f (#.4-0;‘ !
y 4 Jp\_w"s O 701 ~e,t g ) «lp

by
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Assume  Oa DD W, , then the terms f (128)bec e
f_J
Y ~adt - L[z 77

Dl ™
s, >

A

Vet

/ A= n g _Lf Y, « 0t
> oe¢

1
r ?—-
jb‘ b\wy Dye

and

ani

= L] e
S m3 | == [« Ol _ ert bt
7 7&{ Y —;f—ied
«o¢) 2 0e Qe
- X/ ;_‘“06 dand 6 s &
o¢ d¢ O)J
Dd‘

=¥ ) —~—— - i
L(oe)™ 2 (oer 10,6
— s s : 4:..0
O T ° fp _'-Aev 40.‘)
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Usity;

rj(w.fc) F/ﬁ-‘%‘

ur

% e t
/ Jwnty = '51‘”_:_‘:.‘_}4,.” Lt olx
. = e
~ o

- - 2 e _ / }Jx
r/{x LSRN e
“

but

thus




If we asswue e LLo1%s on the First tercs 1o Ll LRI te catonlel * D =eo

without cnarging *ne vilue, we et Ior 10

Py = - o
(l‘) J;(“_"-é) -l--—-) 4‘40* Joe > ,; "'_f_."flt.fpt‘
ot
D‘t <
¢ ¢ *
*5’1-/'/-/&.# Hdt 2 [Toais bt — 2 —E
‘j. e J ?‘J o (ot) —A:‘:)——:/:}l
(1&9)
e ¢
= —-] ‘ L / .t ol € . _!
o (ko) + r‘[”I(mf) e 7‘/;7:&,\‘)-/&‘ T L
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The stead-state term can be further simplified by using D >2 "7"»
vhick isc true for Wiy P4 * or the situation corresponiing t.

saturation of the spin systenm.
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The transient terms far outweight the steady-state terms.

In & similar manner we can find M;(U . From equation (k) we get
Mo Me @rp (5 + 1'
my(s) = J— (132)
* (@i eow’s ) (’sa#.)+a+,+ow }

or ignoring the steady state portion we have

-JD 4£+.0
m(s) M@fﬁi— 4__1.112___] (133)
itrensiens p*s sy¥ +iD  5+¥-JD

: -
D= r(an)’
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After acc unting for tue spreal {r iz Zield <= have

m,(g = MoCUr{g_.:J_?__—_ %= +JD ng
D'+ ¥ 2J(5¢1-+.)Dl 2J(S*‘L‘JD)
_ /MOCUH g £ D _ _:TL'—___T'__J_E 4D
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defining D“
-1 Da< DDy

GED) = +1 -D,<O<Da

O elsewhere

“vooNf D
m,cs)l = Folhs G (0)(F +0) ydD
tramment PACE D Gl )

again identifying
J6( D_ﬁ T +D)
P(D) = 'D + T-

we carn write

Mo,
/ — ________,,,—-——-—v—"
/(D)- ZJ('D*':-)

Equation (133) is again the coavolution of £36) and (13¢). Following {123)
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Fle) = - MeBe 4
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’ ‘JD J

P(e) = Elﬁ: JGD(s)(T ) dD

e
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1“
Da
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Using the same approximations as ocefore we can neglect r(e; as coapared

to the Mjfm tr (129).

Consequently, the transverse and longitudinal magnetization components

in the rotating coordinate system can be approximated as

L3
¢t A, A A/ H. Wy -
M, x + M:, y =9 ——Z—-' € J, (weat) (1¥%)

for the response to & unit step ic CW.

Had other than a uniform spin distribution per unit Lamor frequency inter-
val been assumed, the G(#) indicated in (116) and G (8) tn (135), waich
are proportiocal to the distribution functions, would be modified. If

the distritution wers symmstrical and if the seme ff,.; vas seen by each

spin, the resultart ﬂ, would still bs negligible compmred to HJ .
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APPENDIX VIl - CHARACTERISTICS OF ABSORBING SAMPLE

The behavior of a syatem of protons immerved In & d. ¢. magnetic fleld han
been studied extensively (References i, @ 3 and 5). It ¢cap be shown that th
steady -state magnetic suaceg .bility, X 1+ of such & wvstem ham real and
LisAginary parts given by

tota

2 2.2
, T2 '\o YN @ (o, - w)
Xw) g T

8kT[l~T2 (W-w ) - 147 H, rlrz

T, N Y‘hzu
xu(”) ) . « O s
2 2 .2 2
RVT rxoTz (W - @) - 1/4Y"H, Tqu
L

where X, X' - X"

~ 2wi, 1 applied frequency
o - s o’ 'o - resonant frequency of proton system
N, - number of protons/cc
y = gyromagnetic ratio (2.675 x 104 rad/sec/gauss for protons)
T 1 spin-lattice relaxation time in seconds
T, iransverse relaxation time in secends
H, - rf magnetic field strength
k =  Boltzmann's constant
T = sbsolute tempersture in K

Equations 139 and 140 are written in cetimeter-gram-second units. These units
will be used throughout except that the results of some numerical calculations will
be presented in meter-kilogram-second units for ease of interpretation.

The above equations are apg!icable to systems of weakly interacting magnetic

dipoles immersed in uniform d.c. magnetic fields. The dependence of X' and X"
on applied frequency is shown In Figure 35 for weak rf magnetic fields.
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FIGURE 35. SUSCEPTIBILITY OF SYSTEM OF PROTORS IN UNIPOPM
MAGNETIC FIELD VS FREQUENCY



“

X" has the Lorentzian line shape common to many resonant systems and i a
mecasure of power disaipated in the spin aystem. X' is a measure of the energy
storage capability of the spin system (i.e., it is the lossless part of Xioral)-
The Aslf maximum width of X* i82/T3 rad/sec where T I8 referred to as the
transverse relaxation time. To Is dependent on the amount of intersction be -
tween neighboring dipoles of the system: in viscous liquids this interaction is
large and may caune T?. to be as short as i0~3 second: i~ nonviscous liquids,

T2 mav be as loag as 100 seconds.

Maximum absorption occurs when & time-varying magnetic field, ll‘. is applied
perpendicular to the d.c. magoetic field: this orientation has been assumed in
the derivation of Equations 139 und 140. The saturation effect will

occur as the quantity 1/4 )'2 H, 'r,'rz becomes appreciable com-

pared to unity. An important parameter in determining saturation level is T,
the spin-iattice relaxation time. Tl can be thought of as the time required for
the spin system to come intc thermal equilibrium with the "tattice” of molwcules
muking up the absoriing substance. In norviscous liquids, T, will he approxi-
mately equal to T,,. while in viscous liquids T} mav he much longer than T).
When le exceeds the saturation level, two effects are noted: First, the magm-
tudes of X' and X" decreasc owing to the decreased effectiveness of the resonance
ahsorption; second; a broadening of the resonance line occurs. This latter
phenomena is termed “sat:ration broadening.” Equations 139 and 140 show that
the broadened linewidth is

¥
2 2
"F; 1 1/"21', Ty H, rad/sec

Equations 139 and 140 arc valid only for the casc of a completely homogencous
d.c. magnetic ficld. Thet is, it is assumed that every proton has the same reson-
ant frequency. The frequency scleciive limiter v +2 27 inhomogeneous magnetic
field, however, so that new formulas for the magnetic susceptibility must be
found. Following the method of Bloembergen (Reference 5) and Portis (Refer-
ence 9), the tolal susceptibility in an inhomogencous field may be found by sumn-
ming the contributions of protons having a distribution of resonant frequencies.
If g(f,) df, is the number of spins per unit voiume with resonant frequency be-
tween [ and {, + df,,, then thic real and imaginary parts of susceptibility will
be given by

-

aT, 1 Y0 e R(T,) (1 -0 df,
X@= T

(141)
2 2 2.2
o 1 "’(2'1.2) (‘o‘n + 1/4 4 “l Tsz
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2.2 -
TN ¥ %
20 ¢ / g i) di, (142)

X"w T HT 2 2 2 2
1 @oT,) 6 -0+ 1/aY H T T,

0

The above integrations are equivalent to an averaging of the susceptibility over
the sample volume. The result must be interpreted not as the actual velue of
susceptibility at every peint within thh sample, but rather as an cffective or
average susceptibility.

Integrals 141 and 142 can be cvaluated exactly If g(f,) is assumed to be a stmple-
rectangular function such that

g{,) o ll > 'o > (2
No No (143)
e ——2 o 2
g -1 5 (<t <f,

where g (fn) is normalized so that
[

‘[g(fo) df_ =N (144)

In all that follows, it will be assumed that f,>(,. The quantity B = f, "1 will
be referred to as the bandwidth of the limiter, to be distinguished from the
quantity 2/Ty, the nuclear resonaxce linewidth (in radians/sec).

For rectangular g (f ), Equations 141 and 142 become:

Ny 2u% 1 {2 u;""rl'r2 v @oT,)’ «2-:)2
T TR ) 2 (143)
1 L HUT T, ety -1y
2.2
o - Noy b o -1
zz 2
&TB fi + L ufr T, (46

20T,B

2»T,)? f
Vl*-’;ﬂf‘l"l"* 2;“1.‘)(2-0
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Figure 36 shuws the shape and relative magnitude of X’ and X" {cr the case

T, T, - -2-‘;"-3-. (l.e.. for a case where the linewldth s one hundredi’: of the
bandwidth). X' and X" have the same order of magnitude, but X' cuts off muct

more slowly outside the bandpass region. X’ and X" have widely different satur-
aticn levels. As can be seen from Equation 146, X" will begin te saturate when

2 2
S | 147
';_ "l TlT2 (147)
Eqguation A-7 shows that X' saturates when

2
YY" .,2 2.2
<+ H T,T,— 1+ 28T,)"B (148)

Using the value 2:1‘28 -10%asa typical case, the rf magnetic field required to
saturate X' {s 100 times greater than that needed to saturate X', A more detailed
studv would also show that the saturstion of X' corresponds to saturation of the
entire sample rather than saturation of a small localized voiume. This effect

can be explained schematicelly as in Figure A-3, which shows the superimposed
contributions to X°,. Figure A -4 shows in a similar fashion how X" is produced.
Because of the loag "teils” in Figure 37, significant contributions from protons
will be made to X ' at any frequency over the entire sample volume; consequently,
it is neceasary to saturate the cntire sample in order to saturate X'. X', on the
other hand, saturates selectively, Owing to the sharp cutof{ of individual particle
absorptions, significant contributions wili be made to X" only by protons having
resonant ‘requencies close to the applicd frequency. Thus, it is only necessary
to saturate a small fraction of the total sample volume to saturate X”. This
frequency selective action is essentisl to the cperation of the limiter,
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PIGURE 3. SUSCEPTIBILITY VS FREQUENCY FOR INHOMOGENEOUS BROADENING
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FIGURE 38. CONTRIBUTIONS OF INDIVIDUAL PROTONS TO X''
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APPENDIX VIIl - COUPLING TO SAMPLE

Magnetic coupling ! : :he absorbing esample 18 accomplished using an rf coil, as
shown .a Figure 59. This cotl 1s the source of the rf magnetic field. H;. and
80 18 oriented with its axis perpendicular to the d c. magnetic field, H,, to
obtain maximum abhsorpiion To further enhance abscrption, the cotl is serics-
tuned by means of capacitor, C. The presence of the absorbing sample within
this coil will change its inductance from some value. L. to & new value given

by
L Lollb-lnf(X'-]X")] (1491

The quantity in square brackets is the effective relative permeability of the
abscrbing sample. The dimensioniess parameter § is included to account for
nonperpendicuiar elyggnment of H). and incomplete 'illing of the coil with absorb-
ing material. § us referred to as the fill factor anc will range from a value of
unity for a complelely filled coil with Hju Hy tc & value of zero for an empty
coll.

Coupling effsctivensss can be decuced by finding the change. Z,. in coil imped-
ance (o be expected when the absorbing sample ir introduced. With no magnetic
resohance sheorption. the total impedance will be:

1
zo.—’.[,ooltofro—c
where R, is the series resistance of the coil due to copper losses. The frac-
tional impedance change is
j..l.oll vim E(X -’x")J-)uLo

1
J@ Lo+ Ry ¢ joc

Zy

z, wloix"+)x)
Z, 1
o )Ul'o’“o’,.,__é

The reason for tuning the sbeorbing coil is now evident. If C is chosen so
that & = 1//TC. the demominator will atain its emallest magnitude and Z4/Z,
will be maximised.

Yor this tuned case, Z, = Ry and

Xogy) _ SrwlolX'm

. 4w x’
R, R, €Q, X' ) (150

13



FIGURE 39. MAGKNETIC COUPLING TO ABRSORBING SAMPLE
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Rajgn ‘7o LofX 't
Ro R,
where Zg Ry + }Xq. The real part of Z, is proportions! to X' and is selectively

saturable. as 18 X'~ The imaginary part of Zg. like X'. 18 not selectively
saturable.

40f QX () (s

To couple effectively to the absorbing sample. the parameter & Lo/R,, should be
iarge. This quantity is the unfilled Q of L, and will hereafter be denoted Q,,.
The magnitude of Rg/Rg, will now be calculated using the {nilowing tvpical valuea
in Equation 151

§ =12

Q 00

f - 30 Mc

B 3kc centered st 30 Mc
T - 293X

Y T1T; << 1 (below saturation)
N, = 6.5 (m”) protons/cc (for & typical hydrocarbon liquid)

Re . 9.5 (1079

Ro

This small fractional impedance change shows that coupling to the spin system
ie rather weak. This weak coupling ie a central problem in limiter development
since, 33 will be showa in the next section, wesk coupling leads to high insertion
loss. Withow changing material, the moet effective way to improve this coupling
appears to be by cooling the absorbing sampic. As can be seen from Equations
145 and 146, a reduction in temperature, T. by a certain factor will cause an
increase in both X' and X" by the same factor; hence, an increase in Z4/R,,
Cooling to liquid nitrogen tempersture, for example, would increase Z4/Rg by

a factor of 3.8. The major difficulty in operating at these temperatures lies

in finding an absorbing substance with sufficiently long T2. Since long trans-
verse relaxation times are found only in liguids. the absorbing material must
have an extremely low freezing point. Propane offers promise ss an absorber
ot low temperatures with s freezing point of 86°K. This freezing point might

be lowered atill further by the addition of & dissimilar organic substance.

A significant improvement in coupling can be realized with a special cooling
method known as slectron pumping or dynamic polarization (References | and 7).
This method (discuseed later) uses an sbeorbing sample exhibiting both proton
and electron spin resonance (liquid ammoaia with dissolved sodium, for
example). If the slectron spin system is satureied wsing a microwave source,
it is found that the sffective tempersture of the proton spin system may be

117



greatly reduced. increasing Z4/R, by a factor ss great as 480. Such an improve-
ment would substantially reduce limiter insertion loes For this reason, it ia
proposed that a study of the electron-pumped limiter be undertaken as part of

the first-year program

18
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APPENDIX [X — LIMITING CHARACTERISTICS

The frequency-selective limiter circuit is basically an rf bridge, one arm of
which contains an sbhsorbing substance. To ensure symmetry, the opposing
bridge arm is constructed sdentically, even to the point of containing a sub-
stance identical to that of the absorbing arm. The only difference is that this
dummy arm is not immersed in 8 d.c. magnetic field. A typical limiter circuit
is showr n Figure 40.

in analyzing the limiter circuit. as few restrictions as possible will be imposed
or the exact circuit configuration used. In a later section. the analysis will be
restricted to specific circuits. and numerical resuits will be obtained.

Figure 41 depicts a general bridge circuit with a generator of internal imped-
ance. Rg. comnected to the input port. and with a load resistance. R| . connected
to the output port. Such a two-port circuit will possess a voltage transfer
function. A(w. Z,). that is a rational function of both frequency. w. and the
imbalance impedance, Z,. introduced in one arm.

Alw. 2y - T (152)

Expanding Afw. Zy in s power series in Z, about the point Z,, - o yields-

2
} A 1 9A),2
Aw. 2y “Aw. o ¢ o7 Fut 2 9z 2|

u:O 2“30

The first term in this series is ideniically zero. This follows from the defini-
tion of Zy. If the imbalance impedance is zero, the bridge must be balanced;
hence Afw. o) =o. If Z, is sufficiently small, A{w. Zy) can be approximated
sccurately by the second term in the above series, {from which the overall
insertion loss can be calculated as follows:

L- Availsble Generator Power
Power Dissipated in R,

v_2/4R
) |v‘ Ak, z..)i Z/R.,
R,
. ,
w2 Tt

Zy=o

ns



PIGURE A0. TYPICAL LIMITER CIRCUIT

imbalonce

Bridge LY ViV A (w.2)

FIGURE M1. OENERAL BRIDGE CIRCUIT
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This is a convenient form for L in that all imbalance effects. whether due to
proton romnee or simply to imperfect bridge construction, are lumped in the

R
factor The {actor I L 17 is & function of frequency only and
| 2 'r 4Ry
u z,

To oblain selective limiting action over the entire bandwith, bridge imbalance
should depend only on Ry (i.e.. Z,, - Rgj. This condition can be met only If the
effect of the imaginary pait of Z, 15 somehuw cancelled. The details of how
this effect can be cancelled will be deferred until later in this Appendix. For
now, & will be assumed that bridge imbalance is due to both Rgq and Xg. so that
insertion loss is giver by

153

L may be written alternately as

L-

Xg
X

L Lef3x™x

(154)

Lg and X, are the small-signal vaives of L and X" at midband, where X' = o.
Setting { = 1/2 (1) + f2) (midband).

Ly - “'f% I [n.]' (155)

"l"z

and, from Eguation 146 ,
x." lﬂomzl

T . 1136

It has been assumed in the derivation of Equation 154 that the quantity

A, Zyg
"z,
y*0

is constant over the limiter bandwidih, sc thet it may be replaced by its mid-

band value (as in Equation 155). This assumption is valid, provided the band-
widih of the bridge cirouitry is much greater thaa the actua! limiter bandwidth, B.
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All experimental circuits constructed to date have met this requirement, the
latest model having B - 10 kc with a bridge bandwidth of 150 kc.

The field. H;. within the sbsorbing coil wili be praportional to the generator
voltage, V'. except for the small nonlinear perturbation in coil impedance due
to proton resonance. To a good approximation. then, the parameter 1/4 Yzlll2

T; T will be proportional to available generator powner, Py.

1,2 2
Ps Pm;’ H} T T, 157

The constant of proportionality, Pg.,. will be referred ‘o as the saturation
power, since the condition Py * Pggt is equivaient to the saturation condition
for X' (see Ecuation 147

Using Equations 146 . 154, and 157, and assuming X' to be constant (unsaturated),
outind power can be found as a function of input power:

P, P . x ¥
PL — /7P ‘{7 158
L Lg , 8 Xg
Pgat

Equation 158 is plotted in Figure 42 for various values of the ratio X' Xg -
These curves show that best limiting action is obtained when X'/X, is small.
Becausz X' cannot be saturated at reasonable power levels. it causes a bridge
imbalance, and leak-through resuits.

In addition Lo causing leak-through, uncompensated X' will also produce power-
dependent phase shift. The first-order expansion of the voltage transfer
function is

AMe. Z,) - f-—zﬁ“ Za

Zu'o

?
" rAEL can be considered constant over the limited bandwidth, phase
270

shift will be equal to the angle of the complex absorption impedance, Z,. Z, is
proportional to X' + JX"; therefore, the phase shift angie, @, must be given by

o -hu"—:-n
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Using Equations 146 and 157 . @ can be written as a function of Py.

0 wn!| X /1.2 (159)
X, Pt

As shown in Figure 43 . this phase shift 15 smaliest when X' X; is small and
incresses with input power level. The maximum phase shift that can occur 18
90 degrees.

The bridge imbalance attributable to X' is a result of the difference in saturation
level of X' and X". X' saturates st a significantly higher level because of the
broaduess of the contributing proton line shapes. Saturation of X' at any fre-
quency correaponds to the ssturation of X' throughout the entire volume. more-
over, the hridge will nct be balanced when selective saturation of X' 18 obtatned.
The deleterious effect of X' can be minimized by two methods

1) Cancellation of X' after AM detection.
2) Reduction of X' through sampie shaping

The first technique uscs a bridge circuit with a relat:vely large imbalance
resistance in one arm. If this resistance is denoted by R . total imbalance

impedance will be
Zu "Ry 49 QR X" ¢ ) 4w §QoRo X!

Since bridge output voltage is proportional to Z. the detected output will be
proportionsl to |Zyl 1f Ry>> 4#8QoRoX". 4wQoRoX'. then
'Zul. n“ * GIfQoRox".

Thus, the detected cutput is independent of X' for large resistive imbalance.
The detected bridge oulput veltage, prcportional to Z,;. contsins an undesired
component due to R,;,. This term can be eliminated by subtracting from the
detected bridge output a second unlimited, detected output of magnitude just
sufficient to cance! the leak-through due to Ry;. If this is done, the final output
will be proportional to X" and will display frequency selective limiting action.
This techaique results in loss of phase information.

The second technique uses sample shaping techniques to minimize X'. and
involves no loss of phase information. By careful control of field inhomogeneity
lld mlo shape, the distribution function, g(f,). can be altered, and, in turn,
X' and X" wil! be altered. To minimize the effect of X' while maintaining a
relatively strong absorption, the ratio X'/Xg should be minimized. The degree
to which this ratio must be minimized depends on the limiting range desired.
Yor example, ﬂnu 42 shows that & minimum limiting range of 15 db will be
obtained for X'/Xg' < 1/5.6. If 8 30-db range is desired, X'/Xg' must be less
than 1/32. In the case of the uncompeneated limiter, the effect of these
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restrictions is to reduce usable bandwidth. Figure 36 shows that the criterion
X'/X, < 1/5.6 is satisfied by the uncompensated limiter over only a small
range of frequeacies nesr band center. Tbhis usable rsage ts approximately
0.25 B, oo thet 75 percent of the tctal bandwidth is wasted in this cave.

A good portion of this wasted bandwidth can be regained through sample shaping
techaigues. As an illustration of this method, consider the distribution function
shows in Figure 44 (solid line). The uncompensatea rectangular distribution
function assumed in the preceding sppendixes i3 also shown 1a Figure 44
(dotted line) {nr comparison. The new distribution function has "rabbit ears’
positioned near the band edges. which give rise Lo compensating reactances.

X' and X' can ba csiculated exactly for this distribution using Equations id1
and 142 It is found that the relation X'/Xg < 1/5.6 is satisfied over a range
of {requencies of 6.5 B. This represents an increase in usable bandwidth over
the uncompensated case by a factor of 2. The form assumed in Equation 44
was chosen arbitrarily and by no means represeats an optimum case. A theore-
tical investigation into the optimum form for g(f) 18 to be made &8s part of the

proposed program.

Figure 45 shows one possible means of ohtaining the ''rabbit ear’ distribution
Sunction. As shown in this figuire, the absorbing ligrid is contained in a rectan-
gular resonstu: t:at can be recognized as a foreshortened, capacitively loaded.
transmission line section. An inhomogencciz 4 ¢ field is applied parallel in
the center conductor axis. The strength of this field increases lineariy ... i
direction of the long dimension of the resonator, yielding a distribution of pro-
tons versus field strength that is grestest in the low- and high-strength regions
and somewhat reduced in the intermediat:-strength region. Recalling the linear
relstionship between fleld strength and Larmour frequency. this gives a
distribution function of the form shown in Figure 4i . which is greatest in the

low- and high-frequency regions
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APPENDIX X —SATURATION LEVEL

Saturaiion of the limiter begins as available imput power, Py, approaches the
saturatioa power, P.,. t:m Pgqt 18 8 constant of proportiosality
betweea P, and 1/4 y*H;"T T ;2 is directly related to the power dissipated
in the apia system by the expressioa

Power Dissipsted ir Spia System = P, = § & X" H;3V,
where V is the volume of the absorber coil. P,, in turn, is related to the
power dissipated in R, by the ratio Ry/Ry:
P, l-P a (160}
s = g Pidiseipated m Ry
For Rg K Ry, hpmrdmwdhloh(uormnb-u

. lR
’(MWhlc"' Ry = :“‘-.—o Ro - Ph?n—:l’ﬁ

Combining this resuit with Equation 160, the desired vomnection between Py and

H,y3 is obtained:
(v»x (n. Ry
Substituting for Ry from Equation 151 gives
Py 3RJR Q)
2. _8 _i_"‘
H) Vo (%“d
Finally, using Equation 157:
P '+l°)
oat ” l.loQoY 173
Wbul, is adjusted to give mintmum insertion loss (Rg = 1/2 Ry), Pyy is
givea by

X 4

P~'%’ 1Ta (161)



Equation '62 is valid only for the vase of high insertion loss. For {30 Mc.
Ve3cc. Q, -0 andT; T, | second. as 18 common in mary hydrocarbon
liquide.

Pgat = .04 erg/sec. or -54 dbm

This 18 a much lower saturstion level than 1s obtainable 10 ferrite Limiters

Low saturation levels such as this are essertiai, however. if the hmiter is to
serve its function of reducing large interfering signals tc the level of wezher
desired signals. Pgg; can be controlled over a wide range through suitable
choice of T, and T3. An upper limit is set on Pgy by the degree of selectivity
desired and the allowable absorber volume. Taking 100 cps as the largest useful
selectivity, and 50 cc o8 the largest practical absorbing volume maximum P,
will be on the order of -4 dbm at 30 Mc with Q, 300

Lowest values of Pgq; will be achieved using nonviscous liquids such as beuzene
Benzene has T) - Tz - 20 seconds and will have a saturation power on the order
of -80 dbm. Omwe difficulty in attaining such low saturation levels us this will
be the presence of convection currents and molecular diffusion 1n the absorbing
sample. These matter-transport mechanisms make it difficult to obtain local
saturation of the sample because of the continuous replacement of saturated
spins with unsaturated ones. The net effect of either diffusion or convection
would be to increase Pgg: and. at the same time. to reduce selectivity because
the fraction of saturated sample volume is increased. For a completely
siationary absorber, the fraction of volume saturated for input powers on the
order of Pggt will be approximately 1/ T,B. Matter transport will become
important when the rate of spin replacement approaches the thermal relaxation
rate, 1/T). Equivalently, it may be said that P .: will be significantly
incressed if an appreciable number of molecules leave the fractions! volume
V/g T3B within & time interval of T} weconds. For benzen:, with B 3 kc.

this fractional volume is on the order of V/180,000, and T is approximately

20 seconds, so that ordinary coavection currents are important. To combat
coavection and diffusion offects, the liquid absorber can be trapped in a porous
nonparamagnetic substancs that inhibits long-range fluid motion. This measure
is unty necessary, however, when long relaxation times are usea.
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APPENDIX X] —SELECTIVITY AND INTERMODULATION

If a strong signal above threshoid is applied to sither & diode or parametric
limiter, the reeponse of the limiter to other signals is disabled over the entire
passband. The response of a frequency selective limiter, on the other hand, is
disabled oaly for frequeacies in the immaediate vicinity of the stroang signal. The
minimum {requancy separstion that can exist between s small anc large signal
without intoraction of the two is referred to in this proposal as the limiter
selectivity.

Intermodulation will occur whenever the protons that resnnate at the frequency

of one signal arc saturated by an adjacent large signal. If f is the frequency of
the large signal, protous with resonant frequencies within 1/2 lirewidth of f will
experience apprecisble saturati Equation 140 it can be seen that the
balf linewidth is 1/24Tg V1 + 3V°H,*T T3 cps; this quantity, then, is the limiter
selectivity. Using Equation C-6. the selectivity becomes:

1 P
“electivity - + F—. .
' 2 sat

At saturstion, selectivity will be oa the order of 1/2% T2, and will increase slowly
s P, Increases, becoming proportioaal toVP; for P.» P“‘.

The moet important parameter in determining selectivity is T, the transverse
relaxation time. For Ty = 1 second, selectivitiee om the order of a faw cycles
may be expected. This extremeiy small figuré becomes quite noteworthy when
compared with the ¢ “octivity of the ferrite limiter, which is on ibe order of
megacycles.

A quantitative analysis of intermodulation is to be undertaken as part of the 7-
month program. It is proposed to study the interaction (in the limiter) of two
signals 28 a function of frequency separation and =ignal strength. The analysis
should reveal the degree of signal suppression due to an adjacent saturating sig-
nal and should also disclose the frequency and amplitude of intermodulation
products.
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APPENDIX X!l -NOISE FIGURE OF THE LIMITER

Since the frequency selective limiter is essentially a passive element, the avail-
able output noise is essentially kTB, where T corresponds to the limiter tem-
perature when nc noise is supplied to (e input terminals. The noise figure is then

available noise output (with kTB at input)

F- kTB (gain of limiter)
kB 1L
kTBG G .
1 1
In cascade with a second stage, the cverall noise figure becomes
l'z-l
Fia = F° 76 " Lt LAL, o LE,

1
Fidy * Ty * FI,

Tne overall noise figure of two stages (F,,) is the sum in decibels of the insertion
loss of the limiter as first stage and the noise figure (F5) of the second stage.
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