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Abstract

Many nonlinear systems can be interpreted as linear transformations between vector spaces under appropriate definitions for the vector operations on the inputs and outputs. The class of systems which can be represented in this way, is discussed here. This class, referred to as the class of homomorphic systems, is shown to include all invertible systems. Necessary and sufficient conditions on a noninvertible system such that it is a homomorphic system, are derived.

A canonic representation of homomorphic systems is presented. This representation consists of a cascade of three systems, the first and last of which are determined only by the vector space of inputs and the vector space of outputs, respectively. The second system in the canonic representation is a linear system. Necessary and sufficient conditions are presented under which all of the memory in the system can be concentrated in the linear portion of the canonic representation. A means for classifying homomorphic systems, suggested by the canonic representation, is discussed. This means of classification offers the advantage that systems within a class differ only in the linear portion of the canonic representation. Applications of the theory are considered for a class of nonlinear feedback systems.
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I. INTRODUCTION

The analysis and characterization of linear systems rely heavily on the principle of superposition which these systems satisfy. The superposition integral and system function representations, for example, are a direct consequence of the fact that the response of a linear system to each input in a set of inputs determines the response to any linear combination of inputs in that set.

In contrast, nonlinear systems do not satisfy this principle of superposition. The determination of a means for representing nonlinear systems has been the subject of considerable attention for many years. In 1887, Volterra \(^1\) formulated a functional expansion of continuous nonlinear operators in the form of a generalization of the Taylor's series expansion of a nonlinear function. This expansion, applied to systems, provides a representation of the system operator. A representation of time-invariant, realizable nonlinear systems was presented by Wiener, \(^2\) in 1958. In his theory, system response to shot noise is used to determine the parameters of the representation. Wiener's formulation is based on the expansion of the past of an input in terms of Laguerre functions, which was first presented by Cameron and Martin.\(^3\) The response of a realizable time-invariant nonlinear system is expressed as a nonlinear combination of the coefficients in this expansion. Cameron and Martin represented the nonlinear combination of these coefficients in terms of Hermite functions. An alternative representation of the nonlinear combination of the coefficients was developed by Bose, \(^4\) in 1956. Much of the research being conducted, at present, on the representation of nonlinear systems is based on Wiener's original ideas.

This report presents a different approach to the characterization of nonlinear systems, which is based on linear algebra. The fact that vector spaces of time functions can be constructed under a variety of choices for the definitions of vector addition and scalar multiplication permits many nonlinear systems to be representable as linear transformations between vector spaces. Specifically, if \(f_1(t)\) and \(f_2(t)\) represent any two system inputs, let \(f_1(t) \circ f_2(t)\) denote the combination of these inputs under a specified rule, such as addition, multiplication or convolution. If \(c\) is any scalar, let \(c \circ f_1(t)\) denote the combination of the scalar \(c\) and the input \(f_1(t)\). Similarly, let \(\circ\) denote a rule of combination between any two outputs, and \(/\) denote a rule of combination between any scalar and any output. If the system inputs constitute a vector space when \(\circ\) is interpreted as vector addition and \(>\) is interpreted as scalar multiplication, and if the system operator \(\phi\) has the property that

\[\phi[f_1(t) \circ f_2(t)] = \phi[f_1(t)] \circ \phi[f_2(t)]\]

and

\[\phi[c \circ f_1(t)] = c \circ \phi[f_1(t)],\]

then it is representable as a linear transformation between vector spaces. In the case
for which the operations $\circ$ and $\cdot$ are addition and the operations $\ast$ and $/$ are multiplication, the system is a linear system. Otherwise, the system is in general nonlinear. Systems representable in this way are referred to here as homomorphic systems, a term motivated by the algebraic definition of a homomorphic mapping between vector spaces.

The algebraic fundamentals for the study of homomorphic systems are presented in Section II. This presentation sets down the basic postulates of linear algebra and develops the algebraic theorems that are needed in the study of homomorphic systems.

In Sections III and IV the properties of linear transformations are used to investigate homomorphic systems. It is shown in Section III that every invertible system is homomorphic for any choice of the input vector space. For noninvertible systems, necessary and sufficient conditions are derived under which the systems are homomorphic.

In Section IV a canonic representation for homomorphic systems is developed. This representation consists of a cascade of three systems, the first and last of which are determined entirely by the input and output vector spaces, respectively. The second system in the representation is a linear system. Necessary and sufficient conditions are derived in Section IV under which the first and last systems in the canonic representation are memoryless. Section IV also includes a discussion of the use of the canonic representation in treating a class of nonadditive feedback systems.

The canonic representation presented here offers a convenient means for classifying homomorphic systems. Systems within a given class differ only in the linear portion of their canonic representation and hence a comparison of systems within a class reduces to a comparison of linear systems. Alternatively, the analysis of a homomorphic system, when its class is known, reduces to the analysis of a linear system.
II. VECTOR SPACES AND LINEAR TRANSFORMATIONS

2.1 INTRODUCTION

The results presented in this report draw heavily on the notation, concepts, and theorems of linear algebra. Hence it is appropriate to introduce the fundamental properties of vector spaces and linear transformations, and to remind the reader who is familiar with vector spaces of the properties used here. Although proofs of all theorems have been included, it is the theorems themselves that will assume primary importance. For the reader who is familiar with linear algebra, a quick review should be adequate to convey the point of view toward linear algebra which is used in this report. Many of the theorems and proofs presented here have been published by others. Some of these were reformulated in terms that were more meaningful within the context of this report. The remainder of the theorems were formulated and proved specifically for the purposes of this report.

2.2 GROUPS, FIELDS, AND VECTOR SPACES

It is convenient to introduce the postulates of the algebra of vector spaces by introducing the postulates of groups, which constitute a weaker algebraic system.

DEFINITION 1: A group \( G \) is a collection of objects for which a binary operation \( \ast \) is defined, subject to the following postulates:

1. If \( a \) and \( b \) are in \( G \), then \( a \ast b \) is in \( G \).
2. If \( a, b, \) and \( c \) are in \( G \), then \( (a \ast b) \ast c = a \ast (b \ast c) \).
3. There exists a unique element \( e \) in \( G \), called the identity element, such that for all \( a \) in \( G \),
   \[ a \ast e = e \ast a = a. \]
4. For every element \( a \) in \( G \), there exists a unique element \( a^{-1} \) in \( G \), such that
   \[ a \ast a^{-1} = a^{-1} \ast a = e. \]

If the group \( G \) has the property that for all elements \( a \) and \( b \) in \( G \), \( a \ast b = b \ast a \), then \( G \) is referred to as a commutative or Abelian group. Often when discussing Abelian groups, the binary operation associated with the group is denoted + to emphasize the fact that the group operation is commutative. In this case, the identity element is referred to as the zero element. This notation will be used now. Little confusion results when the elements of the groups are abstract objects. When the group elements are real or complex numbers or functions, however, the reader should remember that the element \( a+b \) in the group is not necessarily the addition of the numbers (or functions) \( a \) and \( b \). The algebraic postulates can be satisfied, for example, if \( a+b \) is defined as the product of the numbers or functions \( a \) and \( b \).
DEFINITION 2: A field \( F \) is a collection of objects associated with which there are two binary operations. The first operation is denoted \( a+b \). The second operation is denoted \( a\cdot b \). These operations satisfy the following postulates:

1. The field \( F \) is an Abelian group under the operation \( + \).
2. The nonzero elements of \( F \) are an Abelian group under the operation \( \cdot \). The identity under this operation is denoted by \( 1 \).
3. For any \( a, b, \) and \( c \) in \( F \),
   \[
   a \cdot (b+c) = a \cdot b + a \cdot c.
   \]

It should again be mentioned that the operations \( + \) and \( \cdot \), although satisfying the same algebraic postulates satisfied by addition and multiplication of numbers or functions, are not necessarily restricted to be these operations when the elements of the field are chosen to be real or complex numbers or functions.

DEFINITION 3: A vector space consists of

1. A field \( F \) of scalars;
2. A set \( V \) of objects called vectors and a binary operation called vector addition (to be denoted \(+\)) under which the set \( V \) constitutes an Abelian group; and
3. An operation called scalar multiplication which associates with each scalar \( c \) in \( F \) and vector \( v \) in \( V \) a vector \( cv \) in \( V \) called the product of \( c \) and \( v \) in such a way that

   (a) \( 1v = v \) for every \( v \) in \( V \)
   (b) \( (c_1 \cdot c_2)v = c_1(c_2v) \)
   (c) \( c(v_1 + v_2) = cv_1 + cv_2 \)
   (d) \( (c_1 + c_2)v = c_1v + c_2v \).

The inverse of a vector \( v \) is denoted \(-v\). It can easily be verified that

(\(-1\)\)\(v = -v\)

and

\(0)v = 0\)

DEFINITION 4: Let \( V \) be a vector space over the field \( F \). A subspace of \( V \) is a subset \( V_1 \) of \( V \) which is itself a vector space over \( F \) with the operations of vector addition and scalar multiplication on \( V \).

A simple example of a subspace of \( V \) is the space consisting of the zero vector alone. When verifying that a subset of a vector space is a subspace we need not verify all of the postulates of a vector space, since many of the postulates are implied by the fact that the set is a subset of a vector space. In general, it is sufficient to show that if \( v_1 \) and \( v_2 \) are in \( V_1 \), then any linear combination of \( v_1 \) and \( v_2 \) is also in \( V_1 \).

DEFINITION 5: A vector space can be extended to what is termed an inner product space by defining the inner product between any two vectors in the space. The inner product assigns to each ordered pair of vectors \( v_1, v_2 \) in \( V \) a scalar \((v_1, v_2)\) in \( F \) in such a way that
1. \((v_1 + v_2, v_3) = (v_1, v_3) + (v_2, v_3)\).

2. \((cv_1, v_2) = c(v_1, v_2)\).

3. \((v_1, v_2) = \overline{(v_2, v_1)}\), where the bar denotes complex conjugation.

4. \((v, v) > 0\) if \(v \neq 0\).

Two vectors having the property that their inner product is zero are said to be orthogonal. The length of a vector \(v\) in an inner product space is defined as the square root of \((v, v)\) and is denoted \(\|v\|\). A set of vectors that are orthogonal to each other and have unit length is termed an orthonormal set.

Vector spaces can be constructed for which the elements are functions of time, but for which the operations of vector addition and scalar multiplication do not correspond to addition of time functions and multiplication of time functions by scalars. For example, consider the set of all time functions of the form \(v = e^{nt}\), where \(n\) is a real number. If we associate with this set the field of real numbers and define vector addition and scalar multiplication as

\[
v_1 + v_2 = v_1(t) + v_2(t) = e^{n_1t} + e^{n_2t}
\]

and

\[
cv = [v(t)]^c = [e^{nt}]^c,
\]

then this set constitutes a vector space.

Many of the important and useful theorems concerning vector spaces and linear transformations between vector spaces stem from the fact that a set of basis vectors can always be found for a finite-dimensional vector space. The notion of a basis is presented in the following definitions and theorems.

**DEFINITION 6:** Let \(V\) be a vector space over \(F\). A finite subset \(S\) of \(V\) is said to be linearly dependent if there exist scalars \(c_1, c_2, \ldots, c_n\) in \(F\), not all of which are 0, and distinct vectors \(v_1, v_2, \ldots, v_n\) in \(S\) such that

\[
c_1v_1 + c_2v_2 + \ldots + c_nv_n = 0.
\]

A set that is not linearly dependent is called linearly independent. If a set of vectors is infinite, then it is said to be a linearly independent set if every finite subset of it is linearly independent. A set of vectors in \(V\) which is linearly independent and spans \(V\), that is, is such that any vector in \(V\) can be expressed as a finite linear combination of the vectors in the set, is referred to as a basis for \(V\).

It can be verified that any set containing the zero vector is a linearly dependent set, and that the representation for any vector in terms of a basis is unique.

**THEOREM 1:** Let \(V\) be a vector space for which the finite set of vectors \(v_1, v_2, \ldots, v_n\) forms a basis. Then any other basis for \(V\) contains exactly \(n\) vectors.
PROOF: First, we shall show that any set of vectors containing more than \( n \) elements must be linearly dependent. To this end, let \( w_1, w_2, \ldots, w_m \) be a set of \( m \) vectors from \( V \) with \( m > n \). Since the set \( v_1, v_2, \ldots, v_n \) is a basis, each of the vectors \( w_i \) is expressible as a linear combination of the vectors \( v_1, v_2, \ldots, v_n \); that is,

\[
w_i = \sum_{j=1}^{n} c_{ji} v_j.
\]

Let \( \lambda_1, \lambda_2, \ldots, \lambda_m \) be scalars from \( F \). Then

\[
\sum_{i=1}^{m} \lambda_i w_i = \sum_{i=1}^{m} \lambda_i \sum_{j=1}^{n} c_{ji} v_j = \sum_{j=1}^{n} \left( \sum_{i=1}^{m} c_{ji} \lambda_i \right) v_j.
\]

Since \( m > n \), the set of equations

\[
\sum_{i=1}^{m} c_{ji} \lambda_i = 0, \quad j = 1, 2, \ldots, n
\]

has a nontrivial solution for the unknowns \( \lambda_1, \lambda_2, \ldots, \lambda_m \). Thus a set of scalars can be found, not all of which are zero, with the property that

\[
\sum_{i=1}^{m} \lambda_i w_i = 0.
\]

Hence the set \( w_1, w_2, \ldots, w_m \) cannot be a linearly independent set; therefore, no linearly independent set in \( V \), in particular, no basis for \( V \) can contain more than \( n \) vectors. Now assume that there exists a basis with \( p \) vectors, where \( p < n \). Then, by virtue of the discussion above, there could not exist a basis with more than \( p \) vectors. But the set of basis vectors \( v_1, v_2, \ldots, v_n \) has more than \( p \) vectors. Thus there could not have existed a basis with \( p \) vectors, where \( p < n \).

By virtue of Theorem 1, we see that any basis for a vector space with a finite number of basis vectors contains the same number of vectors. It is this property of vector spaces that permits the definition of the dimension of a vector space independently of any particular basis.

DEFINITION 7: The dimension of \( V \) is defined to be the number of elements in a basis of \( V \). The dimension of a vector space \( V \) will be denoted \( \text{dim} V \).

Many of the theorems of linear algebra center around finite-dimensional vector spaces. Infinite-dimensional vector spaces present special problems and many theorems concerning these spaces require special restrictions on the spaces. Infinite-dimensional vector spaces will be considered. Before doing so, it is important that the properties of finite-dimensional vector spaces be understood so that the extensions of these properties to infinite-dimensional spaces will be clearer.
THEOREM 2: Let $S$ be a linearly independent subset of a finite-dimensional vector space $V$. Then $S$ is part of a basis for $V$.

PROOF: Let $W$ be the subspace of $V$ spanned by $S$. Then, by definition, $S$ is a basis for $W$. If $W = V$, then $S$ is also a basis for $V$ and the proof is complete. If $W$ is a proper subspace of $V$ (that is, contained in but not equal to $V$), let $v_1$ be a vector that is in $V$ but not in $W$. The set $\{v_1, S\}$ obtained by adjoining $v_1$ to $S$ is linearly independent, for if $v_1$ could be expressed as a linear combination of vectors in $S$, then $v_1$ would be in $W$.

Let $V_1$ be the subspace of $V$ spanned by $\{v_1, S\}$. If $V_1 = V$, then $\{v_1, S\}$ is a basis for $V$, since it is a basis for $V_1$. If $V_1$ is a proper subspace of $V$, let $v_2$ be a vector that is in $V$ but not in $V_1$. Then the set $\{v_2, v_1, S\}$ must be linearly independent. Let this process be continued until the set $\{v_n, v_{n-1}, \ldots, v_2, v_1, S\}$ contains exactly $\dim V$ elements. Since these vectors are all linearly independent, the space $V_n$ spanned by this set must be all of $V$; otherwise, a vector $v_{n+1}$ that is in $V$ but not in $V_n$ could be adjoined to this set, forming a linearly independent set with more than $\dim V$ elements. In the proof of Theorem 1, however, it was shown that no linearly independent set of $V$ could contain more than $\dim V$ elements.

By the procedure above, then, the set $S$ was extended to a basis of $V$ and hence is itself part of a basis.

It follows from Theorem 2 that if $V_1$ is a proper subspace of a finite-dimensional vector space $V$, then $\dim V_1 < \dim V$. This follows from the fact that any basis for $V_1$ is part of a basis for $V$. Since $V_1$ is a proper subspace of $V$, however, a set of vectors must be adjoined to the set of basis vectors for $V_1$ to form a basis for $V$, these vectors being chosen by the procedure given in the proof of Theorem 2.

The existence of a basis leads to a representation of a vector as an $n$-tuple of scalars. This representation comes about by expressing every vector in terms of an ordered basis for the space $V$. A one-to-one correspondence can then be drawn between any vector in $V$ and the $n$-tuple of the coordinates expressing this vector in terms of the ordered basis. This is done formally by first defining a vector space, the elements of which are $n$-tuples having entries from the field $F$.

DEFINITION 8: The vector space $F^n$ is defined to be the vector space having elements of the form $(a_1, a_2, \ldots, a_n)$, where $a_1, a_2, \ldots, a_n$ are scalars from the field $F$. The vector addition of two vectors $(a_1, a_2, \ldots, a_n)$ and $(b_1, b_2, \ldots, b_n)$ in $F^n$ is defined as

$$(a_1, a_2, \ldots, a_n) + (b_1, b_2, \ldots, b_n) = (a_1 + b_1, a_2 + b_2, \ldots, a_n + b_n).$$

The scalar multiplication of a vector $(a_1, a_2, \ldots, a_n)$ in $F^n$ with a scalar $c$ in $F$ is defined as

$$c(a_1, a_2, \ldots, a_n) = (ca_1, ca_2, \ldots, ca_n).$$

Let $V$ be a finite dimensional vector space over $F$ with...
\[ \dim V = n. \]

If \( v_1, v_2, \ldots, v_n \) is an ordered basis for \( V \), then any vector \( v \) can be expressed in the form

\[ v = a_1 v_1 + a_2 v_2 + \ldots + a_n v_n. \]

If we draw a correspondence between \( v \) and the \( n \)-tuple \((a_1, a_2, \ldots, a_n)\) in \( \mathbb{F}^n \), then this correspondence will be one-to-one, since any vector \( v \) in \( V \) can be expressed in one and only one way in terms of a given ordered basis.

2.3 QUOTIENT SPACES

A concept that will have application in the discussion of linear transformations, and also in the discussion of homomorphic systems, is that of a quotient space. The essence of the idea is to divide a vector space \( V \) into sets of vectors, \( S_1, S_2, \ldots, S_n \) with the property that the sets \( S_1, S_2, \ldots, S_n \) can themselves be considered as vectors in a vector space.

**DEFINITION 9:** Let \( V_1 \) be a subspace of \( V \), and \( v \) be a vector in \( V \). Let \( S \) be the set of all vectors in \( V \) which can be expressed in the form \( v + w \) for some \( w \) in \( V_1 \). Denote this set by \( v + V_1 \). This set is called a coset of \( V \) generated by \( v \) and \( V_1 \). The set of all cosets generated by vectors \( v \) in \( V \), and the subspace \( V_1 \) is called a quotient space of \( V \), modulo \( V_1 \), and is denoted by \( V/V_1 \).

**THEOREM 3:** Let \( V \) be a vector space over \( \mathbb{F} \), and \( V_1 \) be a subspace of \( V \). The quotient space \( V/V_1 \) is a vector space over \( \mathbb{F} \) with the following definitions of vector addition and scalar multiplication:

\[
(v_1 + V_1) + (v_2 + V_1) = [v_1 + v_2] + V_1
\]

\[
c(v_1 + V_1) = [cv_1] + V_1.
\]

**PROOF:** To show that \( V/V_1 \) is a vector space we must verify that all the postulates of a vector space as presented in Definition 3 are satisfied.

1. The set \( V/V_1 \) is an Abelian group, since

   (a) If \( v_1 + V_1 \) and \( v_2 + V_1 \) are any two cosets of \( V \), then their vector sum \( (v_1 + v_2) + V_1 \) is also a coset of \( V \), and

   \[
   (v_1 + V_1) + (v_2 + V_1) = (v_1 + v_2) + V_1
   \]

   \[
   = (v_2 + V_1) + (v_1 + V_1).
   \]

   (b) Let \( v_1 + V_1, v_2 + V_1, \) and \( v_3 + V_1 \) be cosets of \( V \); then
\[(v_1 + v_1) + (v_2 + V_1) = [(v_1 + v_2) + V_1] + (v_3 + V_1)\]

\[= [v_1 + v_2] + v_3 + V_1\]

\[= [v_1 + (v_2 + v_3)] + V_1\]

\[= (v_1 + V_1) + [(v_2 + V_1) + (v_3 + V_1)]\]

(c) It can be verified that the coset \((0 + V_1)\) has the properties required for an identity element in \(V/V_1\).

(d) Let \(v + V_1\) be a coset of \(V_1\) then \((-v) + V_1\) is the inverse of \(v + V_1\).

2. The four properties required of scalar multiplication are satisfied.

(a) \(I(v + V_1) = 1v + V_1 = v + V_1\).

(b) \((c_1 \cdot c_2)(v + V_1) = c_1 \cdot c_2 v + V_1 = c_1[c_2(v + V_1)]\).

(c) \(c[(v_1 + V_1) + (v_2 + V_1)] = c[(v_1 + v_2) + V_1]\)

\[= [(cv_1 + cv_2) + V_1]\]

\[= (cv_1 + V_1) + (cv_2 + V_1)\].

(d) \((c_1 + c_2)(v + V_1) = [(c_1 + c_2)v + V_1]\)

\[= [c_1v + c_2v + V_1]\]

\[= (c_1v + V_1) + (c_2v + V_1)\].

To aid in understanding the concept of a quotient space, consider a geometrical two-dimensional coordinate system in the \(x-y\) plane. All vectors in this plane form a vector space, which we can denote by \(V\). Let \(V_1\) be the subspace of \(V\) consisting of all vectors lying in the \(x\) direction. Let \(v\) be a vector in \(V\) having a component in the \(y\) direction equal to \(v_y\). Then the coset \(v + V_1\) is the set of all vectors in the plane having \(v_y\) as their \(y\) component. The quotient space \(V/V_1\) is the set of all such cosets for different values of \(v_y\).

**THEOREM 4:** Let \(v_a + V_1\) and \(v_b + V_1\) be any two cosets in \(V/V_1\). If these cosets have any element in common, then they are identical.

**PROOF:** Let \(v\) be any vector that is in \(v_a + V_1\) and also in \(v_b + V_1\). Then there exists \(v_1\) in \(V_1\) such that

\[v = v_a + v_1,\]

and there exists \(v_1'\) in \(V_1\) such that

\[v = v_b + v_1'.\]
Hence,
\[ v_a = v_b + (v_1' - v_1). \]

Consequently,
\[ v_a + V_1 = (v_b + v_1' - v_1) + V_1. \]

But \( v_1' - v_1 \) is in \( V_1 \); hence,
\[ v_a + V_1 = v_b + V_1. \]

2.4 LINEAR TRANSFORMATIONS

The properties of the class of nonlinear systems to be discussed in Sections III and IV are based on the properties of linear transformations between vector spaces. The theorems to be derived concerning these systems will be for the most part an interpretation of theorems presented here, placed in the context of the discussion of Sections III and IV.

DEFINITION 10: Let \( V \) and \( W \) be vector spaces over the field \( F \). A linear transformation from \( V \) into \( W \) is a function \( T \) from \( V \) into \( W \) which maps every vector in \( V \) onto a unique vector in \( W \) in such a way that
\[ T(cv_1 + v_2) = cT(v_1) + T(v_2) \]
for all vectors \( v_1 \) and \( v_2 \) in \( V \) and all scalars \( c \) in \( F \). A linear transformation is said to be one-to-one and onto if for each vector \( w \) in \( W \) there is one and only one vector \( v \) in \( V \) such that
\[ T(v) = w. \]

A linear transformation that is one-to-one and onto is invertible.

If a transformation is onto but is not necessarily one-to-one, it is sometimes referred to as a homomorphic transformation. A transformation that is one-to-one and onto is sometimes referred to as an isomorphic transformation, that is, an isomorphic transformation is an invertible homomorphic transformation.

DEFINITION 11: The domain of a linear transformation is the set of vectors \( V \) over which the transformation \( T \) is defined. The range \( R \) of \( T \) is defined as the set of vectors in \( W \) onto which vectors in \( V \) are mapped, that is, \( T[V] = R \). The null space \( N \) of \( T \) is the set of vectors in \( V \) that map onto the zero vector in \( W \), that is, \( T[N] = 0 \).

An example of a linear transformation is the identity mapping \( I \) of \( V \) onto \( V \) so that
\[ I(v) = v, \quad \text{for every } v \text{ in } V. \]

The domain and range of \( I \) are \( V \). The null space of \( I \) is the zero vector. Another simple example of a linear transformation is the zero transformation \( Z \) from \( V \) to \( W \) defined as \( Z(v) = 0; \) all \( v \) in \( V \). The domain and null space are both the space \( V \). The
range of $Z$ is the set containing only the zero vector in $W$.

**THEOREM 5:** If $T$ is a linear transformation from $V$ to $W$, then $T(0) = 0$.

**PROOF:** $T(0) = T(0+0) = T(0) + T(0)$. Hence, $T(0) = 0$.

**THEOREM 6:** Let $T$ be a linear transformation from the vector space $V$ into the vector space $W$. Then the range of $T$ is a subspace of $W$, and the null space of $T$ is a subspace of $V$.

**PROOF:** Let $R$ denote the range of $T$. If the range contains only one vector, then this vector must be the zero vector, since by Theorem 5 the zero vector must be in the range. But the zero vector alone is a subspace of $W$, and hence in this case $R$ is a subspace of $W$. If $R$ contains more than one vector, then we must show that, for every pair of vectors $w_1$ and $w_2$ in $R$, the vector $c_1 w_1 + c_2 w_2$ is in $R$ for any $c_1$ and $c_2$. But if $w_1$ is in $R$ and $w_2$ is in $R$, then there are (not necessarily unique) vectors $v_1$ and $v_2$ in $V$ such that

$$T(v_1) = w_1$$

$$T(v_2) = w_2.$$ 

The vector $c_1 v_1 + c_2 v_2$ is in the domain $V$ for any $c_1$ and $c_2$, since $V$ is a vector space. Hence $T(c_1 v_1 + c_2 v_2)$ is in $R$, that is, $c_1 w_1 + c_2 w_2$ is in $R$. Consequently, $R$ is a vector space.

To show that the null space $N$ is a vector space, we must show either that $N$ consists of the zero vector alone or $c_1 v_1 + c_2 v_2$ is in $N$ for every $c_1$ and $c_2$, if $v_1$ and $v_2$ are in $N$.

From Theorem 5, the zero vector must be in $N$. Hence if $N$ contains only one vector, it must be the zero vector and consequently $N$ is a subspace of $V$. If $N$ contains more than one vector, then let $v_1$ and $v_2$ be in $N$, that is, $T(v_1) = 0$ and $T(v_2) = 0$. Then

$$T(c_1 v_1 + c_2 v_2) = c_1 T(v_1) + c_2 T(v_2)$$

$$= c_1 0 + c_2 0$$

$$= 0$$

and hence $c_1 v_1 + c_2 v_2$ is in $N$ for any $c_1$ and $c_2$.

**THEOREM 7:** Let $V$ be a finite-dimensional vector space over $F$, and $\{v_1, v_2, \ldots, v_n\}$ be a basis for $V$. Let $W$ be a vector space over $F$, and $\{w_1, w_2, \ldots, w_n\}$ be any vectors in $W$. Then there is one and only one linear transformation from $V$ into $W$ such that

$$T(v_i) = w_i, \quad i = 1, 2, \ldots, n.$$ 

**PROOF:** Any vector $v$ in $V$ can be expressed as

$$v = \sum_{j=1}^{n} c_j v_j.'
where the coefficients \( c_j \) are unique. If we define \( T(v) = \sum_{j=1}^{n} c_j w_j \), then

\[
T(v_i) = w_i, \quad i = 1, 2, \ldots, n.
\]

It can be verified that, with this definition, \( T \) is a linear transformation. To prove uniqueness, let \( T_1 \) be any linear transformation with the property that

\[
T_1(v_i) = w_i, \quad i = 1, 2, \ldots, n.
\]

Then

\[
T_1(v) = T_1 \left( \sum_{j=1}^{n} c_j v_j \right) = \sum_{j=1}^{n} c_j T_1(v_j) = \sum_{j=1}^{n} c_j w_j.
\]

since \( T_1 \) is linear. Hence \( T_1(v) = T(v) \) for all \( v \); consequently, the transformation \( T \) defined above, is unique.

THEOREM 8: Let \( V \) and \( W \) be vector spaces over \( F \), and \( T \) be a linear transformation from \( V \) into \( W \). If \( T \) is one-to-one and onto, then the inverse transformation \( T^{-1} \) is a linear transformation from \( W \) onto \( V \).

PROOF: We must show that if \( T^{-1}(w_1) = v_1 \) and \( T^{-1}(w_2) = v_2 \), then \( T^{-1}(cw_1 + w_2) = cv_1 + v_2 \). The fact that \( T(cv_1 + v_2) = cw_1 + w_2 \) follows from the linearity of \( T \). Furthermore, \( cv_1 + v_2 \) is the only vector in \( V \) that maps onto \( cw_1 + w_2 \), since \( T \) is one-to-one. Hence \( T^{-1} \) is linear.

DEFINITION 12: A linear transformation \( T \) is defined to be nonsingular if the null space of \( T \) consists of the zero vector alone.

THEOREM 9: Let \( T \) be a linear transformation from \( V \) into \( W \). Then \( T \) is nonsingular if and only if \( T \) carries each linearly independent subset of \( V \) into a linearly independent subset of \( W \).

PROOF: First, suppose \( T \) is nonsingular. Let the set \( \{v_1, v_2, \ldots, v_n\} \) be a linearly independent subset of \( V \). If

\[
c_1 T(v_1) + c_2 T(v_2) + \ldots + c_n T(v_n) = 0,
\]

then

\[
T(c_1 v_1 + c_2 v_2 + \ldots + c_n v_n) = 0.
\]

But \( T \) is nonsingular and hence

\[
c_1 v_1 + c_2 v_2 + \ldots + c_n v_n = 0.
\]

Since the set \( \{v_1, v_2, \ldots, v_n\} \) is linearly independent, this then requires that \( c_i = 0 \), \( i = 1, 2, \ldots, n \). Hence the set \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) is a linearly independent subset of \( W \).

Next, suppose that \( T \) maps every linearly independent subset of \( V \) onto a linearly
THEOREM 10: Let \( V \) and \( W \) be finite-dimensional vector spaces over \( F \), with \( \dim V = \dim W = n \). If \( T \) is a linear transformation from \( V \) into \( W \), then the following are equivalent:

(i) \( T \) is invertible.

(ii) \( T \) is nonsingular.

(iii) If \( \{v_1, v_2, \ldots, v_n\} \) is any basis for \( V \), then \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) is a basis for \( W \).

PROOF: It should be clear that (i) implies (ii), since the existence of an inverse requires that the transformation be one-to-one.

(ii) implies (iii); for example, assume that \( T \) is nonsingular. If \( \{v_1, v_2, \ldots, v_n\} \) is a basis for \( V \), then the set \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) is a linearly independent subset of \( W \). Hence it is part of a basis for \( W \). But any basis of \( W \) must contain exactly \( n \) vectors. Hence the set \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) must be a basis for \( W \).

To show that (iii) implies (i), we must show that for every vector \( w \) in \( W \), there is a unique vector \( v \) in \( V \) such that \( T(v) = w \). Since \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) is a basis for \( W \), the vector \( w \) can be expressed as

\[
w = \sum_{j=1}^{n} c_j T(v_j).
\]

Hence the vector \( v = \sum_{j=1}^{n} c_j v_j \) is such that \( T(v) = w \). Assume that there is some other vector \( v_a \) in \( V \) such that \( T(v_a) = w \). If \( v_a \) is expressed in terms of the basis \( \{v_1, v_2, \ldots, v_n\} \) as

\[
v_a = \sum_{j=1}^{n} a_j v_j,
\]

then

\[
T(v_a) = w = \sum_{j=1}^{n} a_j T(v_j).
\]

But the set \( \{T(v_1), T(v_2), \ldots, T(v_n)\} \) is a basis for \( W \); hence, any vector in \( W \) can be expressed in one and only one way as a linear combination of vectors that form a basis. Hence,
\[ a_j = c_j, \quad j = i, 2, \ldots, n; \]

consequently, \( v_a = v \).

Theorems 7 and 10 together imply that if we have two finite-dimensional vector spaces \( V \) and \( W \) of the same dimension, then an invertible linear transformation can always be defined with domain \( V \) and range \( W \), by mapping each vector in a set of basis vectors for \( V \), onto a different basis vector in \( W \). When infinite-dimensional vector spaces are discussed, this result will be extended to state that an invertible linear transformation between \( V \) and \( W \) can always be defined when a one-to-one correspondence can be drawn between basis vectors of \( V \) and basis vectors of \( W \), that is, that two vector spaces \( V \) and \( W \) are isomorphic whenever a one-to-one correspondence can be drawn between basis vectors of \( V \) and basis vectors of \( W \).

**THEOREM 11:** Every \( n \)-dimensional vector space \( V \) over the field \( F \) is isomorphic to the space \( F^n \).

**PROOF:** Let \( \{v_1, v_2, \ldots, v_n\} \) be a basis for \( V \). Then every vector \( v \) in \( V \) is expressible in the form

\[ v = \sum_{i=1}^{n} c_i v_i. \]

Let \( T \), a transformation from \( V \) to \( F^n \), be defined as

\[ T(v) = (c_1, c_2, \ldots, c_n). \]

It can be verified that \( T \) is linear, one-to-one, and maps \( V \) onto \( F^n \).

**THEOREM 12:** Let \( T \) be a linear transformation from \( V \) onto \( W \) with null space \( N \). Then the quotient space \( V/N \) is isomorphic with \( W \).

**PROOF:** Let \( v + N \) be a coset of \( V \). Define the mapping \( \tilde{T} \) from \( V/N \) to \( W \) as

\[ \tilde{T}(v+N) = T(v). \]

We must first show that this mapping is well defined, that is, that \( \tilde{T}((v+n)+N) = \tilde{T}(v+N) \) for any \( v \) in \( V \) and any \( n \) in \( N \). But

\[ \tilde{T}((v+n)+N) = T(v) + T(n) = T(v) = T(v+N), \]

since \( n \) is in the null space of \( T \). Hence, \( \tilde{T} \) is well defined. \( \tilde{T} \) is linear, since

\[ \tilde{T}(c(v_1+N)+(v_2+N)) = \tilde{T}(cv_1+v_2)+N \]

\[ = c\tilde{T}(v_1)+\tilde{T}(v_2) \]

\[ = c\tilde{T}[v_1+N]+\tilde{T}[v_2+N]. \]

The null space of \( \tilde{T} \) is the coset \( (0+N) \); for example, assume that \( \tilde{T}(v+N) = T(v) = 0 \). Then \( v \) is in \( N \) and hence is in the coset \( (0+N) \). Thus \( \tilde{T} \) is nonsingular and, by Theorem 10, is then invertible.
2.5 INFINITE-DIMENSIONAL VECTOR SPACES

Many of the theorems that have been presented required that the vector spaces under consideration be finite-dimensional. In Sections III and IV the primary concern will be with infinite-dimensional vector spaces and linear mappings between such spaces. In this section, therefore, infinite-dimensional vector spaces will be considered and some of the important theorems previously discussed for finite-dimensional spaces will be reformulated for the infinite-dimensional case.

Many of the properties of finite-dimensional vector spaces relied on the fact that such spaces, by definition, always possess a countable basis. Theorems such as Theorem 7, for example, rely heavily on the fact that the basis is countable. Although it can be shown in general that any vector space possesses a basis, some of the properties to be discussed in the rest of the report will require that the vector spaces under consideration have countable bases. Hence, the discussion of infinite-dimensional vector spaces to be presented here will be restricted to spaces of countably infinite dimensions.

Even with the restriction that the bases are countable, it is important to reconsider the meaning of a linear combination of an infinite set of vectors. We wish eventually to carry over to the infinite-dimensional case a similar interpretation of the meaning of a basis as a set of vectors spanning the space and providing a unique representation for any vector in the space.

Many of the problems concerned with the extensions to the infinite-dimensional case center around a precise definition of the equality of two vectors. When an inner product is defined on the space, two vectors can be defined to be equal when their difference is a vector of length zero. This definition enables many of the desired extensions to follow in a straightforward manner. An infinite-dimensional inner-product space with certain convergence properties is a Hilbert space. These spaces have been extensively studied and are the most straightforward infinite-dimensional extensions of finite-dimensional vector spaces.

DEFINITION 13: Let \( H \) denote an inner-product space. \( H \) is defined to be a Hilbert space if for any sequence of vectors in \( H \), \( v_1, v_2, \ldots, v_n, \ldots \) having the property that \( \|v_m - v_n\| \to 0 \) as \( m, n \to \infty \), there exists a vector \( v \) in \( H \) such that \( \|v_n - v\| \to 0 \) as \( n \to \infty \).

DEFINITION 14: A sequence of vectors \( v_n \) is called an orthonormal basis for a Hilbert space if it is orthonormal and has the property that the only vector in \( H \) which is orthogonal to all vectors in the sequence is the zero vector. A Hilbert space with an orthonormal basis is called a separable Hilbert space.

THEOREM 13: If \( v_n \) is an orthonormal sequence of vectors in a Hilbert space and \( \lambda_n \) is a sequence of scalars such that \( \sum_{1}^{\infty} |\lambda_k|^2 < \infty \), then the sequence \( w_n = \sum_{1}^{n} \lambda_k v_k \).
converges to a limit \( v \) in \( H \) denoted \( v = \sum_{k=1}^{\infty} \lambda_k v_k \).

**PROOF:** We must first show that the sequence \( w_n \) has the property that \( \|w_n - w_n\| \to 0 \) as \( m, n \to \infty \). Letting \( m = n + p \) for some integer \( p \), we have

\[
\|w_{n+p} - w_n\|^2 = \left\| \sum_{k=1}^{n+p} \lambda_k v_k \right\|^2.
\]

Since the sequence \( v_n \) is an orthonormal sequence, however,

\[
\left\| \sum_{k=1}^{n+p} \lambda_k v_k \right\|^2 = \sum_{k=1}^{n+p} |\lambda_k|^2.
\]

But

\[
\sum_{k=1}^{n+p} |\lambda_k|^2 = \sum_{k=1}^{n} |\lambda_k|^2 + \sum_{k=n+1}^{n+p} |\lambda_k|^2.
\]

Since \( \sum_{k=1}^{\infty} |\lambda_k|^2 < \infty \), however, we conclude that

\[
\sum_{k=1}^{n+p} |\lambda_k|^2 \to 0 \quad \text{as} \quad n \to \infty.
\]

Consequently, \( \|w_m - w_n\| \to 0 \) as \( m, n \to \infty \); hence, there exists a vector \( v \) in \( H \) such that \( \|w_n - v\| \to 0 \) as \( n \to \infty \), that is, the sequence \( w_n \) converges to the limit vector \( v \).

**THEOREM 14:** Let \( v_n \) be an orthogonal sequence of vectors in a Hilbert space.

Given any vector \( v \) in \( H \), the scalars \( \lambda_k = (v, v_k) \) satisfy the inequality \( \sum_{k=1}^{\infty} |\lambda_k|^2 < \infty \).

**PROOF:** Let \( v_1, \ldots, v_j \) be orthogonal vectors in \( H \). By direct expansion, it can be verified that for any \( v \) in \( H 

\[
\|v - \sum_{k=1}^{j} (v, v_k) v_k\|^2 = \|v\|^2 - \sum_{k=1}^{j} |(v, v_k)|^2.
\]

Since \( \|v - \sum_{k=1}^{j} (v, v_k) v_k\|^2 \) must always be greater than or equal to zero, it follows that
\[ \| v \|^2 \geq \sum_{1}^{j} |(v, v_k)|^2. \]

Since this is true for any \( j \), we have

\[ \sum_{1}^{\infty} |(v, v_k)|^2 = \sum_{1}^{\infty} |\lambda_k|^2 < \infty. \]

**THEOREM 15:** If \( v_n \) is an orthonormal basis for a Hilbert space \( H \), then each vector \( v \) can be expressed as

\[ v = \sum_{1}^{\infty} (v, v_k)v_k. \]

**PROOF:** We note, first, that the infinite sum is defined in Theorem 13, since the sequence of scalars \( \lambda_n = (v, v_n) \) was shown in Theorem 14 to have the required property of being square summable. Consider the vector \( w = v - \sum_{1}^{\infty} (v, v_k)v_k \). We wish to show that this vector is the zero vector. But \( (w, v_j) = 0 \) for any \( j \), since

\[ (w, v_j) = (v, v_j) - (v, v_j) = 0; \]

consequently, the vector \( v - \sum_{1}^{\infty} (v, v_k)v_k \) is orthogonal to every vector in the sequence \( v_n \). From Definition 14, however, the only vector orthogonal to each vector in an orthonormal basis is the zero vector. Hence

\[ v - \sum_{1}^{\infty} (v, v_k)v_k = 0 \]

or

\[ v = \sum_{1}^{\infty} (v, v_k)v_k. \]

These theorems provide a framework for the infinite-dimensional Hilbert spaces that are to be considered. Theorem 15 requires the existence of an orthonormal basis for the spaces. This set of basis vectors spans \( H \) by virtue of Theorem 15. It can be verified that this set of vectors is linearly independent, by virtue of the property that the only vector orthogonal to the entire set is the zero vector. In general, it is not true that every Hilbert space possesses an orthonormal basis.

An example of a Hilbert space that has an orthonormal basis is the space of square
integrable functions either on the infinite interval \((-\infty, +\infty)\) or on the semi-infinite interval \((0, +\infty)\). This space on the infinite interval is usually denoted \(L^2(-\infty, +\infty)\), and on the semi-infinite interval \(L^2(0, +\infty)\). An orthonormal basis for \(L^2(-\infty, +\infty)\) is the set of Hermite functions. An orthonormal basis for \(L^2(0, +\infty)\) is the set of Laguerre functions. In both of these spaces, the inner product is defined as the integral over the interval of the product of the functions.

In the previous discussion on finite-dimensional vector spaces, it was shown that the domain of any linear transformation is a vector space. If the domain of the transformation is a Hilbert space, it is not true in general, however, that the range will also be a Hilbert space. If continuity as defined below is imposed on the transformation, then, as will be seen in the following discussion, the range of the transformation will be a separable Hilbert space if the domain is a separable Hilbert space.

**DEFINITION 15:** Let \(V\) and \(W\) be inner product spaces, and \(T\) be a linear transformation from \(V\) onto \(W\). \(T\) is said to be continuous at \(v\) if \(T(v_n)\to T(v)\) as \(n\to\infty\) if \(v_n\to v\) as \(n\to\infty\), where \(v_n\) is a sequence of vectors in \(V\). \(T\) is a continuous transformation if it is continuous at every \(v\) in \(V\). Continuity of the transformation \(T\) is not a severe restriction when \(T\) is linear, for it can be shown that \(T\) will always be continuous if it is bounded, that is, if there exists a constant \(M > 0\) such that for every vector \(v\) in \(H\), \(\|T(v)\| \leq M\|v\|\). (See, for example, Berberian. 8) The set of theorems that follows is chosen to show that the range of a continuous linear transformation is a separable Hilbert space if the domain is a separable Hilbert space. In carrying out the proof the following preliminary results will be demonstrated.

1. The null space \(N\) of \(T\) is a closed subspace of \(H\), that is, the limit of any sequence of vectors in \(N\) is in \(N\) when this limit exists.
2. From (1), it follows that \(H\) can be decomposed into two spaces \(M\) and \(N\). The space \(N\) is the null space of \(T\), and the space \(M\) is the space of all vectors in \(H\) which are orthogonal to every vector in \(N\). Any vector in \(H\) can then be expressed as a unique linear combination of a vector in \(M\) and a vector in \(N\).
3. On the basis of (2), it will be shown that the quotient space \(H/N\) is a separable Hilbert space, and that the linear transformation \(T\) from \(H/N\) to the range of \(T\) is a continuous transformation.
4. It follows directly from (3) that the range of \(T\) is a separable Hilbert space.

Steps (1)-(4) will be stated formally in Theorems 16-19. In each of these theorems \(H\) denotes a separable Hilbert space, and \(T\) denotes a continuous linear transformation with \(H\) as the domain.

**THEOREM 16:** The null space \(N\) of \(T\) is a closed subspace of \(H\).

**PROOF:** Let \(n_1, n_2, \ldots\) be any sequence of vectors in \(N\), and \(v\) in \(H\) be the limit of this sequence. We wish to show that \(v\) is in \(N\). Since \(n_1, n_2, \ldots\) are in \(N\), \(T(n_1) = T(n_2) = \ldots = 0\). The limit of any sequence in \(T[N]\) is in \(T[N]\) because \(T[N] = 0\). Since \(T\) is continuous, \(T(n_n) = T(v)\) as \(p\to\infty\), that is, \(T(v)\) is the limit of the sequence \(T(n_p)\) in \(T[H]\). Hence \(T(v) = 0\), and \(v\) is in \(N\). Thus \(N\) is a closed subspace of \(H\).
THEOREM 17: Let $M$ denote the set of all vectors in $H$ which are orthogonal to every vector in $N$. Then every vector in $H$ can be expressed in one and only one way as the linear combination of a vector in $M$ and a vector in $N$.

PROOF: Let $v$ be any vector in $H$. It is stated without proof that there exists a vector $n_0$ in $N$ such that $\|v-n_0\| \leq \|v-n\|$ for all $n$ in $N$. (The proof of this statement is found in Berberian.9) Define $m_0 = v - n_0$. We must show that $m_0$ is in $M$, that is, $m_0$ is orthogonal to every vector in $N$.

Let $n$ be any vector in $N$, and $\lambda$ equal $(m_0, n)$. There is no loss in generality if $n$ is assumed to be unity, since, if $m_0$ is orthogonal to every vector of unit length in $N$, it is orthogonal to every vector in $N$. It can be verified by direct expansion that

$$\|m_0-\lambda n\|^2 = \|m_0\|^2 - |\lambda|^2.$$ 

Now, $m_0 - \lambda n = (v-n_0) - \lambda n = v - (n_0 - \lambda n)$. But $n_0 + \lambda n$ is in $N$; hence,

$$\|v-n_0\| \leq \|v-(n_0+\lambda n)\|$$

from the choice of $n_0$. Hence

$$\|m_0\| \leq \|m-\lambda n\|$$

and therefore

$$\|m_0\|^2 \leq \|m_0\|^2 - |\lambda|^2.$$ 

Consequently, $|\lambda|^2 = 0$, i.e. $(m_0, n) = 0$. Thus $m_0$ is in $M$.

We see, then, that any vector $v$ in $H$ can be written as the sum of a vector $m$ in $M$ and a vector $n$ in $N$. We must show, next, that for any vector $v$, $m$ and $n$ are unique. Assume that $m_1$ and $m_2$ are in $M$, $n_1$ and $n_2$ are in $N$, and

$$v = m_1 + n_1 = m_2 + n_2.$$ 

Then $(m_1-m_2) + (n_1-n_2) = 0$. But $m_1 - m_2$ is in $M$ and $n_1 - n_2$ is in $N$. Taking the inner product of $(m_1-m_2) + (n_1-n_2)$ with $(n_1-n_2)$, we have

$$\|(n_1-n_2)\|^2 = 0.$$ 

Similarly,

$$\|(m_1-m_2)\|^2 = 0.$$ 

Hence $n_1 = n_2$ and $m_1 = m_2$.

THEOREM 18: The quotient space $H/N$ is a separable Hilbert space, and the linear transformation $\tilde{T}$ from $H/N$ to the range of $T$ is a continuous transformation.

PROOF: To prove that $H/N$ is a separable Hilbert space, we must first define an
inner product in $H/N$. This can be done with the aid of the preceding theorem.

Let $[v+N]$ be any coset in $H/N$. Since $v$ can be written uniquely in the form $v = m + n$, the coset $[v+N]$ is equal to the coset $[m+N]$, since $n$ is in $N$. Furthermore, any coset of the form $[m+N]$ for some $m$ is in $H/N$. Consequently the set of cosets of the form $[m+N]$ is equal to the quotient space $H/N$, that is, every coset has a representative element in $M$. Furthermore, for every coset $[v+N]$ in $H/N$, there exists only one element $m$ in $M$ such that

$$m + N = v + N,$$

since the component of $v$ in $M$ is unique.

Let $[m_a+N]$ and $[m_b+N]$ be any two cosets in $H/N$, and define the inner product of these cosets as

$$( [m_a+N], [m_b+N] ) = (m_a', m_b') .$$

It can be verified that this inner product satisfies the required conditions stated in Definition 13. Let $[m_1+N], [m_2+N], \ldots$ denote any sequence in $H/N$ having the property that $\| [m_m+N] - [m_n+N] \| \to 0$ as $m, n \to \infty$. But $\| [m_m+N] - [m_n+N] \| = \| m_m - m_n \|$, and hence $\| m_m - m_n \| \to 0$ as $m, n \to \infty$. Since $H$ is a Hilbert space, there exists a vector $v$ in $H$ such that $\| m_n - v \| \to 0$ as $n \to \infty$. In particular, $v$ is in $M$. This follows directly from the statement without proof, that if $n_0$ is any vector in $N$, then $(m_n, n_0) \to (v, n_0)$ as $n \to \infty$ (the proof of this statement follows from Berberian). Hence $\| [m_n+N] - [v+N] \| \to 0$ as $n \to \infty$, and thus $H/N$ is a Hilbert space.

To show that $H/N$ is a separable Hilbert space, we must demonstrate that $H/N$ has an orthonormal basis. Let $v_1, v_2, \ldots$ be an orthonormal basis for $H$, and let

$$v_j = m_j + n_j, \quad m_j \text{ in } M \text{ and } n_j \text{ in } N.$$

Any vector $m$ can be expressed as a linear combination of the $m_j$, since

$$m = \sum_1^\infty c_k v_k = \sum_1^\infty c_k m_k + \sum_1^\infty c_k n_k .$$

But $m$ can be written in only one way as the sum of a vector in $M$ and a vector in $N$; hence, since $m = m + o$, it follows that

$$m = \sum_1^\infty c_k m_k .$$

Let $m'_1, m'_2, \ldots$ be the subsequence of the sequence $m_1, m_2, \ldots$ consisting of all the nonzero elements. Then any vector in $M$ can be expressed as a linear combination of the vectors $m'_1, m'_2, \ldots$. Let
\[ m_i^n = m_j^n / \| m_j^n \| \]
and
\[ m_j^n = \left[ m_j^n - \sum_{k=1}^{j-1} \left( m_j^n, m_k^n \right) m_k^n \right] / \left\| m_j^n - \sum_{k=1}^{j-1} \left( m_j^n, m_k^n \right) m_k^n \right\| \]
as dictated by the Gram-Schmidt orthogonalization procedure. Then the set \( m_1^n, m_2^n, \ldots \) will be an orthonormal basis for \( M \). It follows in a straightforward manner that the cosets \([m_1^n+N], [m_2^n+N], \ldots\) are an orthonormal basis for \( H/N \). Hence, \( H/N \) is a separable Hilbert space.

The final step in the proof of this theorem is to show that \( \tilde{T} \) is a continuous transformation, that is, we wish to show that if
\[ [m^n+n+N] \rightarrow [m+n+N] \quad n \rightarrow \infty, \]
then
\[ \tilde{T}[m^n+n+N] \rightarrow \tilde{T}[m+n+N] \quad n \rightarrow \infty. \]
But
\[ \tilde{T}[m^n+n+N] = T[m^n] \]
and
\[ \tilde{T}[m+n+N] = T[m], \]
and, since \( T \) is continuous, \( T[m^n] \rightarrow T[m] \quad n \rightarrow \infty. \)

THEOREM 19: Let \( W \) denote the range of \( T \). Then \( W \) is a separable Hilbert space.

PROOF: By virtue of Theorem 18, we need only demonstrate this result for the case in which \( T \) is invertible. When \( T \) is not invertible we can replace \( H \) by \( H/N \), and \( T \) by \( \tilde{T} \).

Let \( w_1 \) and \( w_2 \) be any two vectors in \( W \). Define the inner product of two vectors in \( W \) as
\[ (w_1, w_2) = (T^{-1}(w_1), T^{-1}(w_2)). \]
We must show that this inner product satisfies the conditions stated in Definition 5.

(1) \( (w_1+w_2, w_3) = (T^{-1}(w_1+w_2), T^{-1}(w_3)) \)
\[ = \left( T^{-1}(w_1)+T^{-1}(w_2), T^{-1}(w_3) \right) \]
\[ = \left( T^{-1}(w_1), T^{-1}(w_3) \right) + \left( T^{-1}(w_2), T^{-1}(w_3) \right) \]
\[ = (w_1, w_3) + (w_2, w_3). \]
(2) \((cw_1, w_2) = \left< T^{-1}(cw_1), T^{-1}(w_2) \right>\)
\[= \left< cT^{-1}(w_1), T^{-1}(w_2) \right>\]
\[= c \left< T^{-1}(w_1), T^{-1}(w_2) \right>\]
\[= c(w_1, w_2).\]

(3) \((w_1, w_2) = \left< T^{-1}(w_1), T^{-1}(w_2) \right>\)
\[= \left< T^{-1}(w_2), T^{-1}(w_1) \right>\]
\[= (w_2, w_1).\]

(4) \((w_1, w_1) = \left< T^{-1}(w_1), T^{-1}(w_1) \right> > 0 \quad \text{if } T^{-1}(w_1) \neq 0.\]

But \(T^{-1}(w_1) \neq 0\) if \(w_1 \neq 0\), and hence \((w_1, w_1) > 0\) if \(w_1 \neq 0\). Thus, under this inner product, \(W\) is an inner product space. To show that \(W\) is a Hilbert space, we must verify Definition 13.

Let \(w_1, w_2, \ldots, w_n, \ldots\) be a sequence of vectors in \(W\) having the property that
\[\|w_m - w_n\| \to 0 \quad \text{as } m, n \to \infty.\]
From the definition of the inner product in \(W\), \(\|w_m - w_n\| = \|T^{-1}(w_m) - T^{-1}(w_n)\|\). Hence the sequence \(T^{-1}(w_n)\) in \(H\) also has the property that \(\|T^{-1}(w_m) - T^{-1}(w_n)\| \to 0\) as \(m, n \to \infty\). Consequently, since \(H\) is a Hilbert space, there exists a vector \(v\) in \(H\) such that \(T^{-1}(w_n) \to v\) as \(n \to \infty\). Since \(T\) is continuous, it follows that \(w_n \to T(v)\) as \(n \to \infty\). Consequently, \(W\) is a Hilbert space. We must show, next, that \(W\) has an orthonormal basis.

To this end, let \(v_1, v_2, \ldots, v_n, \ldots\) be an orthonormal basis for \(H\) and consider the sequence \(T(v_1), T(v_2), \ldots\) in \(W\). The vectors in this sequence are orthonormal, since
\[\langle T(v_i), T(v_j) \rangle = (v_i, v_j).\]

Furthermore, if \(w\) is any vector in \(W\), then there exists a unique set of scalars such that
\[T^{-1}(w) = \sum_{k=1}^{\infty} c_k v_k\]
or
\[w = \sum_{k=1}^{\infty} c_k T(v_k).\]
Thus, the set $T(v_1), T(v_2), \ldots$ is an orthonormal basis for $W$; consequently, $W$ is a separable Hilbert space.

In Section IV, we shall be concerned with systems described by continuous transformations for which the inputs constitute a separable Hilbert space. The primary result there will be the derivation of a canonic representation of such systems. The result rests heavily on the fact that, by virtue of the preceding theorem, the set of system outputs also constitutes a separable Hilbert space. This fact, in conjunction with the following theorem leads to the canonic representation.

**THEOREM 20:** Let $H_1$ and $H_2$ be two infinite-dimensional Hilbert spaces having orthonormal bases. Then there exists an invertible linear transformation from $H_1$ onto $H_2$.

**PROOF:** Let $v_1, v_2, \ldots$ be an orthonormal basis for $H_1$, and $w_1, w_2, \ldots$ be an orthonormal basis for $H_2$. Define a linear transformation $T$ as

$$T(v) = \sum_{k=1}^{\infty} \langle v, v_k \rangle w_k.$$

We must show that $T$ is linear and invertible, and that its range is all of $W$. The linearity is easily verified. To show that it is invertible, we must show that its null space is zero, that is, $T(v) = 0$ implies $v = 0$, which follows directly from the linear independence of the orthonormal basis for $H_2$. To show that its range is all of $W$, we must show that if $w$ is any vector in $H_2$, then there exists a vector $v$ in $H_1$ such that

$$T(v) = w.$$

Since $H_2$ has an orthonormal basis, $w$ can be expressed in the form

$$w = \sum_{k=1}^{\infty} \langle w, w_k \rangle w_k.$$

The sequence $\lambda_k = \langle w, w_k \rangle$ is square summable, as was shown in Theorem 14. Hence, from Theorem 13, the sum $\sum_{k=1}^{\infty} \langle w, w_k \rangle v_k$ has a limit vector $v$ in $H_1$, that is,

$$v = \sum_{k=1}^{\infty} \langle w, w_k \rangle v_k.$$

But

$$T(v) = \sum_{k=1}^{\infty} \langle w, w_k \rangle T(v_k)$$

and from the definition of $T$, $T(v_k) = w_k$. Hence,
\[ T(v) = \sum_{1}^{\infty} (w, w_k) w_k = w \]

which was to be shown.

The result of Theorem 20 also applies when \( H_1 \) and \( H_2 \) are finite dimensional and

\[ \dim(H_1) = \dim(H_2) \]

In the Appendix another result concerned with separable Hilbert spaces having time functions as vectors is derived. This result plays an important role in the discussion of Section IV. It is reserved for an appendix rather than developed here because it relies on some of the notation and ideas discussed in Sections III and IV.

From the preceding theorems and definitions it should be clear that a separable Hilbert space is an inner-product space that can be approximated arbitrarily closely by a finite-dimensional inner-product space. If the domain of a linear transformation is a separable Hilbert space and the transformation is continuous, then the outputs can be approximated arbitrarily closely by a finite-dimensional approximation to the input space. Under these restrictions on a linear transformation and its domain, then, all of the results derived for finite-dimensional spaces can be extended directly.
III. GENERALIZED SUPERPOSITION AND HOMOMORPHIC SYSTEMS

3.1 INTRODUCTION

In the past, the concepts of linear algebra have been applied to a restricted class of systems, those that can be represented as linear transformations when vector addition is defined as the sum of the time functions in the vector space of inputs and the vector space of outputs. Because of the principle of superposition which these systems satisfy, they are relatively simple to analyze. This principle of superposition leads to characterization by means of the superposition integral. This representation can be interpreted as resulting from a decomposition of each of the inputs into a linear combination of infinitesimally narrow pulses. These pulses constitute a basis for the vector space of inputs. By virtue of the principle of superposition, the effect of the system on any function in the vector space of inputs is determined from its effect on the basis functions, with the result that the input and output are related through the convolution integral.

Alternatively, the set of complex exponentials of the form $e^{st}$, where $s$ is a complex number, can be chosen as the set of basis functions for the input vector space. Such functions are eigenfunctions of linear time-invariant systems, and hence such systems have the effect of multiplying these functions by constants. Thus, when complex exponentials are used as a basis for the vector space of inputs to a linear, time-invariant system the system is described by the set of constants by which it attenuates these exponentials, that is, it is described by its system function.

We have noted that vector spaces of time functions could be constructed with a variety of definitions for vector addition. When advantage is taken of the generality afforded by the postulates of vector addition and scalar multiplication, systems that are generally considered to be nonlinear can be represented as linear transformations between vector spaces. Formulated in terms of system theory, this procedure leads to a generalization of the principle of superposition. This principle encompasses the class of linear systems, as well as many nonlinear systems. In particular, it encompasses all invertible systems, as well as many systems that are not invertible.

3.2 GENERALIZED PRINCIPLE OF SUPERPOSITION

A linear system with transformation $T$ is characterized by the property that if $v_1(t)$ and $v_2(t)$ are any two system inputs, then

$$T[c_1v_1(t)+c_2v_2(t)] = c_1T[v_1(t)] + c_2T[v_2(t)]$$

for any scalars $c_1$ and $c_2$. From this definition, it is clear that the transformation $\phi$, defined as

$$\phi[v(t)] = e^{v(t)}$$

is nonlinear, since
\[ \phi \left[ c_1 v_1(t) + c_2 v_2(t) \right] = \left[ \phi(v_1) \right] c_1 \left[ \phi(v_2) \right] c_2. \]  

(2)

The transformation of Eq. 1 does obey a form of superposition in the sense that its response to the linear combination of a set of inputs is determined by its response to each of the inputs in the set. The manner in which the individual responses are combined to produce the response to a linear combination of inputs is defined by the right-hand side of Eq. 2.

If the set of inputs to the system of Eq. 1 constitutes a vector space under addition, then the set of outputs constitutes a vector space under multiplication and the transformation of Eq. 1 is an algebraically linear transformation between these spaces. Thus this system falls within the framework of linear algebra.

In order to avoid confusion with the more conventional notion of a linear system, systems that are algebraically linear will be referred to as homomorphic systems, since they are represented by homomorphic transformations between vector spaces. The vector space of inputs to a homomorphic system will be denoted \( V \), and the vector space of outputs will be denoted \( W \). The vector addition of two inputs \( v_1 \) and \( v_2 \) will be denoted \( v_1 \cdot v_2 \), and the multiplication of an input vector \( v \) with a scalar \( c \) will be expressed as \( (c \cdot v) \). The operations \( \cdot \) and \( \cdot \) will be referred to as the input operations of the homomorphic system. The vector addition of two outputs \( w_1 \) and \( w_2 \) will be denoted \( w_1 \cdot w_2 \), and the multiplication of an output vector \( w \) by a scalar \( c \) will be expressed as \( (c \cdot w) \). The operations \( \cdot \) and \( / \) will be referred to as the output operations of the system.

A homomorphic system with system transformation \( \phi \) has the property that

\[ \phi\left[(c_1 \cdot v_1) \cdot (c_2 \cdot v_2)\right] = \left[c_1 \cdot \phi(v_1)\right] \cdot \left[c_2 \cdot \phi(v_2)\right]. \]  

(3)

for any inputs \( v_1 \) and \( v_2 \) and any scalars \( c_1 \) and \( c_2 \). The property described by Eq. 3 will be referred to as the generalized principle of superposition. In the particular case for which the operations \( \cdot \) and \( \cdot \) are chosen to be addition and the operations \( \cdot \) and \( / \) are chosen to be multiplication, Eq. 3 reduces to the principle of superposition as it applies to linear systems.

A homomorphic system with system transformation \( \phi \), input operation \( \cdot \), and output operation \( \cdot \), will be denoted as shown in Fig. 1. An example of a homomorphic system is that system having the transformation specified by Eq. 1. In this case, the operations \( \cdot \), \( \cdot \), \( \cdot \), and \( / \) are chosen as

\[ v_1 \cdot v_2 = v_1 + v_2 \]
\[ c \cdot v = cv \]
\[ w_1 \cdot w_2 = w_1 w_2 \]
\[ c \cdot w = (w)^c. \]  
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This system is thus represented as shown in Fig. 2.

Fig. 1. Representation of a homomorphic system with input operation $\circ$, output operation $\Delta$, and system transformation $\phi$.

Fig. 2. Example of a homomorphic system with addition as the input operation and multiplication as the output operation.

Since homomorphic systems are represented by linear transformations between vector spaces, algebraic theorems applying to such transformations can be reformulated in terms of homomorphic systems. One of the objectives here will be to discuss the application of these theorems to homomorphic systems.

3.3 INVERTIBLE HOMOMORPHIC SYSTEMS

THEOREM 21: Let $\phi$ be the system transformation of an invertible system (a system for which the system transformation is invertible) for which the inputs constitute a vector space $V$ with operations $\circ$ and $\triangleright$. Then the system can be homomorphic under, at most, one choice for the output operations.

PROOF: We wish to show that if the system is homomorphic, then the output operations are unique. Assume that there are two sets of output operations under which the system is homomorphic. Let the first set be denoted $\circ$ and $\triangleright$, and the second set be denoted $\bullet$ and $\triangledown$. If $w_1$ and $w_2$ are any two outputs, then we wish to show that $c/w = c\triangledown w$ for all scalars $c$ in the field $F$ and all outputs $w$.

If we denote the inverse of $\phi$ by $\phi^{-1}$, then if $\phi(v) = w$ it follows that $v = \phi^{-1}(w)$. By assumption, the system $\phi$ is homomorphic with input operations $\circ$ and $\triangleright$ and output operations $\circ$ and $\triangleright$. By virtue of Theorem 8, the inverse system, having system transformation $\phi^{-1}$, is homomorphic with input operations $\circ$ and $\triangleright$ and output operations $\circ$ and $\triangleright$. Hence if $w_1$ and $w_2$ are any two outputs and $c$ is any scalar in $F$, we have

$$\phi^{-1}[w_1 \circ w_2] = \phi^{-1}(w_1) \circ \phi^{-1}(w_2)$$

and

$$\phi^{-1}[c/w_1] = c\triangleright\phi^{-1}(w_1).$$

By assumption, however, $\phi$ is also homomorphic with input operations $\circ$ and $\triangleright$ and output operations $\bullet$ and $\triangledown$. Hence $\phi^{-1}$ is homomorphic with input operations $\bullet$ and $\triangledown$ and output operations $\circ$ and $\triangleright$. Consequently,
\[ \phi^{-1}[w_1 \circ w_2] = \phi^{-1}(w_1) \circ \phi^{-1}(w_2) \]  \hfill (6)

and

\[ \phi^{-1}[c \circ w_1] = c \phi^{-1}(w_1). \]  \hfill (7)

Comparing Eqs. 4 and 6, we have

\[ \phi^{-1}[w_1 \circ w_2] = \phi^{-1}[w_1 \bullet w_2]. \]  \hfill (8)

If the vector in \( V \) given in Eq. 8 is put through the system \( \phi \), we have

\[ w_1 \circ w_2 = w_1 \bullet w_2 \]  \hfill (9)

for all outputs \( w_1 \) and \( w_2 \). Similarly, comparing Eqs. 5 and 7, we find

\[ \phi^{-1}[c/w_1] = \phi^{-1}[c \circ w_1] \]  \hfill (10)

or

\[ c/w_1 = c \circ w_1 \]  \hfill (11)

for all outputs \( w_1 \) and all scalars \( c \).

**Theorem 22:** Let \( \phi \) be an invertible system the inputs to which constitute a vector space under the operations \( \circ \) and \( > \). Then there always exists a unique set of output operations under which the set of outputs constitutes a vector space, and the system is homomorphic.

**Proof:** Let \( W \) denote the set of outputs of \( \phi \). If \( w_1 \) and \( w_2 \) are any two outputs, let their vector sum be defined as

\[ w_1 \circ w_2 \equiv \phi \left[ \phi^{-1}(w_1) \circ \phi^{-1}(w_2) \right]. \]  \hfill (12)

Similarly, let the scalar multiplication of any output \( w \) by a scalar \( c \) be defined as

\[ c/w \equiv \phi[c \circ \phi^{-1}(w)]. \]  \hfill (13)

We need to verify only that under this choice of output operations, the system \( \phi \) is homomorphic. Theorem 6 then requires that the set of outputs constitutes a vector space under these operations.

Let \( v_1 \) and \( v_2 \) be any two inputs, and \( c_1 \) and \( c_2 \) be any two scalars. Then \( \phi \) is homomorphic if

\[ \phi[(c_1 \circ v_1) \circ (c_2 \circ v_2)] = [c_1/\phi(v_1)] \circ [c_2/\phi(v_2)]. \]  \hfill (14)

Evaluating the right-hand side of Eq. 14 according to Eqs. 12 and 13, we have
Hence, \( \phi \) is a homomorphic system.

Furthermore, for a specified input space the set of output operations under which \( \phi \) is homomorphic is unique. This is seen by a direct application of Theorem 21.

Theorem 21 states that the class of homomorphic systems includes all invertible systems. When the input operations and the system transformation are specified, the output operations are given uniquely by Eqs. 12 and 13. In applying the theory of homomorphic systems, it would not be expected that the output operations would be constructed by means of Eqs. 12 and 13, since this would require a precise characterization of the system transformation. Because of the uniqueness of the output operations, however, we know that no matter how these operations are obtained, they must satisfy Eqs. 12 and 13. Equations 12 and 13 allow us to construct examples of homomorphic systems as an aid to developing the theory. By virtue of the uniqueness of the output operations, examples constructed in this way will not depend on a restricted choice for the output operations of the system.

As an example of the application of Eqs. 12 and 13, consider a linear, invertible, time-invariant system. Let \( h(t) \) denote the impulse response of the system, and \( \tilde{h}(t) \) the impulse response of the inverse system. Let the set of inputs \( V \) be a vector space under addition. Since the system was specified to be linear, we know, without application of Eqs. 12 and 13 that the system is homomorphic if vector addition of the outputs is chosen as the sum of the time functions, and scalar multiplication on the output set is chosen as the product of the time function and the scalar.

Since this set of output operations is unique under the specified choice of input operations, application of Eqs. 12 and 13 must yield this result. Specifically, Eq. 12 requires that if \( w_1 \) and \( w_2 \) are any two outputs, then

\[
[w_1 \circ w_2] = h(t) \circ [\tilde{h}(t) \circ w_1(t) + \tilde{h}(t) \circ w_2(t)],
\]

where \( \circ \) denotes convolution. Expanding Eq. 16,

\[
w_1 \circ w_2 = h(t) \odot \tilde{h}(t) \odot w_1(t) + h(t) \odot \tilde{h}(t) \odot w_2(t),
\]

since convolution distributes over addition. The convolution of \( h(t) \) and \( \tilde{h}(t) \) is the unit
impulse \( u_0(t) \); hence,
\[
    w_1 \odot w_2 = u_0(t) \otimes w_1(t) + u_0(t) \otimes w_2(t)
\]
or
\[
    w_1 \odot w_2 = w_1(t) + w_2(t).
\]
Similarly, Eq. 13 requires that
\[
    c/w(t) = h(t) \otimes [c(h(t) \otimes w(t))]
\]
or
\[
    c/w(t) = c[h(t) \otimes h(t) \otimes w(t)]
\]
and hence
\[
    c/w(t) = cw(t).
\]

As another example of the application of Eqs. 12 and 13, consider the system having
the transformation \( \phi \) given by
\[
    w = \phi(v) = e^v.
\]
(17)
The transformation corresponding to the inverse system is
\[
    v = \phi^{-1}(w) = \ln w.
\]
(18)
If the set of inputs is chosen as a vector space under addition with the field chosen as
the field of real numbers, then application of Eq. 12 requires that
\[
    w_1 \odot w_2 = \exp[\ln w_1 + \ln w_2]
\]
or
\[
    w_1 \odot w_2 = w_1 w_2
\]
(19)
and Eq. 13 requires that
\[
    c/w = \exp[c \ln w_1]
\]
or
\[
    c/w = [w_1]^c.
\]
(20)
The transformation of Eq. 17, however, is an invertible transformation under any input
vector space. If we choose as the set of inputs, a vector space over the field of real
numbers with vector addition defined as the product of the time functions and scalar
multiplication defined as the time function raised to the scalar power, then the set of
output operations corresponding to the transformation of Eq. 17 will be different from
those given in Eqs. 19 and 20. These output operations can, however, be determined
through the use of Eqs. 12 and 13. Applying Eq. 12, the vector sum of any two outputs \( w_1 \) and \( w_2 \) is given by

\[
  w_1 \circ w_2 = e^{\ln w_1 + \ln w_2}
\]

or

\[
  w_1 \circ w_2 = e^{\ln w_1 + \ln w_2}
\]

Similarly, scalar multiplication in the set of outputs is given by

\[
  c/w = e^{\ln w}^c.
\]

3.4 NONINVERTIBLE HOMOMORPHIC SYSTEMS

Theorem 22 guarantees that a system that is invertible for an input vector space \( V \), is homomorphic for this set of inputs. When a system is not invertible for a given set of inputs we are no longer assured that the system will be homomorphic with respect to these inputs. Theorems 6 and 12, together with the properties of quotient spaces, lead to necessary and sufficient conditions on the system transformation and the set of inputs associated with a given system such that the system is homomorphic. Before proceeding to a statement of the conditions in terms of a theorem, it would be well to indicate the direction which we take in this theorem.

Consider a system with transformation \( \phi \) and input vector space \( V \). By choosing any subspace \( N \) of \( V \), \( V \) can be divided into cosets. It is necessary that these cosets be formed with respect to a subspace of \( V \) rather than with respect to any arbitrary set of vectors in \( V \), in order that these cosets be well defined. If \( N \) is the null space of the system, each vector in a given coset will result in the same output. Furthermore, it will be seen in Theorem 23 that if each vector in a given set of vectors in \( V \) maps onto the same vector and if the system is homomorphic, then this set of vectors must be an element in the quotient space \( V/N \). In particular, any coset in \( V/N \) which does not map onto the identity element in the vector space of outputs cannot be a subspace of \( V \).

The approach to deriving necessary and sufficient conditions on a system in such a way that it be homomorphic, will be based on a consideration of conditions under which an invertible transformation can be defined from a quotient space associated with \( V \), to the set of outputs of the system. If such an invertible transformation can be defined, then Theorem 22 can be employed to determine a set of output operations under which the system is homomorphic.

THEOREM 23: Let \( \phi \) be the transformation of a system with an input vector space \( V \). Let \( S_1, S_2, \ldots, S_n \) be subsets of \( V \) with the properties that
(1) All elements in a given set $S_j$ produce the same output. This output corresponding to a set $S_j$ will be denoted $\phi[S_j]$.

(2) If $\phi[S_j]$ is the output produced by the set of inputs $S_j$ and $\phi[S_j]$ is the output produced by the set $S_j$, all $i$ and $j$, then $\phi[S_i] = \phi[S_j]$ implies that $i = j$.

Then, at most, one of the sets $S_1, S_2, \ldots, S_n$ can be a subspace of $V$.

PROOF: Properties (1) and (2) imply that no two sets $S_i$ and $S_j$ have an element in common. For, assume that $s$ is in $S_i$ and $s$ is in $S_j$, then from property (1),

$$\phi[S_i] = \phi(s)$$

and

$$\phi[S_j] = \phi(s),$$

and hence

$$\phi[S_i] = \phi[S_j],$$

which by virtue of property (2) requires that $i = j$.

Any subspace of $V$ must contain the identity element in $V$. Hence if two of the sets $S_1, S_2, \ldots, S_n$ are subspaces of $V$, they must both contain the identity element, and hence would have an element in common. Thus, at most, one of the sets $S_1, S_2, \ldots, S_n$ can be a subspace of $V$.

THEOREM 24: Let $\phi$ be the transformation of a system with an input vector space $V$. Let $S_1, S_2, \ldots, S_n$ be subsets of $V$ with the properties that

1. All elements in a given set $S_j$ produce the same output.
2. If $v$ is a vector in $V$, then $\phi(v) = \phi[S_j]$ implies that $v$ is in $S_j$.
3. The sets are distinct; that is, if $\phi[S_i] = \phi[S_j]$, then $i = j$.
4. The union of the sets $S_1, S_2, \ldots, S_n$ is all of $V$.

If none of the sets $S_1, S_2, \ldots, S_n$ is a subspace of $V$, then the system cannot be homomorphic.

PROOF: Let $e$ denote the identity element in $V$ and let $S_e$ denote the set of elements such that

$$\phi(e) = \phi(S_e).$$

If $\phi$ is homomorphic, then the element $\phi(e)$ must be the identity element in the vector space of outputs $W$ by virtue of Theorem 4. Because of property (2) imposed on the sets $S_1, S_2, \ldots, S_n$, the set $S_e$ contains all of the elements in $V$ which map through $\phi$ to the identity in $W$. Hence, by definition, $S_e$ is the null space of $V$ and Theorem 6 then requires that $S_e$ be a subspace of $V$.

Property (4) imposed on the sets $S_1, S_2, \ldots, S_n$ requires that this set of subsets of $V$ must contain the subset of all elements of $V$ that map onto $\phi(e)$ and hence must contain $S_e$. If $\phi$ is homomorphic, then one of these subsets must be a subspace of $V$; hence, if none of these subsets is a subspace of $V$, then the system cannot be homomorphic.
Theorems 23 and 24 together require that a necessary condition so that a system be homomorphic is that we can find one and no more than one subspace in $V$ which contains all of the elements that map onto a single element in the set of outputs. In general, if the system transformation is well defined, then we are guaranteed that no more than one such subspace can be found. If one such subspace exists, then it must contain the identity element from $V$. Hence, if $e$ denotes the identity element in $V$, then Theorem 24 can be reformulated to require that a system with transformation $\phi$ cannot be homomorphic unless the set of all elements $v$ in $V$ such that $\phi(v) = \phi(e)$ is a subspace of $V$. As shown in Theorem 25, this condition, together with one other condition, provides necessary and sufficient conditions on a system so that it will be homomorphic.

**THEOREM 25:** Let $\phi$ be the system transformation of a system with input vector space $V$. Then necessary and sufficient conditions so that the system be homomorphic are

1. The set of elements $S_e$ in $V$ is a subspace of $V$, where $S_e$ is the set of all elements $s$ in $V$ with the property that $\phi(s) = \phi(e)$, where $e$ is the identity in $V$.
2. Consider the quotient space $V/S_e$, where $S_e$ is a subspace of $V$. Let $v \circ S_e$ be any coset in the quotient space. If $v'$ is any element in $v \circ S_e$, then $\phi(v') = \phi(v)$. (This condition requires that any given coset in the quotient space $V/S_e$ have a unique mapping in $W$, that is, $\phi[v \circ S_e]$ will be well defined for every $v$ in $V$, and each coset will produce a different output.)

**PROOF:** To prove that these two conditions are necessary, we assume that the system is homomorphic and show that this requires that conditions (1) and (2) hold.

Assume that the system is homomorphic. Then, by definition, $S_e$ is the null space of $\phi$. Theorem 6 then requires that $S_e$ be a subspace of $V$. To show that condition (2) is implied by the assumption that the system is homomorphic, let $W$ denote the output vector space with vector addition and scalar multiplication denoted by $+$ and $\cdot$, respectively. If $e$ is the identity in $V$, then $\phi(e)$ is the identity in $W$. Let $v \circ S_e$ be any coset in $V/S_e$, and $v'$ be an element in $v \circ S_e$. Then there exists some element $s$ of $S_e$ such that

$$v' = v \circ s.$$

Hence $\phi(v) = \phi(v \circ s) = \phi(v) \circ \phi(s)$. But, since $s$ is in $S_e$, $\phi(s)$ is the identity element in $W$. Consequently,

$$\phi(v') = \phi(v) \quad \text{all } v' \text{ in } v \circ S_e,$$

and therefore condition (2) holds.

To show that conditions (1) and (2) are sufficient, we shall assume that these conditions hold, and prove that the system must then be homomorphic. Condition (1) permits the construction of a quotient space with respect to the set $S_e$, since it requires that this set be a subspace of $V$. Condition (2) then provides an invertible transformation between the quotient space $V/S_e$ and the set of outputs $W$, since for any coset
In the quotient space $V/S_e$ there exists a well-defined mapping to an element in $W$ given by

$$
\tilde{\Phi}(v \circ S_e) = \phi(v).
$$

The transformation $\tilde{\Phi}$ can then be considered as the system transformation associated with an invertible system with inputs that are elements in the quotient space $V/S_e$. Theorem 22 requires that the system with transformation $\tilde{\Phi}$ be a homomorphic system and that the set of outputs $W$ be a vector space. Specifically, vector addition in the set of outputs is defined by

$$
w_1 \circ w_2 = \tilde{\Phi}\left(\tilde{\Phi}^{-1}(w_1) \circ \tilde{\Phi}^{-1}(w_2)\right),
$$

where $w_1$ and $w_2$ are any two elements in $W$. The elements $\tilde{\Phi}^{-1}(w_1)$ and $\tilde{\Phi}^{-1}(w_2)$ are cosets in the quotient space $V/S_e$. Scalar multiplication in $W$ is defined as

$$
c/w = \tilde{\Phi}(c \circ \tilde{\Phi}^{-1}(w)).
$$

It remains only to show that with this choice of output operations the system with system transformation $\phi$ and input vector space $V$, is homomorphic. Let $v_1$ and $v_2$ be any two elements in $V$. Then

$$
\phi(v_1) = \tilde{\Phi}[v_1 \circ S_e],
$$

$$
\phi(v_2) = \tilde{\Phi}[v_2 \circ S_e],
$$

$$
\phi(v_1 \circ v_2) = \tilde{\Phi}[(v_1 \circ v_2) \circ S_e].
$$

From the definition of vector addition in the quotient space $V/S_e$ as stated in Theorem 3, however,

$$
(v_1 \circ v_2) \circ S_e = (v_1 \circ S_e) \circ (v_2 \circ S_e);
$$

hence,

$$
\phi(v_1 \circ v_2) = \tilde{\Phi}[(v_1 \circ S_e) \circ (v_2 \circ S_e)].
$$

Since $\tilde{\Phi}$ is homomorphic,

$$
\tilde{\Phi}[(v_1 \circ S_e) \circ (v_2 \circ S_e)] = \tilde{\Phi}[v_1 \circ S_e] \circ \tilde{\Phi}[v_2 \circ S_e].
$$

By definition of $\tilde{\Phi}$, however,

$$
\tilde{\Phi}[v_1 \circ S_e] = \phi(v_1).
$$
\[ \tilde{\phi}[v_2 \circ S_e] = \phi(v_2). \]

Consequently,
\[ \phi(v_1 \circ v_2) = \tilde{\phi}[v_1 \circ S_e] \circ \tilde{\phi}[v_2 \circ S_e] = \phi(v_1) \circ \phi(v_2). \] (23)

Next, let \( v \) be any element in \( V \), and \( c \) any scalar in the field. Then
\[ \phi(v) = \tilde{\phi}[v \circ S_e] \]
\[ \phi(c > v) = \tilde{\phi}[(c > v) \circ S_e]. \]

From the definition of scalar multiplication in \( V/S_e \), however,
\[ (c > v) \circ S_e = c > (v \circ S_e); \]
hence,
\[ \phi(c > v) = \tilde{\phi}[(c > v) \circ S_e]. \]

But, since \( \tilde{\phi} \) is homomorphic,
\[ \tilde{\phi}[c > (v \circ S_e)] = c / \tilde{\phi}(v \circ S_e) \]
or
\[ \tilde{\phi}[c > (v \circ S_e)] = c / \phi(v) \]

Therefore
\[ \phi(c > v) = c / \phi(v). \] (24)

Equations 23 and 24 are sufficient for the system to be homomorphic.

THEOREM 26: Let \( \phi \) be a homomorphic system with input vector space \( V \) and null space \( N \). Let the subset \( S \) of \( V \) be defined by the properties
1. If \( s_1 \) and \( s_2 \) are any two elements in \( S \), then \( \phi(s_1) = \phi(s_2) \).
2. If \( s \) is in \( S \) and \( v \) is in \( V \), then \( \phi(s) = \phi(v) \) implies that \( v \) is in \( S \).

Then each such subset is a distinct coset in \( V/N \). In particular, each subset \( S \) is the coset \( s \circ N \), where \( s \) is any element in \( S \).

PROOF: Let \( S \) be any subset of \( V \) having properties (1) and (2). Consider the coset \( s \circ N \), where \( s \) is in \( S \). Let \( s \circ n \) be any element in this coset. Then \( \phi(s \circ n) = \phi(s) \circ \phi(n) \), since \( \phi \) is homomorphic. But \( \phi(n) \) is the identity in the output set \( W \), since \( n \) is in the null space. Hence
\[ \phi(s \circ n) = \phi(s); \]
consequently, \( s \circ n \) is in \( S \) by virtue of property (2). Thus the coset \( s \circ N \) is contained in the set \( S \).
We must show next that the set \( S \) is contained in the coset \( s \circ N \). Let \( s_1 \) be any element in \( S \). Then \( s_1 \) can be expressed as
\[
s_1 = s \circ (s^{-1} \circ s_1).
\]
But \( s^{-1} \circ s_1 \) is in the null space \( N \), since
\[
\phi(s) = \phi(s_1),
\]
and the system is homomorphic. Hence for any \( s_1 \) in \( S \), there exists an \( n_1 \) in \( N \) such that
\[
s_1 = s \circ n_1;
\]
consequently, \( s_1 \) is in the coset \( s \circ N \). Thus \( S \) is contained in \( s \circ N \) and therefore
\[
S = s \circ N.
\]
The fact that each of these cosets is distinct follows directly from property (2) and Theorem 4.

Theorems 25 and 26 provide a procedure for investigating whether or not a given system is homomorphic. Specifically, according to Theorem 25, we first find all elements in the input-vector space \( V \) which produce the same output as that produced by the identity element in \( V \). If this set is not a subspace of \( V \), then the system cannot be homomorphic. If it is a subspace of \( V \), we must then determine whether or not every coset constructed by adjoining each vector in \( V \) to the null space has a unique output. If each of these cosets has a unique mapping, then the system is homomorphic. If not, the system cannot be homomorphic. Alternatively, the second condition can be reformulated in terms of Theorem 25. The input vector space can be divided into all of those sets that produce unique outputs in \( W \). The system is only homomorphic if each of these sets is a coset in the space \( V/S_e \), where \( S_e \) is the subspace of \( V \) defined previously.

As an example of the application of this procedure, consider an invertible system with input vector space \( V \) and system transformation \( \phi \). Since the system is invertible, the set \( S_e \) contains only the identity in \( V \). The identity alone constitutes a subspace; hence, the first condition of Theorem 25 is met. Each of the cosets in the quotient space \( V/S_e \) when \( S_e \) is the identity alone contain only a single vector; specifically, the coset \( v \circ S_e \) contains only the vector \( v \). Thus all of the vectors in any given coset produce the same output and each coset is associated with a different output. Consequently the second condition of Theorem 25 is satisfied. Alternatively, if we interpret the second condition of Theorem 25 by means of Theorem 26, we can divide \( V \) into sets defined by the property that any given set contains all of the inputs that produce a given output. Again, since the system is invertible, each of these sets contains a single vector from \( V \). These are the cosets in \( V/S_e \), and hence by this interpretation, the
second condition of Theorem 25 is satisfied. It can be ascertained that when \( S_e \) consists of the identity alone, which by Theorem 10 is a necessary and sufficient condition for a homomorphic system to be invertible, Eqs. 21 and 22 reduce to Eqs. 12 and 13. It follows, then, that as we have already shown by other means, any invertible system is homomorphic.

As another example of the application of Theorem 25, consider a system with transformation \( \phi \) defined as

\[
\phi(v) = v^2.
\]

Let us choose the input vector space \( V \) to be a space under addition and require that it contain more than just the identity element. Since the identity element in \( V \) is the element 0, the set \( S_e \) is the set of all elements \( s \) in \( V \) with the property that

\[
\phi(s) = \phi(0) = 0.
\]

From Eq. 25 we see that there is no element in \( V \) other than the identity which will produce zero output; hence, the set \( S_e \) contains the identity alone. The identity is a subspace of \( V \); hence, the first condition of Theorem 26 is met. Because the set \( S_e \) is the identity alone, the coset \( v \circ S_e \) in \( V/S_e \) is the vector \( v \). But the coset \( v \circ S_e \) and \( (-v) \circ S_e \) produces the same output; hence, condition (2) of Theorem 26 is not met. Thus the given system is not homomorphic.

As a third example, consider the system with transformation \( \phi \) defined by

\[
\phi(v) = \frac{1}{v} \frac{dv}{dt}.
\]  

Let the input vector space be chosen as a space under multiplication, in which case the identity \( e \) in \( V \) is \( e = 1 \). The set \( S_e \) is then the set of all elements \( s \) in \( V \) such that

\[
\frac{1}{s} \frac{ds}{dt} = 0,
\]

which is the set of all constant inputs in \( V \). It can be verified that this set is a subspace of \( V \). Now, consider any \( \gamma \circ v \circ S_e \). We must show that all elements of the form \( v \cdot c \), where \( c \) is a constant, produce the same output, for any \( c \). But

\[
\phi(v \cdot c) = \frac{1}{v \cdot c} \frac{d}{dt} (v \cdot c) = \frac{1}{v} \frac{dv}{dt}
\]

and hence \( \phi(v \cdot c) \) is independent of \( c \), as required. We must then ascertain that each distinct coset is associated with a different output. In Theorem 4 we noted that if two cosets have any element in common, they are identical cosets. Conversely, if two cosets differ by at least one element, then they will have no elements in common. Consider two distinct cosets \( v_1 \circ S_e \) and \( v_2 \circ S_e \). Then

\[
\phi[v_1 \circ S_e] = \frac{1}{v_1} \frac{dv_1}{dt} = \frac{d}{dt} [\ln v_1]
\]
The system with the transformation of Eq. 25 will be homomorphic if and only if
\[ \phi[v_1 \circ S_e] = \phi[v_2 \circ S_e] \tag{26} \]
implies that \( v_1 \circ S_e \) and \( v_2 \circ S_e \) are identical cosets, i.e. that \( v_1 \) is a scalar multiple of \( v_2 \). But Eq. 26 requires that
\[ \frac{d}{dt} [\ln v_1] = \frac{d}{dt} [\ln v_2] \]
or
\[ \ln v_1 = \ln v_2 + c \]
for some constant \( c \). Hence
\[ v_1 = c'v_2 \tag{27} \]
for some constant \( c' \); therefore, we conclude that the system is homomorphic.

In Theorem 22 we investigated the necessary and sufficient conditions on an invertible system such that a set of output operations could be selected to make the system homomorphic. These output operations were shown to be unique. Similarly, in Theorem 25 necessary and sufficient conditions on a noninvertible system were given so that the system was homomorphic. It was shown that when these conditions were met, and the output operations were chosen according to Eqs. 21 and 22, then the system would be homomorphic. As for an invertible system, it can be shown that the output operations chosen according to Eqs. 21 and 22 are a unique choice.

**THEOREM 27:** Let \( \phi \) be the system transformation of a (not necessarily invertible) system, with input vector space \( V \). Then there is, at most, one choice for the output operations under which the system is homomorphic.

**PROOF:** The desired result can be shown by assuming that the system is homomorphic under more than one choice for the output operations, and from this deriving a contradiction.

Specifically, let \( W \) denote the set of outputs. Let \( N_1 \) denote the null space of the system when the output operations are \( \circ \) and \( \circ / \), and let \( N_2 \) denote the null space of the system when the output operations are \( \circ \) and \( \int \). If \( e \) denotes the identity in \( V \), then \( N_1 \) contains all of the elements \( n \) in \( V \) with the property that \( \phi(n) = \phi(e) \). Similarly, \( N_2 \) contains all of the elements \( n' \) in \( V \) such that \( \phi(n') = \phi(e) \). Hence, \( N_1 = N_2 \), that is, the null spaces under the two choices for the output operation are identical. Let \( N_1 \) and \( N_2 \) both be denoted by \( N \), and consider the quotient space \( V/N \). Theorem 12 requires that the system having the space \( V/N \) as the input space and the space \( W \) as the output
space be an invertible homomorphic system. If the original system had more than one
choice for the output operations, however, this invertible system would also have more
than one choice for the output operations, which contradicts Theorem 22.

Because of Theorem 27, the output operations of a homomorphic system which are
constructed according to Eqs. 21 and 22 represent a unique choice for these operations.
Consider, for example, the system having the transformation of Eq. 26, with the input
vector space being a space under multiplication. It has been determined that this system
is homomorphic. An element \( v \in N \) in the space \( V/N \), where \( N \) is the null space, is
the set of elements in \( V \) that are scalar multiples of \( v \). The mapping \( \phi \) from \( V/N \) to
\( W \), and the inverse of \( \phi \) are defined by

\[
\tilde{\phi} [cv] = \frac{1}{v} \int v \, dt = w
\]

and

\[
\tilde{\phi}^{-1} (w) = e^{\int w \, dt} = [cv].
\]

Using Eqs. 21 and 22, we find that the output operations of the system must be

\[
w_1 \circ w_2 = \tilde{\phi} \left( \tilde{\phi}^{-1} (w_1) \tilde{\phi}^{-1} (w_2) \right)
\]

\[
= \frac{d}{dt} \ln \left( e^{\int w_1 \, dt} \left( e^{\int w_2 \, dt} \right) \right) = w_1 + w_2
\]

and

\[
c/w_1 = \frac{d}{dt} \ln \left( e^{\int w_1 \, dt} c \right) = cw_1
\]

for any \( w_1 \) and \( w_2 \) in \( W \), and any scalar \( c \) in the field.
IV. CANONIC REPRESENTATION FOR HOMOMORPHIC SYSTEMS

4.1 INTRODUCTION

The class of homomorphic systems has been introduced. The generalized principle of superposition which is satisfied by these systems is similar in form to the principle of superposition describing a linear system; when the input and output operations of a homomorphic system are addition, the system is linear and the generalized principle of superposition reduces to the statement of superposition in its usual form.

A canonic representation for homomorphic systems will now be derived. This representation amounts to a substitution of variables which reduces the system to a linear system. For any particular homomorphic system the input and output variables that are chosen so that the equivalent system will be linear, are dependent only on the input vector spaces, and not on the details of the homomorphic mapping between these spaces.

As an example of the form that the canonic representation takes, consider a homomorphic system having multiplication as both the input operation and the output operation, as indicated in Fig. 3. This system has the property that for any two inputs \(v_1\) and \(v_2\) and any scalar \(c\),

\[
\phi[c_1 v_1 c_2 v_2] = [\phi(v_1)]^c \phi(v_2) = w_1^c w_2^c,
\]

where \(w_1 = \phi(v_1)\), and \(w_2 = \phi(v_2)\).

If we perform the substitution of variables

\[
x = \ln v
\]

and

\[
y = \ln w,
\]

then the relation between \(x\) and \(y\) becomes

\[
e^y = \phi(e^x)
\]

or

\[
y = \ln [\phi(e^x)] = \phi'(x)
\]
But the transformation $\phi'$ is linear because if $x_1$ and $x_2$ are any two inputs and $c$ is any scalar

$$\phi'[cx_1 + x_2] = c\phi'(x_1) + \phi'(x_2).$$

Hence by the substitution of variables defined by Eqs. 29 and 30, the system has been reduced to a linear system. The system of Fig. 3 is thus representable in the form of Fig. 4 where the linear transformation $\phi'$ is defined by Eq. 31. In the representation
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**Fig. 4.** Equivalent representation of the system of Fig. 3.

in Fig. 4, the first and last systems depend only on the input and output vector spaces; they do not depend on the details of the transformation $\phi$. We notice also for this particular example, that all of the memory in the system of Fig. 3 is concentrated in the linear system $\phi'$ of Fig. 4, since the first and last systems in this representation are memoryless. Here we shall derive necessary and sufficient conditions under which this can be done.

### 4.2 CANONIC REPRESENTATION

In the example just presented, a homomorphic system was reduced to a linear system by means of a substitution of variables. This essentially requires a mapping of the vector space of inputs onto a vector space under addition, in a one-to-one manner. Similarly, the vector space of outputs must also be mapped onto a vector space under addition in a one-to-one manner. Our objective now is to show that for any vector space such a mapping exists, and to discuss the resulting representation.

Let us restrict the system inputs to constitute a Hilbert space with an orthonormal basis, and restrict the system transformation to be a continuous homomorphic transformation. Under these restrictions, the system outputs will also constitute a Hilbert space with an orthonormal basis. This is equivalent to assuming that the input and output spaces can be approximated arbitrarily closely by finite dimensional spaces. By virtue of Theorem 20, both the input vector space and the output vector space are isomorphic with any infinite dimensional Hilbert space having an orthonormal basis. In particular, each of these spaces will be isomorphic with a Hilbert space in which vector addition is interpreted as the sum of the corresponding time functions, for example, the space of functions that are square integrable. Thus we can always define an invertible
homomorphic system that maps the inputs onto a Hilbert space under addition, and an invertible homomorphic system that maps the outputs onto a Hilbert space under addition.

Consider a homomorphic system, then, with input vector space $V$ which is a Hilbert space with an orthonormal basis, output vector space $W$, and continuous system transformation $\phi$. Let $\phi_0$ denote the system transformation of an invertible homomorphic system with $V$ as the input vector space, and a vector space under addition, denoted by $V_+$, as the output vector space. Similarly, let $\phi_0$ denote the system transformation of an invertible homomorphic system with $W$ as the input vector space, and a vector space under addition, denoted by $W_+$, as the output vector space. Since the systems $\phi_0$ and $\phi_0$ are invertible, the system $\phi$ can be represented in the form shown in Fig. 5. The system enclosed in the dotted lines, however, is a linear system and hence the system of Fig. 5 can be redrawn in the form of Fig. 6, where $L$ is a linear system. We recognize furthermore that the system of Fig. 6 is a homomorphic system with $V$ as the input vector space and $W$ as the output vector space, for any choice of the linear system $L$. The representation of Fig. 6 will be referred to as a canonic representation of homomorphic systems.

An example of the canonic representation of a homomorphic system was shown in Fig. 4. In this case the homomorphic system had multiplication as both the input and output operations. An example of such a system is that system having a transformation $\phi$ defined as

$$\phi(v) = v^k, \quad k \in \mathbb{R}.$$  

In this case, the canonic representation takes the form of Fig. 7. To obtain any
Fig. 7. Canonic representation of a homomorphic system with transformation $\phi[v] = v^k$.

Homomorphic system having the same input and output vector spaces as the system of Fig. 7, we need only replace the amplifier of gain $k$ with other linear systems.

From the form of the canonic representation, we recognize it as a substitution of variables which reduces a homomorphic system to a linear system. The particular choice for the substitution of variables associated with any specified homomorphic system is governed only by the input vector space and output vector space associated with the system. The details of the mapping between these spaces is then contained in the linear system $L$.

4.3 CLASSIFYING HOMOMORPHIC SYSTEMS

The canonic representation suggests a means for classifying homomorphic systems. Specifically, let us classify homomorphic systems according to their input and output spaces. Since the characteristic systems $a_o$ and $a_o$ are determined entirely by the input vector space and output space associated with the homomorphic system, all systems within a specified class will have identical systems $a_o$ and $a_o$ in the canonic representation. The systems within each class will differ only in the details of the linear system appearing in this representation.

As a simple example of this means of classifying homomorphic systems, we would consider all linear systems as representing one class of homomorphic systems. Another class of homomorphic systems would be the class having the characteristic systems that appear in the representation of Fig. 7. In this case vector addition is defined as multiplication of the associated time functions, and scalar multiplication is defined as the associated time function raised to the scalar power.

4.4 CONDITIONS ON A HOMOMORPHIC SYSTEM SUCH THAT THE CHARACTERISTIC SYSTEMS ARE MEMORYLESS

In the class of homomorphic systems characterized by multiplication as both the input operation and the output operation, we observe that the characteristic systems $a_o$ and $a_o$ are memoryless systems, i.e., that output of each at any given instant of time is dependent only on the input at the same instant of time. Hence, for this particular class of systems, all of the system memory can always be concentrated in the linear
system in the canonic representation.

The question arises as to the conditions on a class of homomorphic systems under which the characteristic systems \( a_0 \) and \( a_0^{-1} \) are memoryless. Since these systems represent invertible mappings from the input and output vector spaces respectively we wish to determine the necessary and sufficient conditions on a vector space consisting of time functions, such that a memoryless, invertible, homomorphic mapping to a vector space under addition can be constructed. In the following discussion it will be shown that the necessary and sufficient conditions are that the operations of vector addition and scalar multiplication must themselves be memoryless.

To show first of all that these conditions on the vector space are necessary, consider an invertible homomorphic system with transformation \( a_0 \), input vector space \( V \) and output vector space \( W \). Let the operation of vector addition in \( V \) be denoted by \( + \) and the operation of scalar multiplication in \( V \) be denoted by \( \cdot \). Let \( W \) be a vector space under addition. Then by virtue of Theorem 22, vector addition and scalar multiplication in \( V \) must be expressible uniquely as

\[
v_1 + v_2 = a_0^{-1}[a_0(v_1) + a_0(v_2)]
\]

(32)

\[
c \cdot v_1 = a_0^{-1}[c a_0(v_1)]
\]

(33)

for any \( v_1 \) and \( v_2 \) in \( V \) and any scalar \( c \). Let us denote the instantaneous value of a vector \( v \) in \( V \) at a time \( t \) by \( v|_{t} \). Then we wish to determine whether Eqs. 32 and 33 require that the operations of vector addition and scalar multiplication be defined on the instantaneous values of \( v_1 \) and \( v_2 \) if \( a_0 \) is memoryless. Consider first, Eq. 32. Since \( a_0 \) is memoryless, its inverse \( a_0^{-1} \) is also memoryless. Hence, the right-hand side of (32) is defined on the instantaneous values of \( v_1 \) and \( v_2 \). Hence, the left-hand side of (33) must also be defined on instantaneous values of \( v_1 \) and \( v_2 \). We must next ascertain that

\[
[v_1 + v_2]|_{t_1} = (v_1|_{t_1}) + (v_2|_{t_1})
\]

(34)

But

\[
[v_1 + v_2]|_{t_1} = [a_0^{-1}[a_0(v_1) + a_0(v_2)]]|_{t_1}
\]

(35)

and

\[
(v_1|_{t_1}) + (v_2|_{t_1}) = a_0^{-1}[a_0(v_1|_{t_1}) + a_0(v_2|_{t_1})]
\]

(36)

But, since \( a_0 \) is memoryless, Eq. 36 becomes

\[
(v_1|_{t_1}) + (v_2|_{t_1}) = a_0^{-1}[a_0(v_1|_{t_1}) + a_0(v_2|_{t_1})]
\]

Since addition is memoryless, we see that
Finally, since $a^{-1}_o$ is memoryless,
\[
(v_1|t_1) \circ (v_2|t_1) = a^{-1}_o\left[ a_o(v_1) + a_o(v_2) \right]|_{t_1}.
\] 
(37)

Comparing Eqs. 35 and 37, we see that
\[
[v_1 \circ v_2]|_{t_1} = (v_1|t_1) \circ (v_2|t_1)
\]
whenever $a_o$ is a memoryless system. Similarly, we wish to show that the assumption that $a_o$ is memoryless implies that $>o$ is memoryless, that is
\[
[c_o> v_1]|_{t_1} = [c_o> (v_1|t_1)].
\] 
(38)

Referring to Eq. 33, we see that the operation $>o$ is defined on instantaneous values of $v_1$, since $a_o$ is memoryless. To show that (38) is satisfied, we observe that because scalar multiplication is memoryless and $a_o$ is memoryless,
\[
a^{-1}_o\left[ c_o a_o(v_1) \right]|_{t_1} = a^{-1}_o\left[ c_o a_o(v_1) \right]|_{t_1}.
\] 
(39)

But, the left-hand side of (39) is
\[
a^{-1}_o\left[ c_o a_o(v_1) \right] = c_o> (v_1|t_1)
\]
and the right-hand side of (39) is
\[
[c_o a_o(v_1)]|_{t_1} = [c_o> (v_1)]|_{t_1}.
\] 
(40)

Comparing Eqs. 39 and 40, we see then that Eq. 38 is satisfied; consequently, $>o$ is a memoryless operation. Hence, a necessary condition on the vector space $V$ so that $a_o$ is a memoryless system is that the operations $\circ$ and $>o$ must be memoryless operations.

The next step is to show that this also constitutes a sufficient condition. To this end, let $V$ be a vector space with vector addition denoted $\circ$ and scalar multiplication denoted $>$. Elements of the vector space are time functions, that is, they are scalars indexed over time $t$. Vector addition and scalar multiplication in $V$ are assumed to be memoryless, that is, at any value of $t$,
\[
(v_1 \circ v_2)|_t = (v_1|t) \circ (v_2|t)
\] 
(41)
\[
(c_o>v)|_t = c_o> (v_1|t)
\] 
(42)

for any $v_1$ and $v_2$ in $V$ and any scalar $c$ in $F$. Let $e$ denote the identity in $V$.

Consider the set of all scalar values which the time functions in $V$ can assume at an
instant of time $t$. Let this set be denoted $S_t$. Then the set $S_t$ is itself a vector space, for

(a) Let $\eta_1$ and $\eta_2$ by any scalars in $S_t$. Then there is a vector $v_1$ in $V$ and $v_2$ in $V$ such that $v_1|_t = \eta_1$ and $v_2|_t = \eta_2$. Since $V$ is a vector space, $v_1 \circ v_2$ is in $V$; hence, $(v_1 \circ v_2)|_t$ is in $S_t$. But from Eq. 41, $(v_1 \circ v_2)|_t = (\eta_1 \circ \eta_2)$; hence, $(\eta_1 \circ \eta_2)$ is in $S_t$. By similar reasoning, it can be seen that $\eta_1 \circ \eta_2 = \eta_2 \circ \eta_1$ and that $(\eta_1 \circ \eta_2) \circ \eta_3 = \eta_1 \circ (\eta_2 \circ \eta_3)$ for any $\eta_1$, $\eta_2$, and $\eta_3$ in $S_t$.

(b) There is a unique element $e_t$ in $S_t$ such that $\eta \circ e_t = \eta$ for any $\eta$ in $S_t$. To show the existence of such an element, let $v$ be an element in $V$ such that $v|_t = \eta$. If $e$ is the identity in $V$, then $v \circ e = v$. Hence $(v \circ e)|_t = v|_t$, or $(v|_t) \circ (e|_t) = v|_t$. Since $v|_t = \eta$, we have

$$\eta \circ (e|_t) = \eta.$$ 

Thus $e|_t$ will be an element in $S_t$ such that $\eta \circ (e|_t) = \eta$, that is, $e_t = e|_t$. To show that the element $e_t$ in $S_t$ is unique, consider two elements $e_t$ and $e'_t$ in $S_t$ with the property that

$$\eta \circ e_t = \eta \quad (43)$$

and

$$\eta \circ e'_t = \eta \quad (44)$$

for all $\eta$ in $S_t$. Then, by virtue of (43),

$$e'_t \circ e_t = e'_t \quad (45)$$

and by virtue of (44),

$$e_t \circ e'_t = e_t \quad (46)$$

But we have stated that $\circ$ was a commutative operation in $S_t$; hence,

$$e_t \circ e'_t = e'_t \circ e_t.$$ 

Therefore, from Eqs. 45 and 46, $e_t = e'_t$.

(c) Every element $\eta$ in $S_t$ has a unique inverse in $S_t$. For, let $v$ be the vector in $V$ such that $v|_t = \eta$. Then, if $v^{-1}$ denotes the inverse of $v$ in $V$, we have $v \circ v^{-1} = e$; hence, $(v|_t) \circ (v^{-1}|_t) = e|_t$, or $\eta \circ (v^{-1}|_t) = e_t$. Denoting $(v^{-1}|_t)$ by $\eta^{-1}_t$, we have $\eta \circ \eta^{-1}_t = e_t$. To show that this inverse is unique, let $\eta^{-1}_t$ and $\eta^{-1}_t'$ denote two elements in $S_t$ such that $\eta \circ \eta^{-1}_t = e_t$ and $\eta \circ \eta^{-1}_t' = e_t$. Then if $\eta = v|_t$, $\eta^{-1}_t = v^{-1}|_t$ and $\eta^{-1}_t' = v^{-1}|_{t'}$, it follows that

$$(v \circ v^{-1})|_t = (v \circ v^{-1})|_{t'}.$$
If $v_1$ is chosen by considering all possible values for $t$, then $v \circ v_1 = v \circ v_1^{-1} = e$.

But the inverse of $v$ is unique; hence $v_1^{-1} = v^{-1}$ for all values of $t$; in particular, $v_1^{-1} = v^{-1}$ or $v_1^{-1} = e^{-1}$.

(d) The final step in showing that $S_t$ is a vector space is to show that scalar multiplication in $S_t$ has the necessary properties. If $\eta$ is any element in $S_t$, where $\eta = v_1t$, then $I_\eta = 1 > v_1 |_t = (1 > v_1) |_t = v_1$; hence, $1 > \eta = \eta$. By a similar argument it can be seen that

\[
(c_1c_2) > \eta = c_1 > (c_2 > \eta)
\]

and

\[
(c_1 + c_2) > \eta = (c_1 > \eta) \circ (c_2 > \eta),
\]

for any $c_1$ and $c_2$, and

\[
c_1 > (\eta_1 \circ \eta_2) = (c_1 > \eta_1) \circ (c_1 > \eta_2),
\]

for any $\eta_1$ and $\eta_2$ in $S_t$ and any $c$.

If $V$ is a separable Hilbert space, as we have assumed, the vector space $S_t$ is isomorphic with the space $F^D$, where $n$ is the dimension of $S_t$ (see the Appendix). Let this isomorphism be denoted $a_t$. Define a vector space $W$ having elements that are $n$-tuples indexed over time, that is, if $w$ is in $W$, then $w |_t$ is representable in the form $(c_1, c_2, \ldots, c_n)$, where $c_1, c_2, \ldots, c_n$ are elements of the field. Then $W$ is a vector space under addition, since $n$-tuples are added and multiplied by scalars according to the operations of addition and multiplication in the field. Now, there is a mapping $a$ from $V$ onto $W$ which is invertible and homomorphic. Specifically, let $a$ be defined by the property that $[a(v)]_t = a_t(v |_t)$ for any value of $t$. Then $a$ is also a memoryless transformation; consequently, it has the properties that we set out to derive. Hence we have shown that a sufficient condition on a vector space $V$ so that a memoryless, homomorphic, invertible transformation from $V$ to a vector space under addition exists is that the operations of vector addition and scalar multiplication in $V$ be memoryless.

To summarize, we see that in the canonic representation of a homomorphic system the system $a_0$ can be memoryless if and only if the operations $o$ and $>$ are memoryless operations. Similarly, the system $a_0$ (or equivalently $a_0^{-1}$) can be memoryless if and only if the operations $o$ and $/$ are memoryless operations. In the canonic representation for systems in a class specified by memoryless input and output operations, all of the memory in the systems can always be concentrated in the linear portion of the canonic representation. In contrast, if either the set of input operations or the set of output operations is not memoryless, then the memory of systems in such classes can never be concentrated only in the linear portion of the canonic representation.

Before proceeding to some examples of the construction of memoryless invertible homomorphic transformations from the input and output vector spaces of a homomorphic
system to spaces under addition, it would be well to investigate in more detail, the properties of these transformations and the consequences in terms of the canonic representation.

When the canonic representation was first presented, the linear system was interpreted as a system having a single input and a single output. We have seen, however, that when we desire the systems $a_0$ and $a_0$ to be memoryless systems, the input and output of the linear system may not be a simple time function, that is, they may not simply be a set of scalars indexed over time. Specifically, consider a homomorphic system with memoryless input and output operations. Consider this system in its canonic representation with the systems $a_0$ and $a_0$ constructed to be memoryless. Then the output of $a_0$ will be of the form $(f_1(t), f_2(t), \ldots)$, where $f_1(t), f_2(t), \ldots$ are each scalars indexed over time. Similarly, the set of inputs to $a_0^{-1}$ will be of the form $(g_1(t), g_2(t), \ldots)$, where $g_1(t), g_2(t), \ldots$ are each scalars indexed over time. In this case, we would interpret the system $a_0$ as a memoryless system having a single input and multiple outputs. For any input $v$ the individual outputs would be the time functions $f_1(t), f_2(t), \ldots$ corresponding to the mapping of the input at any instant of time onto an $n$-tuple of scalars. Similarly, each output of $a_0^{-1}$ would arise from the effect of a set of inputs $g_1(t), g_2(t), \ldots$ that correspond at each instant of time to the representation of the output as an $m$-tuple of scalars. With this interpretation, the canonic representation of Fig. 6 would appear in the form of Fig. 8. In this interpretation the system $L$ has $n$ inputs and $m$ outputs. It is linear in the sense that, if $g_1, g_2, \ldots, g_m$ are the responses to a set of inputs $f_1, f_2, \ldots, f_n$, and $g'_1, g'_2, \ldots, g'_n$ are the responses to a set of inputs $f'_1, f'_2, \ldots, f'_n$, then

$$(g_1+g'_1), (g_2+g'_2), \ldots, (g_m+g'_m)$$

will be the responses to the inputs

$$(f_1+f'_1), (f_2+f'_2), \ldots, (f_n+f'_n),$$

and

$$c_1, c_2, \ldots, c_n$$

appear in the form of Fig. 8. In this interpretation the system $L$ has $n$ inputs and $m$ outputs. It is linear in the sense that, if $g_1, g_2, \ldots, g_m$ are the responses to a set of inputs $f_1, f_2, \ldots, f_n$, and $g'_1, g'_2, \ldots, g'_n$ are the responses to a set of inputs $f'_1, f'_2, \ldots, f'_n$, then

$$(g_1+g'_1), (g_2+g'_2), \ldots, (g_m+g'_m)$$

will be the responses to the inputs

$$(f_1+f'_1), (f_2+f'_2), \ldots, (f_n+f'_n),$$

and

$$c_1, c_2, \ldots, c_n$$

appear in the form of Fig. 8. In this interpretation the system $L$ has $n$ inputs and $m$ outputs. It is linear in the sense that, if $g_1, g_2, \ldots, g_m$ are the responses to a set of inputs $f_1, f_2, \ldots, f_n$, and $g'_1, g'_2, \ldots, g'_n$ are the responses to a set of inputs $f'_1, f'_2, \ldots, f'_n$, then

$$(g_1+g'_1), (g_2+g'_2), \ldots, (g_m+g'_m)$$

will be the responses to the inputs

$$(f_1+f'_1), (f_2+f'_2), \ldots, (f_n+f'_n),$$

and

$$c_1, c_2, \ldots, c_n$$

appear in the form of Fig. 8. In this interpretation the system $L$ has $n$ inputs and $m$ outputs. It is linear in the sense that, if $g_1, g_2, \ldots, g_m$ are the responses to a set of inputs $f_1, f_2, \ldots, f_n$, and $g'_1, g'_2, \ldots, g'_n$ are the responses to a set of inputs $f'_1, f'_2, \ldots, f'_n$, then

$$(g_1+g'_1), (g_2+g'_2), \ldots, (g_m+g'_m)$$

will be the responses to the inputs

$$(f_1+f'_1), (f_2+f'_2), \ldots, (f_n+f'_n),$$

and

$$c_1, c_2, \ldots, c_n$$
will be the responses to \( cf_1, cf_2, \ldots, cf_n \) for any scalar \( c \) and for any set of inputs.

If an inner product can be defined on the vector space \( S_t \), then the output of \( e_o \) at time \( t \) can be described as the result of the inner product of \( v \) with each of the basis vectors of \( S_t \). Specifically, let the inner product of \( v_1|_t \) and \( v_2|_t \) be denoted \( \langle v_1|_t, v_2|_t \rangle \).

Let \( \beta_{1t}, \beta_{2t}, \ldots \) denote a basis of \( S_t \). Then any scalar value \( v|_t \) in \( S_t \) can be written

\[
v|_t = [(v|_t, \beta_{1t})\beta_{1t}] \circ [(v|_t, \beta_{2t})\beta_{2t}] \circ \ldots
\]

The \( n \)-tuple representing \( v|_t \) is, then, \( (c_1, c_2, \ldots, c_n) \), where \( c_j = (v|_t, \beta_{jt}) \). In general, for different values of \( t \), the spaces \( S_t \) will differ; hence, both the inner product and the set of basis vectors \( \beta_{1t}, \beta_{2t}, \ldots \) will be functions of time. Let us denote the operation of taking the inner product of the input at any instant of time \( t \) with the \( j \)th orthonormal basis vector in \( S_t \) by \( H_{jt}(v|_t) \), that is,

\[
H_{jt}(v|_t) = (v|_t, \beta_{jt}).
\]

Then, as we consider all instants of time, we have constructed a function \( H_j(v) \) with the property that

\[
[H_j(v)]|_t = H_{jt}(v|_t).
\]

By referring to the definition of the outputs of \( e_o \), we see, then, that

\[
H_j(v) = f_j(t) \quad j = 1, 2, \ldots, n.
\]

To construct the \( j \)th inverse of \( H_j \), we observe that the inverse of \( H_{jt} \) corresponds simply to the combination of \( H_{jt}(v|_t) \) with the basis vector \( \beta_j \) according to the operation of scalar multiplication in the vector space \( V \), that is,

\[
H_{jt}^{-1} [c] = c \beta_j.
\]

Hence, the inverse of \( H_j \) is

\[
H_j^{-1} [f(t)] = f(t) \beta_j(t),
\]

where \( \beta_j(t) \) denotes the \( j \)th orthonormal basis vector in \( S_t \) as a function of \( t \). Interpreting Fig. 8 in the light of this discussion, then, we can replace the systems \( e_o \) and \( e_0^{-1} \) as shown in Fig. 9.

As an example of the application of these ideas to the construction of the systems \( e_o \) and \( e_0^{-1} \), consider a homomorphic system with addition as the input operation and addition as the output operation, that is, a linear system. The operations of vector addition and scalar multiplication on the input vector space are
\[ v_1 \cup v_2 = v_1 + v_2, \]

and

\[ c \cdot v = cv. \]

Let \( S_t \) denote the set of all possible values that the input can assume at time \( t \). We have shown that \( S_t \) is a vector space. In particular, it is a one-dimensional vector space.

Fig. 9. Canonic representation of a homomorphic system with memoryless input and output operations, illustrating the construction of the characteristic systems.

For, choose any nonzero value \( \beta \) in \( S_t \) as a basis vector, then any value \( \eta \) in \( S_t \) can be expressed in the form \( \eta = c \cdot \beta = c\beta \) for some scalar \( c \) in the field. Specifically,

\[ c = \frac{1}{\beta} (\eta), \]

where \( \frac{1}{\beta} \) is well defined, since it is a nonzero scalar in the field, and hence has an inverse under multiplication. Thus the vector \( \beta \) in \( S_t \) spans \( S_t \). Let an inner product be defined in \( S_t \) as follows: if \( \eta_1 \) and \( \eta_2 \) are any two vectors in \( S_t \), then the inner product of \( \eta_1 \) and \( \eta_2 \), denoted by \( (\eta_1, \eta_2) \), will be defined as

\[ (\eta_1, \eta_2) = \eta_1 \tilde{\eta}_2. \]

If the field is the field of real numbers rather than the field of complex numbers, then

\[ (\eta_1, \eta_2) = \eta_1 \eta_2. \]
To verify that Eq. 47 defines an inner product, we refer to Definition 5. Let \( \eta_1, \eta_2, \) and \( \eta_3 \) be any vectors in \( S_t \). Then

\[
(1) \quad ((\eta_1 + \eta_2), \eta_3) = (\eta_1 + \eta_2) \bar{\eta}_3
\]

and thus

\[
((\eta_1 + \eta_2), \eta_3) = (\eta_1, \eta_3) + (\eta_2, \eta_3).
\]

\[
(2) \quad (c\eta_1, \eta_2) = c\eta_1 \bar{\eta}_2 = c \cdot (\eta_1, \eta_2).
\]

\[
(3) \quad (\eta_1, \eta_2) = (\eta_2, \eta_1)
\]

\[
(4) \quad (\eta_1, \eta_1) = \eta_1 \bar{\eta}_1 > 0, \quad \eta_1 \neq 0.
\]

An orthonormal basis for \( S_t \) under this choice for the inner product is the choice \( \beta = 1 \). We are guaranteed that the scalar 1 is in \( S_t \); for, if \( \eta \) is any scalar in \( S_t \) then \( \frac{1}{\eta} \) must be a scalar in the field, and since \( S_t \) is a vector space, the scalar

\[
\frac{1}{\eta} > \eta = \frac{1}{\bar{\eta}} \eta = 1
\]

must be in \( S_t \).

Since \( S_t \) is a one-dimensional vector space, the system \( a_0 \) has a single output. The operation \( H|_t(v|_t) \) is given by

\[
H|_t(v|_t) = (v|_t, \beta) = v|_t
\]

and hence \( H(v) = v \). Consequently, the system \( a_0 \) is simply the identity system, as would have been expected without recourse to this formalism. By a similar procedure, the system \( a_\circ \) and hence \( a_\circ^{-1} \) is the identity transformation.

The choice of inner product specified by Eq. 47 is by no means a unique choice. As the inner product changes, the orthonormal basis also changes. In terms of a different inner product, the systems \( a_0 \) and \( a_\circ \) will be different. Consider, for example, the inner product \( (\eta_1, \eta_2) \) defined as

\[
(\eta_1, \eta_2) = k\eta_1 \bar{\eta}_2
\]

for some positive real scalar \( k \) in the field. It can be verified that this inner product has the properties required of an inner product. Under this inner product, an orthonormal basis for \( S_t \) is the vector

\[
\beta = k^{-1/2}.
\]
The operator $H|t(v|t)$ is then given by

$$H|t(v|t) = (v|t, \beta) = k^{1/2} v|t$$

and hence

$$H(v) = k^{1/2} v.$$ 

Thus the system $a_0$ is an amplifier of gain $k^{1/2}$. If this same inner product is associated with the output vector space, then the system $a_0^{-1}$ will be an amplifier of gain $k^{-1/2}$. Alternatively, different inner products can be associated with the input and output vector spaces; the systems $a_0$, $L$ and $a_0^{-1}$ will depend in general on the manner in which these inner products are defined.

As another example, consider the class of systems having an input vector space $V$ with vector addition and scalar multiplication defined as

$$v_1 \circ v_2 = v_1 v_2$$

$$c \cdot v_1 = [v_1]^c$$

for all $v_1$ and $v_2$ in $V$ and all scalars $c$ in the field. Let the field be restricted to the field of real numbers, and the time functions be restricted to have only positive values. Again, $S_t$ will denote the set of values which the inputs can assume at time $t$. $S_t$ is a one-dimensional vector space. For, let $\beta$ be any vector in $S_t$ other than unity, then for any vector $\eta$ in $S_t$ there exists a scalar $c$ in $F$ such that

$$c \cdot \beta = [\beta]^c = \eta. \quad (48)$$

This follows from the fact that all scalars in $S_t$ must be positive. Hence the natural logarithms of $\beta$ and $\eta$ are defined, and the natural logarithm of $\beta$ is nonzero, since $\beta$ is not equal to unity. The choice of the scalar $c$ in Eq. 48 is given by

$$c = \frac{\ln(\eta)}{\ln(\beta)}.$$ 

In the previous example, the system $a_0$ was constructed by first defining an inner product. Let us instead, in this example, determine $a_0$ by first constructing the inverse $a_0^{-1}$. We know that this approach can be used, since there is always some inner product under which the basis for $S_t$ is orthonormal when the dimension of $S_t$ is finite, as it is in this example. Hence we do not need to define an inner product in $S_t$ in order to determine an orthonormal basis for $S_t$. From the previous discussion we see that the system $a_0^{-1}$ is described by
\[ a_0^{-1}(x) = x > \beta \]

where \( x = a_0(v) \) for some input \( v \). Since

\[ x > \beta = [\beta]^x, \]

we have

\[ a_0^{-1}(x) = [\beta]^x. \]

We recognize the inverse of this system as the logarithm to the base \( \beta \) and hence

\[ a_0[v] = \log_\beta [v]. \]

It would be instructive to determine the inner product under which \( \beta \) is orthonormal. To do this, consider the fact that with the above-mentioned choice of \( a_0 \), the operator \( Ht \) is given by

\[ Ht(v) = \log_\beta [v]. \]

Hence, from the definition of \( Ht \),

\[ (v, \beta) = \log_\beta [v]. \]

Consider the inner product of any two vectors \( \eta_1 \) and \( \eta_2 \) in \( S_t \) given by

\[ (\eta_1, \eta_2) = [\log_\beta (\eta_1)] [\log_\beta (\eta_2)]. \tag{49} \]

Before showing that \( \beta \) is orthonormal under this inner product, let us first verify that (49) does in fact define an inner product.

1. \( (\eta_1, \eta_2, \eta_3) = [\log_\beta (\eta_1 \eta_2)] [\log_\beta (\eta_3)] \]

\[ = [\log_\beta \eta_1 + \log_\beta \eta_2] [\log_\beta (\eta_3)] \]

\[ = (\log_\beta \eta_1)(\log_\beta \eta_3) + (\log_\beta \eta_2)(\log_\beta \eta_3) \]

and thus

\[ (\eta_1, \eta_2, \eta_3) = (\eta_1, \eta_3) + (\eta_2, \eta_3). \]

2. \( (\eta_1 ^c, \eta_2) = c (\log_\beta \eta_1)(\log_\beta \eta_2) = c (\eta_1, \eta_2) \)

3. Property (3) does not have to be verified, since the field has been restricted to the field of real numbers.
(4) \((\eta_1, \eta_1) = (\log_\beta \eta_1)^2 > 0\) for \(\eta_1 \neq 1\) as required.

It follows directly that the vector \(\beta\) is orthonormal under this inner product for

\((\beta, \beta) = [\log_\beta (\beta)]^2 = 1.\)

4.5 APPLICATION TO NONADDITIVE FEEDBACK SYSTEMS

The notion of homomorphic systems can be used to transform some systems with nonadditive feedback to systems with additive feedback. In certain special cases this transformation has the effect of removing the system nonlinearities. In such cases, stability of the nonlinear feedback system can be investigated by using the techniques available for the study of linear feedback systems.

Consider a feedback system of the form shown in Fig. 10. The inputs are assumed to be a Hilbert space with an orthonormal basis, in which vector addition is the operation \(\circ\). The system \(\phi\) is a homomorphic system with input operation \(\circ\) and output operation \(\circ\). The system \(\gamma\) is a homomorphic system with input operation \(\circ\) and output operation \(\circ\). The feedback operation is identical to the input operation of \(\phi\) and the output operation of \(\gamma\).

The first step in the transformation of the system of Fig. 10 is to replace \(\phi\) and \(\gamma\) with their canonic representations. We recognize that since the input operation of \(\phi\) is identical to the output operation of \(\gamma\), the first system in the canonic representation for \(\phi\) can be chosen as the last system in the canonic representation for \(\gamma\). Similarly, since the output operation of \(\phi\) is identical to the input operation of \(\gamma\), the last system in the canonic representation for \(\phi\) is identical to the first system in the canonic representation for \(\gamma\). When \(\phi\) and \(\gamma\) are replaced by their canonic representations, the system of Fig. 11 results. From Fig. 11 we see that the input \(x_2\) to the linear system \(L_1\) is given by

\[ x_2 = a_0 \left[ v \circ a_0^{-1} (y_2) \right] \]
or, since \( a_0 \) is a homomorphic system,
\[
x_2 = a_0(v) + y_2.
\]
The input \( y_1 \) to the linear system \( L_2 \) is given by
\[
y_1 = a_0^{-1}(a_0^{-1}(x_3)).
\]
Hence, the block diagram of Fig. 11 can be transformed to that shown in Fig. 12. From the block diagram of Fig. 12 we recognize the feedback system as a cascade of \( a_0 \), a linear system, and \( a_0^{-1} \). Hence, it is a homomorphic system with \( o \) and \( o \) as the input and output operations, respectively. The canonic representation for this homomorphic system is, of course, the block diagram of Fig. 12. The linear portion of the canonic representation is a linear feedback system having the linear portion of \( \phi \) in the forward path and the linear portion of \( \gamma \) in the feedback path.

The systems \( a_0 \) and \( a_0^{-1} \) in the system of Fig. 12 are determined by the classes to which the systems \( \phi \) and \( \gamma \) belong. Hence, as \( \phi \) and \( \gamma \) are variable within their respective classes, the systems \( a_0 \) and \( a_0^{-1} \) remain the same; changes in \( \phi \) and \( \gamma \) are represented by changes in the linear systems \( L_1 \) and \( L_2 \). Thus the behavior of the feedback system can be described using the block diagram of Fig. 12.
system of Fig. 10 as the systems \( \phi \) and \( \gamma \) are varied within their respective classes can be studied by concentrating on the behavior of the linear feedback system enclosed in the dotted line in Fig. 12.

The fact that the nonlinearities in the system of Fig. 10 can be removed from the feedback loop depends on the fact that the feedback operation is identical to the input operation of \( \phi \) and the output operation of \( \gamma \), and that the output operation of \( \phi \) and the input operation of \( \gamma \) are identical. Under these restrictions, and the restriction that the system inputs constitutes a vector space under \( \circ \), the system outputs will constitute a vector space under \( \circ \). It can also be verified that the set of inputs to \( \phi \) is a vector space under \( \circ \) and the set of outputs of \( \gamma \) is a vector space under \( \circ \).

Specifically, consider the feedback system in Fig. 13. The system inputs constitute part of a Hilbert space under the operation \( \circ \). It is assumed that the system of Fig. 13 is well defined, that is, the operation \( \circ \) is defined on all inputs to \( \phi \) and the operation \( \circ \) is defined on all the outputs of \( \gamma \). This would be true, for example, if \( \phi \) and \( \gamma \) were both linear systems and the operation were multiplication.

Since the system inputs constitute a vector space under the operation \( \circ \), there exists an invertible homomorphic system \( \alpha \circ \), having \( \circ \) as the input operation and addition as the output operation.

The input \( \epsilon \) to \( \phi \) is given by

\[ v \]
\[ \epsilon = \nu \circ x \]

or, equivalently,

\[ \epsilon = a_\phi^{-1} [a_\phi (\nu \circ x)] . \]

Since \( a_\phi \) is a homomorphic system, (50) can be rewritten

\[ \epsilon = a_\phi^{-1} [a_\phi (\nu) + a_\phi (x)] . \]

Consequently, the system of Fig. 13 can be redrawn as shown in Fig. 14. When the canonic representations for \( \phi \) and \( \gamma \) are substituted in the block diagram of Fig. 14, and appropriate block diagram manipulations are performed, the system of Fig. 14 can

be transformed to that shown in Fig. 15. If the system \( \gamma \) is an invertible system, then the system \( L_2 \) will also be invertible. In this case, the system for Fig. 15 can be transformed to that shown in Fig. 16, for which

\[ a = a_\phi a_\phi^{-1} \]

\[ L_\nu = L_1 L_2^{-1} \]

\[ \beta = a_\phi^{-1} L_2^{-1} a_\phi a_\phi^{-1} . \]

If this feedback system is to be studied as the system \( \phi \) is varied within its class, then, the systems \( \alpha \) and \( \beta \) will remain invariant with changes in \( \phi \). Hence, properties of the feedback system of Fig. 13, as \( \phi \) is varied within any one class, can be studied by
concentrating on the feedback system enclosed in the dotted line in Fig. 16. Although this feedback system is nonlinear, it is characterized by the property that it is a unity feedback system in which the forward path contains a linear system inserted between a nonlinear system and its inverse.
APPENDIX

Isomorphic Mapping of a Separable Hilbert Space into the Space $k^n$

In Section IV, we were concerned with the construction of an isomorphic mapping from the input and output spaces of a homomorphic system into spaces under addition. The input and output spaces were restricted to be separable Hilbert spaces, i.e., Hilbert spaces having orthonormal bases. When the operations of vector addition and scalar multiplication were memoryless operations, the set of values which the associated time functions could assume at any instant of time was shown to constitute a vector space. It was then stated that an isomorphism could be defined which mapped the set of values at any instant of time onto the space $F^n$. The purpose of this appendix is to carry out the derivation of these results.

Consider a separable Hilbert space in which the orthonormal basis is denoted $f_1(t), f_2(t), \ldots$. Then if $f(t)$ is any function in the space, $f(t)$ can be expressed in the form

$$f(t) = \sum_{k=1}^{\infty} \langle f(t), f_k(t) \rangle f_k(t),$$

where $\sum_{k=1}^{\infty}$ denotes the combination of the functions $\langle f(t), f_k(t) \rangle f_k(t)$ according to the operation $o$. Let $S$ denote the set of all values that can be assumed by the functions in the space at any given time $t_o$. If $o$ and $>$ are memoryless operations, then, from Eq. A.1,

$$f(t_o) = \sum_{k=1}^{\infty} \langle f(t), f_k(t) \rangle f_k(t_o).$$

Consequently, for any scalar $f(t_o)$ in $S$ there exists a set of scalars $\lambda_1, \lambda_2, \ldots$ such that

$$f(t_o) = \sum_{k=1}^{\infty} \lambda_k f_k(t_o).$$

The scalar $\lambda_k$ is given by

$$\lambda_k = \langle f(t), f_k(t) \rangle.$$

The vector space $S$ is spanned by the scalars $f_1(t_o), f_2(t_o), \ldots$ in the sense that any scalar in $S$ is the limit of a linear combination of the scalars $f_1(t_o), f_2(t_o), \ldots$ under the operations $o$ and $>$. The set of scalars $f_1(t_o), f_2(t_o), \ldots$ is a countable set, since an orthonormal basis for a separable Hilbert space is countable. This set of scalars may or may not constitute a basis for $S$, that is, they may or may not be independent. They contain, however, an independent set in terms of which any scalar in $S$ can be
expressed as a (possibly infinite) linear combination, as the following argument shows.

If the set $S$ contains only one scalar, then this scalar must be the identity in $S$ because $S$ is a vector space. Since $f_1(t_o), f_2(t_o), \ldots$ are each in $S$, they must all be equal to the identity in $S$. In this case, any one of these scalars is a basis for $S$, and hence the proof is complete.

If the set $S$ contains more than one scalar, then the set $f_1(t_o), f_2(t_o), \ldots$ must contain at least one scalar that is not the identity in $S$. Let $s_1, s_2, \ldots$ denote the sequence of all scalars from the sequence $f_1(t_o), f_2(t_o), \ldots$ which are other than the identity in $S$. This sequence is nonempty by virtue of the comments just made. Let $S_1$ be the subspace of scalars $s$ in $S$ which is spanned by $s_1$. Let $s_2'$ be the first scalar in the sequence $s_1, s_2, \ldots$ which is not in $S_1$, and let $S_2$ denote the subspace of $S$ spanned by $s_1'$ and $s_2'$, where $s_1' = s_1$. Continuing this process, we obtain a sequence of subspaces $S_1, S_2, \ldots$ of $S$. Since $S$ is the limit of the sequence of partial sums $\sum_{k=1}^{n} [(f(t), f_k(t)) f_k(t_o)]$, the limit of the sequence of subspaces $S_1, S_2, \ldots$ is $S$. Hence the sequence $s_1, s_2, \ldots$ spans $S$, since the space $S_n$ can be expressed as a combination of $s_1, s_2, \ldots, s_n$ under the operations $\circ$ and $\triangleright$. Furthermore, by the manner in which the sequence $s_1, s_2, \ldots$ was generated, it is independent. This sequence forms a basis for the space $S$ in the sense that it is independent and that any element in $S$ can be expressed as the limit of partial sums of scalars in the sequence.

We wish to show next that $S$ is isomorphic with $\mathbb{F}^n$ for some $n$. Let $s$ be any scalar in $S$. Since the sequence $s_1', s_2', \ldots$ spans $S$ and since this sequence is independent, $s$ can be expressed in one and only one way in the form

$$s = \sum_{k=1}^{n} c_k s_k'$$

for a set of scalars $\{c_k\}$ from $\mathbb{F}$, where $c_k = [(f(t), f_k(t))]$. The isomorphism $T$ from $S$ to $\mathbb{F}^n$ is then defined as

$$T(s) = (c_1, c_2, \ldots).$$
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