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I. INTRODUCTION

A. PURPOSE

This is the second technical documentary report for contract number AF30(002)3333 under the sponsorship of the Rome Air Development Center. The period of work covered is from 11 August 1974 to 11 December 1974. The status of the current work, results obtained to date, and future work to be performed are discussed.

This contract is for the investigation and study of the breakdown (ionization) mechanisms of gases at optical/infrared frequencies. The investigation includes both theoretical and experimental research, using lasers, into the power densities required to ionize air between about 1000 pounds per square inch and 10^{-6} millimeters of mercury, and the mechanisms responsible for each ionization. Approaches employed account for mechanisms of breakdown of several pure gases and gas mixtures chosen by the researchers, as well as air. Ionization is determined as a function of time, gas ionization potentials, pressure, frequency of incident laser, presence of outside agents (container walls, surfaces, ionizing radiation), and other pertinent parameters.

B. PROGRAM

As shown in the gas ionization program flow diagram, figure I-1, two parallel programs were conducted, one for experiments and the other for theoretical studies. A continuous interchange exists between the experimental and study areas, permitting theory to help guide the experimental approach and the experimental results to help develop and confirm the theoretical descriptions.
Figure I-1. Gas Ionization Program
Basically, two types of experiments are to be performed: (1) the measurement of the net ionization rates and (2) the statistical time lags. The critical nature of the experiments required first an experimental setup calibration. For program expediency, the net ionization rates experiments are divided into two phases. The first phase determines these rates for a few representative gases at selected gas pressures and allows the basic mechanism to be isolated early in the program, thus aiding the theoretical analysis. The second phase extends these rate measurements for the full range of pressures and gases.

The first set of net ionization rate experiments is to determine the rate of ionization buildup once the process is initiated. If it is exponential, the mechanism can be characterized as an avalanche-type process similar to the well-known microwave breakdown. However, if the buildup is linear, the ionization rate must depend on a different type of mechanism. At the high power densities required for optical breakdown very high field strengths exist. These fields may be sufficient to induce direct ionization of the gas molecules by photons, rather than depending upon the collision mechanism that accounts for microwave breakdown.

The statistical time lag experiments are to determine how the ionization process is initiated. The avalanche ionization buildup, which depends upon initial ions being present within the volume subject to the electric field, furnishes the electrons that start the ionization process. The random nature of the ion distribution in the gases should cause a statistical time lag in the ionization initiation for those mechanisms that depend upon their presence. If the intense optical field can directly ionize the gas molecules, a much less statistical effect in the ionization initiation will be observed.
The theoretical studies are divided into three areas. Two of the study areas began in the early part of the program (i.e., the investigation of the non-linear ionization initiation mechanisms and the development and extension of the breakdown theory). The third study area correlates the experimental results with breakdown theory. If disagreement is evident, the theory will be modified to agree with the experiments to obtain a quantitative description of the breakdown mechanisms.

C. STATUS

At the end of this reporting period, measurements of the focused spot diameter for several lenses were completed. Data on breakdown emission from Argon during and after laser irradiation were obtained. Ionization times versus electric field for different focal spot diameters were also recorded for Argon. Breakdown measurements were obtained for helium. Charge collection measurements were made at very low air pressures to try to determine the ionization build-up process. Experiments have begun using a variable pressure test cell.

The theoretical studies considered both the non-linear ionization initiation mechanisms and the extension of the microwave breakdown theory. Attempts to find useful expressions for the rates of non-linear ionization have continued but without success. Investigation of the rate of photon absorption in free-free transitions has continued.
II. SUMMARY AND CONCLUSIONS

A. PROCESS DESCRIPTION

The theoretical and experimental data available at present are consistent with the following sequence of events. It appears that the growth of ionization begins with the production of a small number of electron-ion pairs from impurities or from the main gas by a non-linear or multi-photon process. The electron and ion density then begins to grow by an electron multiplication, or avalanche process, which probably involves multiphoton photoionization of excited atoms. When a very small fraction of the gas is ionized (e.g., less than one part in $10^8$ at atmospheric pressure), space charge effects become large enough to reduce the electron loss and increase the rate of electron multiplication. Finally, when the gas is nearly completely ionized, the absorption of laser energy in electron-neutral collisions is augmented by absorption in electron-ion collisions and in some cases by absorption by excited atoms. This final stage produces the observed absorption of the laser beam and most of the light output.

B. EXPERIMENTAL WORK

The process of gas ionization shows a threshold dependence upon the intensity distribution in the laser beam. Since significant changes in the intensity distribution can cause significant changes in spot size, care must be taken to monitor these variations. Secondly, spot size for short focal length lenses cannot be determined from a knowledge of beam divergence, thus making accurate measurements of spot size an important parameter to define experimentally. Reducing the spot size by use of a 5.08 cm focal length lens lowered the time of breakdown for a given field strength as compared to that for a 3.3 cm lens.
Results of the work done in helium indicate that the spectral emission of the plasma differs for the various gases. The easily ionizable mercury vapor had no detectable effect on the breakdown time in helium.

1. THEORETICAL WORK

Evidence is presented that the absorption of relatively high energy photons in free-free transitions may in some cases lead to small (≈30%) but possibly significant deviations in the rate of growth of an electron avalanche from that predicted by an appropriate extension of the microwave theory, i.e., the continuous form of the Boltzmann equation. This evidence is obtained by solving the difference form of the Boltzmann equation in both the steady state and time dependent cases for various simple models of the electron-atom or electron-ion collision processes. However, since direction and magnitude of the deviation depend upon the model used and since several important effects are not included, further comparisons of the two theories are desirable.

Additional calculations of the excitation, ionization, and diffusion coefficients are presented and used to compute avalanche growth times and approximate curves of the laser intensity required for breakdown as a function of gas density. In general the agreement between theory and experiment is within a factor of two in laser intensity or 40% in laser electric field intensity. There are, however, systematic deviations between theory and experiment which should be explored further.
III. GAS IONIZATION EXPERIMENTS*

A. VARIATIONS IN THRESHOLD MEASUREMENTS

The measurements of the time of breakdown in argon as determined from the time of attenuation of the transmitted laser light versus total energy were shown in Figures III-9, III-10, and III-11 of the first interim report. In those measurements a large difference in the threshold of breakdown (lowest energy producing attenuation) existed between Figures III-9 and III-10 and III-11. Differences in the data due to two separate gas cells were ruled out by interchanging the cell used to produce the data shown in Figure III-9 and observing data similar to that shown in III-10 and III-11. Replacement of the focusing lens was then thought to have caused the discrepancy. Further analysis of the intensity distribution showed the real cause of the threshold change. An analysis of the intensity distribution had shown that the effective beam divergence varied between 2.1 and 2.6 milliradians. At that time it was thought that this beam divergence was characteristic of the system at all times. The analysis of the beam divergence during later experimentation revealed that the angle of divergence was then about 0.8 milliradians. These changes in beam divergence were observed during subsequent experiments and measured to vary by as much as several milliradians. The changes seemed to accompany the replacement of the xenon flashlamp used to excite the ruby. The variation in the angle of divergence during the life of any one lamp seemed to be about 25%. As yet there does not seem to be a noticeable correlation between these smaller variations in divergence angle and the small variation in time of breakdown versus total energy.

*This work was performed by R. W. Waynant
B. MEASUREMENT OF FOCUSED SPOT SIZE

The measurement of the focused spot size was underway at the time of the first interim report. The measuring technique was outlined in that document. The data for several lenses has since been analyzed and will be reported here. Graphs showing the diameter of the spot as a function of distance from the center of the lens are shown in Figures III-1, III-2, and III-3. In the case of the lenses with 12.7 cm and 5.08 cm focal lengths a glass plate was inserted between the lens and the photographic film in order to simulate the conditions encountered with the gas cell. This probably accounts for the fact that the smallest measured diameter was found at distances greater than the focal length stated by the manufacturer. Since the 3.3 cm focal length lens will go into the stainless steel test cell, the spot size for two of these lenses were measured. In all cases, the measured diameter of the spot size was larger than the diameter calculated from angular divergence data. This indicates that spherical aberration in the lens plays an important part in spot size determinations.

The measurements of spot size for the 12.7 cm lens show considerable variation of the spot diameter versus distance from the lens. These variations as shown in the plot have not been corrected for changes in the intensity distributions, but such correction seems only to exaggerate the variations. This would perhaps suggest that an axial variation in the focused region is being observed. These variations were not so evident in the plots for the 5.08 cm and 3.3 cm focal length lenses.

C. MEASUREMENT OF BREAKDOWN EMISSION FROM ARGON

Guided by theoretical calculations which predicted short excited state lifetimes during laser irradiation, work was done to examine the emission from the ionized region of the gas. In this work a monochromator was utilized to
Figure III-1
Focused Spot Diameter vs. Distance from Lens
12.7 cm. Lens
Figure III-2
Focused Spot Diameter
vs.
Distance from Lens
3.3 cm. Lens
separate the spectral wavelengths of the emission with the set-up shown
in Figure III-4. Careful examination of the rate of emission during the
laser irradiation would give an indication of the mechanism by which the
ionization grows provided that a sufficiently sensitive photomultiplier was
available. An analysis of the emission from argon ionization region revealed
that the light emitted during the laser irradiation was identical to that
shown in Figure III-5, and was independent of the wavelength within the
visible spectrum. Both the risetime and the amplitude of the emission were
dependent on the amount of energy into the gas. The risetime of the observing
system was limited to about 6 nanoseconds by the Tektronix 585 oscilloscope
used to record the photomultiplier signal. Measured risetimes for the initial
light emission were as fast as 20 nanoseconds for high energy shots when the
12.7 cm lens was used to produce breakdown. This risetime increased to 80
nanoseconds or more as the input energy dropped to near threshold. When
shorter focal length lenses (the 5.08 cm and 3.3 cm) were used to produce
ionization, somewhat longer risetimes were noted. In all of this work the
pressure of the argon gas was 700 torr. At this pressure no signs of a line
spectrum were noticed. This is consistent with the results expected on the
basis of line broadening. Essentially the Ar spectrum is so dense that line
broadening of the type expected from the absorption observed would produce a
continuum. The same measurements made in He (to be discussed below) showed
line broadening of about 100 A during the time of laser irradiation of the
gas. This same line broadening was not present after the laser irradiation
turned off.
Figure III-4  Set-up to Measure Spectral Emission Wavelengths
Figure III-5  Breakdown Emission from Argon While Being Irradiated with the Laser Beam
(100 mW/cm horizontal; 5W/cm vertical, 4200 Å)
Additional investigations were made of the time history of emission from the ionized volume after the laser radiation subsided. This emission had a time history very dependent upon the wavelength being monitored. The emission time varied from about 15 microseconds for wavelengths around 3800\textmu m to over 200 microseconds for wavelengths around 4600\textmu m to 5400\textmu m and then dropping off to about 20 microseconds around 6300\textmu m. A typical time resolved photograph of the emitted light is shown in Figure III-6.

D. IGNITION TIME AS A FUNCTION OF FOCAL SPOT DIAMETER

To obtain an indication of the effects of the focal spot diameter a series of measurements were made using the cell filled with 700 torr of argon. Each of the lenses whose focused spot diameter had been measured previously were used to produce ionization. The curve shown in Figure III-7 illustrates the effect of spot diameter on the breakdown (attenuation) time versus peak electric field strength. Repeated experiments have shown conclusively that the threshold E_p for the 3.3 cm lens is, indeed, higher than the thresholds seen for the 12.7 cm and 5.08 cm lenses. It may be that the higher threshold is caused by an increase in the diffusion losses which accompany the smaller focal diameter. This is supported by the fact that the average data for the 5.08 cm lens lies above the data for the 12.7 cm lens.

It should be explained that in the course of experimentation, it became necessary to increase the triggering sensitivity. This caused the addition of a small, constant increment in breakdown time measurements. In order to avoid confusion, all of the data presented has been adjusted to produce the pulse peak at 125 nanoseconds from the start of the pulse. By doing this all data presented in earlier reports can be accurately compared.
Figure III-6  Breakdown Emission from the Plasma Formed in Argon
(20 u s/cm horizontal; PW/cm vertical, 4500°.)
Peak electric field strength used for Figure III-7 has been calculated using

\[ E_p = \sqrt{\frac{2P}{Z_0}} \]  

(Eq. III-1)

where

- \( E_p \) = peak electric field
- \( P \) = input power determined by dividing the half-power pulse width into the total energy
- \( Z_0 \) = the impedance of free space

and \( A \) = the area of the half intensity contour computed using

\[ A = \frac{\pi d^2}{4} \]  

where \( d \) is the half-intensity (3db) diameter measured for each lens.

7. MEASUREMENTS OF BREAKDOWN IN HELIUM

A glass cell similar to those used for argon was constructed and filled with 700 torr of helium. Attached to one side of this vessel was a small enclosed capsule of mercury sealed so that it could be opened at the desired time by a small ferrous breaker. Initially the mercury capsule remained sealed and measurements of breakdown in helium were made. The most obvious difference between argon and helium was that helium showed little or no sign of attenuation of the laser light although a spark was visible and emission was measured by the monochromator system. Because of this lack of attenuation no accurate measurement of variation in the time of breakdown occurrence could be made.

The time of the start of the initial light emission (from start of laser pulse) was measured for a large number of cases, and breakdown as measured by time of light emission seemed to occur within a few nanoseconds of the peak of the laser pulse no matter how great the change of energy into the gas.

With available energy, breakdown could not be produced with the 12.7 cm lens. The breakdown threshold was determined by using the 5.08 cm lens and the 3.3 cm lens. Knowledge of the spot size of each of these lenses enabled the field strength to be computed.
The threshold determined for helium using equation III-1 was \(7 \times 10^6\) volts/cm as compared to \(3.9 \times 10^6\) volts/cm for argon. The pressure in both cases was 700 torr; however, the 12.7 cm lens was used to determine the Ar threshold while the 5.08 cm lens was used to determine the He threshold.

An attempt was made to determine the effects upon breakdown caused by a large amount of mercury vapor. To do this the mercury ampule attached to the cell was broken and the mercury vapor was allowed to mix with the helium gas. At room temperature and below no effects in the helium breakdown were observed. After heating the ampule to drive mercury vapor into the cell it was possible to detect a noticeable effect on the breakdown emission. Whereas a line spectrum was observed in pure helium, a continuum became evident when mercury was added. It was observed that when the field strength was below the threshold of helium a continuum with superimposed Hg lines was predominant whereas, when the field strength was above the threshold for helium, the helium lines (notably \(\lambda 6750\)) were superimposed on the mercury continuum. Any tendency of the mercury impurity to lower the threshold could not be detected above the emission from the Hg. It is difficult to determine whether the initiation of breakdown takes place in the main gas (He) or in the impurities present in the main gas. The addition of Hg to easily observable gases such as argon may give more indication of the effects of impurities.

Photographs were taken to record the time history of the breakdown emission of pure helium during the time of irradiation from the laser. These curves (an example shown in Figure III-8) compare rather well with those from the breakdown in argon at the same pressure. A record of the entire emission from the breakdown region of the helium is shown in Figure III-9. No explanation can be offered for the shape of the emission curve at late times.
Figure III-8  Breakdown Emission From Helium During the Time of Laser Irradiation
(50ms/cm horizontal; 5V/cm vertical; 4(8\,巧妙))
Figure III-9  Breakdown Emission from Plasma Formed in Helium
(10 us/cm horizontal; 1V/cm vertical 485$^\circ$)

Portion of curve shown in III-8 cannot be seen in this curve because of its sharp rise, short duration, and high amplitude.
F. SOME OBSERVATIONS AT LOW PRESSURE

As pressure is lowered the diffusion loss from the breakdown region becomes greater, and at some pressure becomes great enough to prevent the avalanche buildup. If one carefully measures the number of charges produced as the pressure is varied below the avalanche region an indication of the ionization build-up process may be obtained. In order to make measurements at low pressures a glass cell was constructed and evacuated to $10^{-7}$ torr.

This cell (residual gas air) had a mercury ampule and the planned work was to increase the vapor pressure in the cell by increasing the temperature of the mercury ampule. Electrodes were provided to collect the charge produced.

Before the mercury was allowed into the cell several laser shots produced $10^{10}$ charge pairs. After several shots this level dropped two orders of magnitude and remained at $10^7$ charges throughout a series of shots. Thereafter no change was noted when the mercury was allowed to enter the cell and raised in vapor pressure to $10^{-2}$ torr. The charge collection current was different at all of these pressures than it was at 700 torr. The current had three peaks spaced about 100s apart and increasing in amplitude with time. It is not yet clear what causes this shape or why increasing the pressure of Hg had no effect. Perhaps reflected light from the rear of the cell produced photo electrons from the electrodes which were collected. This work indicates that low pressure investigations may produce interesting results, and may perhaps provide some answers to the initiating and growth mechanisms provided more care in experimentation is taken. Low pressure work will be continued for various other gases. Additional precautions to eliminate unwanted variables will be taken.
G. EFFECTS OF HIGH AND LOW PRESSURE

A test cell (see figure III-10) capable of withstanding pressures of 1500 psi has been constructed and is being used to investigate gas ionization as a function of pressure. Constructed of stainless steel, the cell is capable of being evacuated to $10^{-7}$ mm Hg before being filled with the desired gas. A Heise gauge is being used to monitor the pressure accurately (±0.5 psi) from atmospheric to 1000 psi. An additional glass cell system capable of evacuation to $10^{-9}$ mm Hg has been constructed for the low pressure work. This cell and associated equipment are shown in Figure III-11.

H. CONCLUSIONS

The process of gas ionization shows a threshold dependence upon the intensity distribution in the laser beam. Since significant changes in the intensity distribution can cause significant changes in spot size, care must be taken to monitor these variations. Secondly, spot size for short focal length lenses cannot be determined from a knowledge of beam divergence, thus accurate measurements of spot size is an important parameter to be defined experimentally. Reducing the spot size by use of a 5.08 cm focal length lens lowered the time of breakdown for a given field strength as compared to that for a 3.3 cm lens.

Results of the work done in helium indicate that the spectral emission of the plasma differs for the various gases. The easily ionizable mercury vapor had no detectable effect on the breakdown time in helium.

I. FURTHER WORK

It is planned to investigate the entire pressure range agreed upon using several pure gases (Argon, Nitrogen, Helium and air). Work is also anticipated to determine the effects of a neodymium frequency (1.06μ) pulse on several gases.
IV. THEORETICAL EXPECTATIONS  

A. INTRODUCTION

In previous discussions 1,2 of the breakdown of gases by lasers we have considered various aspects of the hypothesis that at high gas pressures (larger than one half atmosphere and above) the breakdown is the result of initiation by a multi-photon ionization event followed by an avalanche type growth of the ionization to the observed value. In this section we will consider further the avalanche type growth of the ionization. We will assume that for the gases under consideration an electronically excited atom is rapidly ionized by multi-photon absorption so that the effective rate of ionization is equal to the rates of electronic excitation plus ionization by electron impact. This assumption needs to be investigated further but appears to be reasonable.

The topics to be considered in this section are:

B. Further evidence concerning the applicability of the extension of microwave theory to the laser breakdown problem as obtained from steady state and time dependent treatments of the photon absorption process using simplified models for the electron-gas atom collisions,

C. The calculation of avalanche growth constants for Ar and Ne using the extended microwave theory, and

D. The calculation of approximate curves of the threshold laser intensity required for breakdown as a function of gas density, laser pulse length and focal spot size.

* This discussion is by A. V. Phelps.
B. Equivalence of Discrete Photon and Microwave Theories

Published discussions of laser induced breakdown differ considerably as to the applicability of extensions of microwave theory to optical frequencies for the calculation of the rate of growth of the ionization. We have shown previously that the differential formulation of the Boltzmann equation used in the microwave calculations is a good approximation to the difference form of the Boltzmann equation appropriate to the absorption of photons in free-free transitions, provided that the electron energies of importance are large compared to the photon energy and that the electron energy distribution function does not change too rapidly in an energy interval equal to the photon energy. In practice, this means that we expect the microwave theory to give good values for the rates of excitation but possibly to yield ionization rates which are too low. As further evidence for the correctness of this prediction we shall compare directly solutions of the difference and differential forms of the Boltzmann equation using approximate forms for the cross section for photon absorption and electron excitation. Using one such model we shall inquire as to what a steady state solution tells us about the rate of excitation due to the absorption of a finite number of photons as compared to the rate calculated using the microwave theory. This investigation is largely in response to the suggestion that because the ionization or excitation potential is a relatively small multiple of the photon energy, the electrons may gain sufficient energy to excite or ionize without suffering the randomizing effects of large numbers of collisions implied by the differential form of the Boltzmann equation. This analysis has been carried out using:
random walk theory by Drs. D. Gaver and J. A. Marshall of the Laboratories Mathematics Department. The second model allows a solution of the time dependent difference equation.

(A) Steady State Solution

The Boltzmann equation on which the statistical analysis is based is Eq. (6) of Ref. 1. If we assume that the electron energy distribution function consists of a series of delta functions separated by the photon energy $\nu$, then Eq. (6) of Ref. 1 becomes

$$\frac{dP_i}{dt} = \lambda_i P_{i-1} - \mu_i P_i + \lambda_{i-1} P_{i-1} - \lambda_{i+1} P_{i+1}, \quad (1)$$

where the index $i$ is an integer, $P_i$ is the fraction of the electrons with an energy of $\epsilon_i = i\hbar\nu$, $\lambda_i$ and $\mu_i$ are the probabilities for the absorption and stimulated emission of a photon by an electron with an energy $\epsilon_i = i\hbar\nu$. From Eq. (5a) of Ref. 1 an approximation to $\lambda_i$ valid for $\hbar\nu \ll \epsilon_i$ and low $\epsilon_i$ is

$$\lambda_i = \frac{2}{3} \frac{\omega_0}{\hbar\nu} \frac{\epsilon_i}{\hbar\nu} \chi_m (\epsilon_i), \quad (2)$$

where $\omega_0 = \frac{1}{2} \frac{2}{m} n^2$ is the classical oscillatory energy of a free electron and $\chi_m (\epsilon_i)$ is the frequency of momentum transfer scattering collisions of electrons by the gas molecules. At present we do not have accurate expressions for $\lambda_i$ and so will consider a second approximation to $\lambda_i$ which is probably better when $\hbar\nu$ and $\epsilon_i$ are comparable. This relation has been suggested by Holstein and is
In order for the electron distribution to be limited to the discrete set of \( P_i \)'s the energy loss in excitation \( \varepsilon_x \) is assumed to be equal to an integral multiple of \( h \gamma' \), i.e., \( \varepsilon_x/h \gamma' = n \). From the detailed balancing argument given in Eq. (7) of Ref. 1, we have

\[
(i-1)^{\frac{1}{2}} \lambda_{i-1} = \lambda_i
\]

In order to simplify the problem we will assume that excitation occurs as soon as the electron reaches the level \( H \). This is equivalent to the assumption of an infinite excitation cross section discussed by Allis.\(^5\)

In the microwave case this approximation has been found to give reasonably accurate excitation rates at electric field intensities which are not too high.\(^6\)

The frequency of exciting collisions using the model described above is equal to the reciprocal of the expectation value of the first passage time.\(^5\) This quantity, \( E(T_{1H}) \), is given by

\[
E(T_{1H}) = \sum_{l=0}^{H-1} \sum_{j=0}^{\lambda_i} \left[ \frac{\gamma'^{\frac{1}{2}}}{j^{\gamma'^{\frac{1}{2}}} \lambda_j^\gamma} \right]^{\frac{1}{2}}
\]

Equation (5) has been evaluated as a function of \( H \) for various assumed dependence of \( \lambda_i \). In this discussion we will consider three cases;\(^6\)
Case a) corresponds to the substitution in Eq. (3) of an energy independent frequency of momentum transfer collisions such as found for electron-neutral collisions in $\text{H}_2$ and $\text{H}_\text{e}$ at energies above a few electron volts. This is expected to be the most realistic of the models considered here since electron-neutral collisions dominate the photon absorption process during the growth of ionization. We note that the use of the constant collision frequency assumption in Eq. (2) for our simple model leads to $\lambda_o = 0$ and trapping of electrons at zero energy and so is unrealistic.

Cases b) and c) correspond to the assumption of electron scattering by ions in which the collision frequency is approximately inversely proportional to the $3/2$ power of the electron energy. Case (c) is of interest because it leads to $\lambda_o = \infty$ and because it is a case which one would expect to find treated by others. In addition for case (c) $\lambda_i = \mu_i$ in Eq. (1) so that the electron motion in energy is a pure random walk.

Rather than show the calculated excitation rates directly, we will compare them with the results of the differential or microwave theory.

The solution to the differential form of the Boltzmann equation for the simple model considered here is obtained by setting the right hand side of Eq. (9) of Ref. 1 to zero, solving for $f(\varepsilon)$ and then normalizing.

\[
a) \quad \lambda_a = \frac{2}{3} \frac{\varepsilon_a}{\hbar \gamma} \left( \frac{\varepsilon_a + \frac{\hbar}{2}}{\hbar \gamma} \right)^{3/2} \gamma_a = \left( i + \frac{1}{2} \right) \lambda_a \quad (6a) \\
b) \quad \lambda_b = \frac{2}{3} \frac{\varepsilon_b}{\hbar \gamma} \left( \frac{\varepsilon_b}{\hbar \gamma} \right)^{3/2} \gamma_b = \frac{\lambda_b}{(i + \frac{1}{2})^{3/2}} \quad (6b) \\
c) \quad \lambda_c = \frac{2}{3} \frac{\varepsilon_c}{\hbar \gamma} \left( \frac{\varepsilon_c}{\hbar \gamma} \right)^{3/2} \gamma_c = \frac{\lambda_c}{\gamma_c} \quad (6c)
\]
It can be shown that this procedure leads to the relation
\[
\frac{1}{\nu_x} = \frac{2}{3(h\gamma)^2} \int_0^{E_x} \frac{E_x}{\lambda(E)} \, dE \tag{7}
\]

For case (a), \( \lambda(E) = \lambda_a \left( \frac{1}{2} + \frac{E}{h\gamma} \right) \) \( \tag{9a} \)

and
\[
\frac{\lambda_a}{\nu_x} = \frac{1}{3} \left[ \frac{2E_x}{h\gamma} - \ln \left| \frac{2E_x}{h\gamma} + 1 \right| \right] \tag{9a}
\]

For case (b), \( \lambda(E) = \lambda_b \left( \frac{1}{2} + \frac{E}{h\gamma} \right)^{-1/2} \) \( \tag{9b} \)

and
\[
\frac{\lambda_b}{\nu_x} = \frac{4}{45} \left[ \left( \frac{3E_x}{h\gamma} - 1 \right) \left( \frac{E_x}{h\gamma} + \frac{1}{2} \right)^{3/2} + \left( \frac{1}{2} \right)^{3/2} \right] \tag{9b}
\]

For case (c) \( \lambda(E) = \lambda_c \left( h\gamma / E \right)^{1/2} \) \( \tag{9c} \)

and
\[
\frac{\lambda_c}{\nu_x} = \frac{4}{15} \left( \frac{E_x}{h\gamma} \right)^{5/2} \tag{9c}
\]

The ratio of the excitation frequency calculated using Eq. (5) to that given by Eqs. (9a, b, c) is shown in Figure IV-1. The lower curve shows that for the model of electron-neutral scattering in which the electron collision frequency is independent of energy, the excitation frequency using the discrete model is lower than that calculated for the continuous model by roughly 30%. In the model of electron-ion scattering, the dashed curves show that the calculated excitation frequency for the discrete case is generally, but not always, higher than that calculated.
FIGURE IV-1 Ratio of Excitation Frequencies Calculated by Continuous Theory and by Discrete Photon Absorption Theories
by the continuous case. For $\xi/\eta > 5$ the difference is less than 5.

Since these calculations show that the error resulting from the use of the continuous theory depends strongly on the energy dependence of the absorption probability, it is very desirable to carry out calculations of the rates of excitation using more realistic cross sections using the difference form of the Boltzmann equation. Such a calculation is being attempted but so far has been unsuccessful.

(b) Time Dependent Solutions

As an additional check on the applicability of the extended microwave theory to the prediction of the rate of growth of ionization due to the absorption of photons, we have calculated some time dependent electron energy distribution functions and excitation frequencies. These values can then be compared with the results of the usual microwave theory which assumes that electron energy distribution is independent of time. The model used in these calculations is more exact than that discussed above in that the probability of an excitation collision is finite, although of simple analytical form. As above, we neglect the energy loss in elastic collisions with the gas atoms, although this loss is expected to be important at high pressure in the rare gases. The equations which have been solved are:

$$\frac{dP_i}{dt} = \mu_{i+1} P_{i+1} - (\mu_i + \lambda) P_i + \lambda_{i-1} P_{i-1} - B_i P_i + \sum_{j=1}^{M} B_j P_j \delta(i-1),$$

(10)
where \( B_i = (i - 1) \lambda \) for \( i \leq \sqrt{\lambda} \); \( B_i = 0 \) for \( i > \sqrt{\lambda} \); \( \lambda \lambda = i^2 \lambda \) for \( i \neq M \); \( \lambda M = 0 \); \( \delta(i' = 1) = 1 \) for \( i = 1 \); \( \delta(i' = 0) = 0 \) for \( i \neq 1 \)

and \( (i-1) \lambda_{i-1} = \sqrt{\lambda} \). Note that here we have used the form of the constant collision frequency approximation corresponding to Eq. (2). This simpler approximation is possible since with the present model inelastic collisions and stimulated photon emission do not populate the level at \( \varepsilon_i = 0 \). We note that the system of equations is terminated at \( i = N \), where \( N \) is chosen by trial and error to be large enough so that the populations at energies of interest are independent of \( N \). We can use the calculated \( P_i \) values to determine the excitation frequency using the relation

\[
\lambda = \sum_{j=H}^{M} B_j P_j
\]

Finally, we note that our assumption as to the energy dependence of \( B_i \) is equivalent to assuming that the cross section for excitation, \( \sigma_x \), is given by

\[
N \nu \sigma_x = \frac{(\varepsilon - \varepsilon_x)}{h \nu} B \lambda
\]

where \( \nu = 5.93 \times 10^7 \) \( \text{cm/sec} \). For He and electron energies within a few electron volts of the excitation threshold \( \varepsilon_x/h \nu = H = 11 \), and 

\[
B \lambda \approx 1.4 \times 10^{-9} \text{sec}^{-1}.
\]

The calculations given below have been carried out by D. C. Wei of the Laboratories Computer Group.

The results of the solution of Eqs. (10) are shown in Figure 12-2, where \( P_i \) is plotted as a function of \( i = \varepsilon_i/h \nu \) for \( B = 15 \). These
Figure IV-2  Excitation Frequency vs. Time for Various Models
results are for the case in which \( \lambda_1 = 1 \) at \( t = 0 \). Here time \( t \) is measured in units of \( 1/\lambda \) such that \( T = \lambda t \). We see that the distribution function has reached its steady value by \( T = 6 \). Using Eq. (2) and \( \gamma_{in} = 7.2 \times 10^{-7} \) cm\(^3\)/sec as expected for helium at a gas density \( \bar{\xi} \), the curves in Figure IV-2 correspond to the case of a field strength \( E = 3.4 \times 10^6 \) v/cm at the laser frequency corresponding to 6943 Å or a laser power of \( 3.4 \times 10^{12} \) watt/cm\(^2\) and to a gas density of \( 2.15 \times 10^{19} \) atoms/cc or one atmosphere at 300 K. In this case \( \lambda = 2.3 \times 10^9 \) sec\(^{-1}\) so that the distribution function has reached its final form by about \( 2.5 \times 10^{-9} \) sec.

In the present problem we are primarily concerned with the time dependence of the excitation frequency as shown in Figure IV-3. The lower two curves (\( \bar{\xi} = 15 \)) show the \( \gamma_{ex} \) values calculated using Eq. (11) for the model discussed above for helium and for two different assumptions as to the initial state of the electron, i.e., \( P_0 = 1 \) at \( t = 0 \) and \( P_1 = 1 \) at \( t = 0 \). We see that the excitation frequency has reached its final value of \( 2.6 \times 10^{-8} \) sec by about 2.5 nsec. The upper curve shows the excitation frequency calculated for \( \bar{\xi} = 0.5 \) corresponding to helium at atmospheric pressure and to a laser field strength of \( 2 \times 10^7 \) v/cm or \( 1.06 \times 10^{12} \) watt/cm\(^2\). This calculation has not been carried to completion because of the large amount of computer time required but it appears that the excitation rate at \( 10^{-10} \) sec is significantly below the final value. The time required to attain the steady state excitation rate is important because each new electron in the avalanche will have to undergo such a transient period. The average excitation rate is therefore an appropriate integral over the instantaneous excitation rate weighted according to the probability of finding a new electron in a given initial state after the photoionization of the excited atom. We have not carried out this...
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Figure IV - 3 Time Dependent Electron Energy Distributions
calculation. This average excitation frequency will generally be smaller than the final value because this calculation is one way of allowing for the energy required to raise the energy of each new electron to the mean electron energy. 10

We now wish to compare the final excitation rates with those calculated using other approximate models. Using the steady state solution corresponding to the time dependent calculations, i.e. Eq. (2) with \( \gamma_n \) independent of energy and the summations in eq. (3) going from 1 to \( N \), we find \( \chi / \lambda = 1.14 \times 10^{-1} \) compared to a final value of \( 1.2 \pm 0.5 \times 10^{-1} \) using the time dependent solution for \( r = 15 \). The agreement between these results is expected since they are based on models which are negligibly different. The constant collision frequency model using Eq. (3) in Eq. (6) yields \( \chi / \lambda = 1.16 \times 10^{-1} \) due to the slightly smaller values of \( \lambda_1 / \lambda \) over the range \( 0 \) to \( \infty \) rather than \( 0 \) to \( N + 1 \). The solution to the differential form of the Boltzmann equation gives \( \chi / \lambda = 1.57 \times 10^{-1} \) and \( 1.59 \times 10^{-2} \) when Eqs. (2) and (3), respectively, are substituted into Eq. (2) and \( \gamma_m \) is constant. The extended microwave theory using realistic cross sections as discussed in Ref. 1 gives \( \chi / \lambda = 6.6 \times 10^{-2} \). This lower value is largely the result of the neglect of energy losses due to elastic collisions in the simple models we have considered in this section. Finally, we note that the steady state value of \( \chi / \lambda \) for \( B = 0.5 \) is greater than \( 0 \times 10^{-2} \) as compared to the microwave values of \( \chi / \lambda = 6.1 \times 10^{-9} \) sec\(^{-1}\) or \( \chi / \lambda = 9.7 \times 10^{-2} \). In this case elastic collisions are much less important than in the lower electric field (higher \( P \)) case. These calculations again suggest the possibility of significant differences between steady state
excitation rates using the two forms of the Boltzmann equation. However, they show that a really valid comparison can be made only when better models are used to account for the effects such as elastic collisions and the energy required to heat up the new electrons.

3. Avalanche Growth in Ar and N₂

In this section we present the results of calculations of coefficients governing the rate of growth of ionization in Ar and N₂ and in the case of Ar we apply these results to the prediction of the time required for breakdown in Ar under simplified experimental conditions. The notation and simplifications here are identical with that of Ref. 1 and will not be repeated here.

Figure 17-4 shows values of the excitation and ionization frequencies per atom and the electron diffusion coefficient at unit density for Ar at frequencies such that $\omega \gg \nu_m$. These calculations were made using the cross sections and computer program discussed by Engelhardt and Helms. In Figure 17-5 shows the calculated excitation, ionization, and diffusion frequencies for electrons in Ar at one atmosphere pressure at 300 K as a function of the field strength of the ac field at the frequency of a ruby laser ($6943 \, \mu m$). These curves are then used to calculate the curves shown in Figure IV-6 of the time required for the ionization to grow by an avalanche process from 1 electron in the focal volume ($\sim 10^5$ electron/cc) to complete ionization. As discussed in Ref. 1 the solid curves are calculated under the assumption of electron loss by free diffusion to the cylindrical boundary of the focal volume while the dashed curves correspond to negligible diffusion loss as when ambipolar diffusion is important.
Figure IV - 4  Very High Frequency Excitation, Ionization and Diffusion Coefficients for Argon
Figure IV - 5 Excitation, Ionization and Diffusion Frequencies for Argon at One Atmosphere, 3000K at 6943 Å Using Microwave Theory
Figure IV - 6 Time Required for Laser Breakdown in Argon at One Atmosphere and 10^{-2} cm Radius Focal Volume
It is still rather risky to compare the results of this theory with experiment because of the uncertainties in the time of initiation of the avalanche, the spatial and time variations in the laser power density which are not included in the theory, and the uncertainties remaining in the applicability of the extended microwave theory. However, we note that the threshold field strength shown in Figure IV-6 for free electron diffusion and excitation followed by photoionization, i.e. $3 \times 10^{12}$ watt/cm$^2$ or $3.2 \times 10^{6}$ J/cm, is in rather good agreement with Nagamita's value of $4 \times 10^{10}$ watt/cm$^2$ for a 50\% larger focal radius but a slightly lower gas density.

Figure IV-7 shows calculated excitation and ionization frequencies per molecule for electrons in N$_2$ under conditions such that $\omega \gg \gamma'$. These calculations were made using the cross sections and computational procedures discussed by Engelhardt and Phelps. We have not calculated the excitation frequency, etc. for N$_2$ at atmospheric pressure since no measurements are available of the time of breakdown as a function of laser power. Without such data we cannot be sure of the significance of the observed threshold. A preliminary attempt to compare theory and experiment is given in the next section.

III. Approximate Threshold Predictions

In this section we will make use of the excitation, ionization, and diffusion coefficients for He and N$_2$ which have been given in Ref. 1 and in the preceding section to predict approximate relations for the intensity required to produce breakdown of these gases by a pulsed ruby laser. We shall calculate the laser intensity necessary to satisfy two breakdown...
Figure IV - 7  Electronic Excitation and Ionization in N₂ for $\omega \gg V_m$
criteria. First, we assume that the breakdown threshold is determined by the condition that the electron ionization frequency equal the free diffusion frequency. This static or diffusion controlled condition is the same as the conventional microwave breakdown criteria and has been applied by several authors \(^3\) to the laser breakdown problem. Secondly, we assume that the breakdown threshold is determined by the requirement that the ionization increase from one electron in the focal volume to complete ionization during the time the laser pulse is on. In the results shown in Figures IV-5 and IV-9, we have continued to make the simplifying assumptions discussed in Ref. 1, e.g., a spatially uniform laser intensity, completely absorbing boundaries at the focal spot radius, a constant amplitude of laser intensity for the duration of the pulse, negligible effect due to electron attachment, and the presence of an initiating electron at the beginning of the laser pulse. It will be noted that we have not shown a limiting curve corresponding to the threshold laser intensity required to produce an initiating electron during the laser pulse. As indicated previously \(^2\), one can predict the dependence of this minimum laser intensity only if one knows the nature and density of the atoms which supply the initiating electron. Attempts to measure this ionization rate experimentally \(^21\) and to predict it theoretically have been unsuccessful. \(^22\)

The static or diffusion controlled breakdown criteria is obtained by setting \(\gamma = 0\) in Eq. (13) of Ref. 1 so that

\[
\nu_x + \nu_d = \frac{D}{\alpha^2} \quad (13)
\]
Figure IV - 8  Laser Breakdown in He
Since \((\gamma_k + \gamma'_1) / 2\) and \(\gamma'_1\) are functions only of \(\delta/n\) and \(\omega/n\) in the microwave theory used here, it is convenient to rewrite Eq. (13) in the form

\[
\frac{(\gamma_k + \gamma'_1)}{DN^2} = \frac{1}{N^2\Omega^2} \quad (14)
\]

Here \((\gamma_k + \gamma'_1) / N^2\) corresponds to the usual ionization coefficient.

When \(\omega >> \gamma'_1\), the value of \(\delta/n\) required for breakdown can be determined directly from a plot of \((\gamma_k + \gamma'_1) / N^2 v. \omega\). The steeper curves for Figs. 13-4 and Fig. 9 show the result of such calculations for He and \(\mathrm{N}_2\) when \(a\) is taken to be \(10^{-2}\) cm. The diffusion controlled threshold curve shown for \(\mathrm{N}_2\) is low by as much as 10\(^3\) at the highest densities because the corrections due to a finite \(\omega/\gamma_m\) had not been calculated at the time the graph was prepared.

The threshold intensity required to satisfy the density buildup condition is calculated from Eq. (13) of Ref. 1 by neglecting the \(\Omega^2\) term and assuming that the electron density increases by \(\delta\) during a 60 nsec constant amplitude laser pulse. This relatively large value was used in order to approximate conditions in the experiments of Waynant \(^1\) rather than those of Meyer and Haight. \(^3\) Thus, the threshold condition for the shallower curves of Figs. 13, 14 shows that

\[
\frac{\gamma_k + \gamma'_1}{\Delta} = \frac{5 \times 10^8}{\mathrm{cm}^3 \text{ sec}} \quad (15)
\]

Again the curve shown for \(\mathrm{N}_2\) has not yet been corrected for finite \(\omega/\gamma_m\) and, in this case, is low by as much as a factor of 2 at the higher densities.
densities.

We shall conclude this discussion with comments regarding the comparison of the experimental data and theoretical curves of Figures IV-7 and IV-9. First we note that the two threshold curves cross at gas densities somewhat below atmospheric so that diffusion losses determine the threshold at the lower gas densities and the buildup of electron density determines the threshold at the higher densities. Those threshold determining curves are shown by solid lines. In the case of He, Figure IV-8 shows that the rough theory is in reasonable agreement with the data of Jaynant. When consideration is given to the shorter laser pulse length used by Heyerand and Haught the agreement is reasonable at near atmospheric density but the theoretical curve seems to decrease too slowly with increasing gas densities. It is to be noted that the relative values of the breakdown threshold in He given by Minck are similar to those of Heyerand and Haught in Figure IV-6.

Figure IV-9 shows a comparison of the approximate theoretical threshold laser intensities for N₂ with the experimental data of Heyerand and Haught. This comparison is reasonable from the point of view of the microwave theory since the measured Townsend ionization coefficient for N₂ and air are nearly the same and their diffusion coefficients are expected to be similar. As in the case of helium the agreement is quite good at the lower gas densities when one considers the shorter pulse length used by Heyerand and Haught. The relatively rapid decrease in experimental threshold laser intensity with increasing gas density compared to the theoretical curve is similar to that shown in Figure IV-5 for He.
This behavior is also seen in the relative values given by Hinck.\textsuperscript{3} The finite $\omega/\gamma_m$ correction referred to would increase the discrepancy even further at high gas densities. In both He and $N_2$, it would appear that the decrease in the efficiency of conversion of photon energy into excitation (and ionization) predicted by the microwave theory at low $E/\omega$ is too large. In the He case this energy goes into elastic recoil collisions while in the $N_2$ case this energy results in the excitation of relatively high vibrational states.\textsuperscript{19} Obviously, further investigations of this behavior are necessary.

E. Summary

This report presents evidence that the absorption of relatively high energy photons in free-free transitions may in some cases lead to small ($\sim 30\%$) but possibly significant deviations in the rate of growth of an electron avalanche from that predicted by an appropriate extension of the microwave theory, i.e., the continuous form of the Boltzmann equation. This evidence is obtained by solving the difference form of the Boltzmann equation in both the steady state and time dependent cases for various simple models of the electron-atom or electron-ion collision processes. However, since direction and magnitude of the deviation depend upon the model used and since several important affects are not included further comparisons of the two theories are desirable.

The report also presents additional calculations of the excitation, ionization, and diffusion coefficients and makes use of these to compute avalanche growth times and approximate curves of the laser intensity required for breakdown as a function of gas density. In general the agreement between theory and experiment is within a factor of 2 in laser
intensity or 40% in laser electric field intensity. There are, however, systematic deviations between theory and experiment which should be explored further.
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APPENDIX A

SOME CONSEQUENCES OF LASER BREAKDOWN INITIATION
BY A NON-LINEAR PROCESS

A. V. Phelps
Westinghouse Research Laboratories
Pittsburgh 35, Pennsylvania

The model of the laser breakdown process which appears to best fit the presently available data is that in which the initiating electron is produced by non-linear or multiphoton ionization of an impurity or the main gas and is followed by an exponential growth of ionization resulting from either electron excitation followed by photoionization or direct ionization by electron impact.¹ The purpose of this memorandum is to examine some of the consequences of the assumption that a non-linear or multiphoton process provides the initial electron.

1) Time dependence of ionization

The time dependence of the ionization resulting from a process in which the photon flux acts directly on the neutral atoms is significantly different from that in which free electrons absorb the photon energy and produce ionization. The continuity equation for the electron density, n, in the general case is

\[ \frac{\partial n}{\partial t} = \alpha M + v_{xi} n - D\nabla^2 n, \]

where \( \alpha \) is the rate of ionization of neutral atoms or molecules of density \( M \), \( v_{xi} \) is either the frequency of excitation and ionization by electron impact,¹ and \( D \) is the electron diffusion coefficient. Unless otherwise stated, we will assume that the laser power increases abruptly to some constant value at \( t = 0 \), so the
\( \alpha, v_{xi}, \) and \( D \) are constants. As before, we approximate the solution to this equation by replacing \( D \nabla^2 n \) by \( Dn/\Lambda^2 \) where \( \Lambda \) is the diffusion length corresponding to the fundamental mode in a cylinder with a radius equal to that of the focal spot. Equation (1) now reduces to

\[
\frac{dn}{dt} = \alpha M + (v_{xi} - v_D) n
\]

(2)

where \( v_D = D/\Lambda^2 \). The solution to this equation for the case of \( n = 0 \) at \( t = 0 \) and \( n \ll M \) is

\[
n = \frac{\alpha M}{(v_D - v_{xi})} \left[ 1 - \exp \left( v_{xi} - v_D \right) t \right].
\]

(3)

For \( v_{xi} < v_D \), this solution reaches a steady state value of \( \alpha M (v_D - v_{xi})^{-1} \), whereas for \( v_{xi} > v_D \) it increases exponentially with a growth constant of \( v_{xi} - v_D \). For \( v_{xi} - v_D = 0 \), \( n = \alpha M t \). Note that our assumption of \( n \ll M \) may be violated at rather low \( n \), if \( M \) is an impurity.

The mathematical approach which is used above does not show the possible discontinuous nature of the true breakdown problem, i.e., Eqs. (1) - (3) are valid only when there is a reasonably large number (e.g., 10 or more) of electrons present. This point is important in evaluating experimental data since it means that if the rate of electron production by the non-linear process is small enough it will determine the minimum laser power at which breakdown is normally observed. Thus, if the effective pulse length is \( \Delta t \) and if \( \alpha M \Delta t < 1 \), then even though \( (v_{i,x} - v_D) \Delta t > \ln (10^{19}/10^5) \) so that an avalanche could ionize essentially all of the atoms, breakdown may not occur. If this were the case breakdown might occasionally be observed at laser powers significantly below that for which \( \alpha M \Delta t \sim 1 \), i.e., breakdown might be initiated by the truly random background electron. The occurrence of a single rare breakdown event at power levels well below the normal threshold has been observed.

If the production of an electron by a non-linear process does effectively determine the threshold, then observations of the time dependence of the growth of ionization and excitation should show that growth constant
\( \nu = \nu_x,1 - \nu_D \) does not approach zero as the breakdown threshold is approached but that the observed delay is due to a delay in the time of initiation of the avalanche. Since it now appears 1 likely that measurements of the light intensity will follow the ionization build up, it may be possible to extrapolate measurements of the ionization growth back to the time of appearance of the initiating electron. Such measurements will require the use of photodetectors with sufficient sensitivity and speed to measure the light generated during the portion of the growth period when the degree of ionization of the gas is small, e.g., when the light output is \( \sim 1\% \) or less of the peak value.

2) Dependence of ionization on geometry, laser power, etc.

The requirement that the laser produce the initiating electron means that in general two distinct threshold conditions must be met. These two conditions will have rather different dependences on laser power, focal spot size, gas density, and laser frequency. The dependence of the avalanche growth condition on the experimental parameters has been discussed in detail for helium 1 using the microwave theory as a basis for obtaining quantitative predictions. In general, this analysis shows that the threshold condition for gas densities of the order of atmospheric and reasonably small focal spot radii is determined by balancing an effective ionization frequency which varies approximately as \( N(E/\omega)^{n} \), \( n = 2 \) to \( 5 \) against a diffusion frequency which varies approximately as \( (NR)^{1} \). Thus, the avalanche threshold condition is that

\[
(NR)^{2}(E/\omega)^{n} \]

is a constant depending upon the gas. In terms of the laser power required for threshold, \( P \propto R^{2}E^{2} \), so that \( P \propto N^{-4/n}R^{-2-4/n}\omega^{2} \).

The exact dependence of the non-linear or multiphoton initiation threshold on experimental parameters varies with the theoretical description of the ionization process which is most appropriate to the gas under consideration. Thus, the ionization may occur due to tunneling of an electron out of the atom through the potential barrier created by the intense applied field. 4 Neglecting the fact that the electric field is alternating, the frequency of field induced ionization events per atom is given approximately 5 by
\[ \alpha = v_e \exp (-6.8 \times 10^7 I^{3/2} E^{-1}) \]

where \( v_e \) is the effective frequency at which electrons approach the potential barrier and is roughly \( 10^{16} \text{ sec}^{-1} \), \( I \) is the ionization potential of the atom and \( E \) is the electric field strength. For typical laser breakdown conditions \( I = 15.8 \text{ eV} \) and \( E = 10^7 \text{ V/cm} \) so that \( \alpha = 10^{-1/26} \text{ cm}^3/\text{sec} \). Therefore field strengths of the order of \( 5 \times 10^8 \text{ V/cm} \) would be required to produce significant ionization. This crude calculation would seem to indicate that a multiphoton process is involved.

The ionization coefficient per atom according to the multiphoton theory is expected to be proportional to \( (F)^m \) where \( F \) is the laser photon flux and \( m \gg (I/nv) \). For argon and a ruby laser \( m = 9 \), so that the requirement that \( \alpha M \Delta t \approx 1 \) means that the threshold condition would require that \( E^{18} M \Delta t \) be a constant or that the threshold power obey the relation \( P_G (M \Delta t)^{-0.11} R^2 \). If the gas ionized by the multiphoton process were mercury \( (I = 10.4 \text{ eV}) \), we would expect \( P_G (M \Delta t)^{-0.17} R^2 \), and that the power required would be very much lower. According to these relations the power required to meet this threshold condition should be insensitive to changes in the gas density and should increase with the square of the focal spot size. This means that the multiphoton process threshold condition will become more difficult to meet relative to the avalanche threshold condition as the focal radius is increased. This should lead to a greater spread in the breakdown time.

The difference in behavior of the two ionization processes is most pronounced when the integrated laser energy is fixed and the spatial distribution of the focus is varied, either intentionally or by accident as when the laser mode pattern changes. Thus a 20% increase in the peak laser power at any point in space will increase the ionization rate due to the multiphoton process by factors of from 3 for mercury to 5.1 for argon whereas the ionization frequency due to the avalanche process increases only by a factor of about 1.6. This high sensitivity of the multiphoton, or other non-linear, ionization to the intensity of the laser power may account for some of the observed fluctuation in the breakdown time. If this effect is important at a fixed laser pulse energy, the
shorter breakdown times should correspond to those pulses in which the laser power distribution is more sharply peaked in the focal region whereas the longest breakdown times would correspond to pulses in which the spatial variation in laser power was relatively uniform. Experimental data may be available for checking this hypothesis. An alternative explanation of the observed spread in breakdown times is given in the next section.

3) Statistics of Breakdown

In this section we consider more explicitly the effects of a non-linear initiation mechanism on the statistics of breakdown. Our main point is that the theory is essentially no different from that applicable in the case of Townsend breakdown when the initiating electron is produced by a constant external source but with the condition that the probability of producing an avalanche is a function of the field strength or in the case in which the initiating electrons are produced by field emission from a cathode. These problems have been considered previously by Phelps and Berg and others. This theory is especially simple when the time required for the avalanche to grow to the value required for observation of breakdown is negligible. In this case the probability of breakdown \( G(t) \) after a time \( t \) is given by

\[
\ln G(t) = - \int_0^t \lambda(t) \, dt
\]  

(4)

where \( \lambda(t) \) is the frequency of production of electrons capable of initiating the avalanche. According to the laser breakdown model being discussed we expect \( \lambda(t) \) to be proportional to \( ME^2 m(t) \), i.e., a very rapidly varying function of time. The probability that breakdown will be observed at a time between \( t \) and \( t + dt \) is found by differentiating Eq. (4) to get

\[
dG = - \lambda(t) \, G(t) \, dt
\]  

(5)
This is actually the basic equation for \( G(t) \). As shown by Phelps and Berg,\(^6\) Eq. (5) can be used to evaluate \( \lambda(t) \). Thus,

\[
\lambda(t) = - \frac{1}{G(t)} \frac{dG}{dt}
\]  \hspace{1cm} (6)

The behavior of the various functions defined above is shown in Fig. 1. Here we have shown, in Fig. 1a, the time dependence of the laser power, \( P(t) \), from an oscilloscope photograph taken by Waynant.\(^7\) Also shown in Fig. 1a are the relative values of \( \lambda(t) \) as calculated for multiphoton ionization of helium (\( m = 11 \)) and of mercury (\( m = 6 \)). Figure 1b shows curves of \( G(t) \) as calculated from the \( \lambda(t) \) for \( m = 11 \) with the magnitude of \( \lambda(t) \) adjusted so as to produce an average number of electrons per pulse, \( N \), of 1, 5, 18, or 2050. Here \( N = \int_0^\infty \lambda(t) dt \). The corresponding values of \( dG/dt \) are shown in Fig. 1c. The most striking feature of these curves is the relatively small region of time, e.g., 5-10 nsec halfwidth, over which the initiating electrons are produced with an appreciable probability. This is consistent with an apparent upper limit to the observed breakdown times.

A second feature of these curves is the small but definite shift of the curve of the probability of initiation, Fig. 1c, to shorter times as the peak laser power is increased. With \( m = 11 \) the increase in \( N \) from 1 to 5.18 and 2050 represents an increase in peak laser power by factors of 1.16 and 2.0, respectively. If the time required for avalanche growth were negligible then the factor of two increase in laser power would result in breakdown at times of the order of one half the time required to reach peak power.

If our assumption that the time required for avalanche growth is negligible and if fluctuations in the spatial distribution of the laser intensity can be neglected, then a plot of the number of breakdown events per unit time should resemble Fig. 1c. The data obtained for argon by Waynant\(^3\) show only at the higher laser energies are the distributions similar to Fig. 1c. The data obtained at energies nearer threshold yields distributions which are considerably more spread out in time and for which the peak occurs much later.
Fig. 1—Calculations of the probability of laser breakdown with non-linear ionization initiation mechanism
in time. The shift to later times at lower laser energies is characteristic of longer avalanche growth constants and suggests strongly that the avalanche growth time is not negligible. If the laser power were constant during the growth, then the finite growth time could be taken into account at a fixed laser energy simply by shifting the time scale in Figs. lb and lc by an appropriate amount. With a time varying laser power there will be a tendency for the cases in which the initiating electron occurs later to have a lower average growth constant. However, at present this effect seems too small to produce the observed spread. Obviously, further investigation of this area is desirable.

d) Conclusions

The arguments presented in this report indicate that the non-linear mechanism which probably provides the initiating electron for laser breakdown is multiphoton absorption. This process produces electrons only over a relatively narrow time interval and so its effect is consistent with the tendency of the breakdown time to show an upper limit when plotted as a function of laser power. The time required for avalanche growth appears to become appreciable as the laser energy is reduced toward threshold in argon at 1 atmosphere.
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APPENDIX B

A RANDOM WALK PROBLEM IN LASER PHYSICS

D. P. Gaver, J. A. Marshall

Introduction

This report describes some preliminary work on probability models in physics, carried out at the request of Dr. A. Phelps. The results and methods discussed provide a convenient starting point for checking certain calculations and models used by physicists; in particular, some easily manipulated "continuous" approximations may be appraised for numerical accuracy.

The write-up to follow is in the nature of a progress report. More work along lines similar to that described here, can be conducted.

A First Model

A particle (electron) executes a random walk in continuous time over a denumerable set of (energy) states 1, 2, 3, ... . Steps in the walk (energy changes) occur at random times because of interaction with particles of another class (photons); the steps are either up by one unit, i.e. from state i to i+1, or down by one unit, i.e. from i to i-1, except that when the lowest state, 1, is reached no further down-jumps are possible. Furthermore, when some sufficiently high state, H, is reached the particle jumps instantaneously back to state 1, and the walk begins again. In fact, when the jump from H to 1 occurs, another particle is born and occupies state 1 at birth, thereafter walking independently of the first. This process then continues indefinitely.
In this report we study the probability distribution of the random variable $T_{1H}$, described as the time of a particle's first passage to state $H$, having started at state $1$. In particular we compare the mean, or expected, first passage times, $E(T_{1H})$, as the latter are computed using various hypotheses about jump probabilities. We also discuss the problem of continuous approximation of the path of the particle through energy space.

In order to obtain explicit expressions for $E(T_{1H})$ we make the specific assumption that the particle walk is a time-homogeneous birth-and-death process, i.e. that the probability that a particle, currently occupying (energy) state $i$ ($i > 1$) jumps to state $i+1$ in the time $dt$ is $\lambda_i dt + o(dt)$; the corresponding down-jump probability is $\mu_i dt + o(dt)$, except that $\mu_1 = 0$; importantly, too, all jump probabilities are influenced only by present state, and not by any previous history. This makes the walk a simple Markov process. Both $\lambda_i$ and $\mu_i$ are positive and independent of the time during which the process has gone on. An introduction to such processes will be found in Feller [2]. The above assumptions imply that the distribution of the sojourn time, $S_i$, of a particle in a particular state, $i$, i.e. the uninterrupted time from an entrance into $i$ until the next exit therefrom, is distributed exponentially

$$\text{Prob}[S_i \leq t] = 1 - e^{-(\lambda_i + \mu_i)t}. \quad (1)$$

If, for some reason, the exponential distribution is physically implausible, the distribution (1) can actually be made of arbitrary form, leading us to the class of semi-Markov rather than Markov processes. The methods to be
described then need only be altered trivially to obtain explicit solutions, provided there is independence between the successive sojourns. Independence would not occur, for example, if the event that a particle had just entered state \( i \) from below, i.e. from \( i-1 \), were to shorten the time of sojourn of the particle in \( S_i \), or perhaps alter the probability with which the particle jumps from \( i \) to \( i+1 \) or to \( i-1 \). Such effects might derive from considerations of velocity as well as position; we rule them out.

Under our assumptions, a convenient way of computing the Laplace-Stieltjes transform \( E(e^{-ST_{1H}}) \), the expected first passage time, \( E(T_{1H}) \), and higher moments as well has been given in Gaver [3]; formulas for \( E(T_{1H}) \) have been given previously by others. We will not utilize the L.-S. transform here, although by employing this function it should be possible to prove certain probability limit theorems of use when the second stage of the problem -- involving particle branching when jumps from high energy states to state \( 1 \) -- is attacked. From [3]: let \( A_i \) denote the first passage time from state \( i \) to \( i+1 \) (i.e., the elapsed time from first entrance into state \( i \) to first entrance into state \( i+1 \)). Then:

\[
a_i(s) = E(e^{-sA_i}),
\]

(2)

\[
a_i(s) = \frac{\lambda_i}{s + \lambda_i + \mu_i(1 - a_{i-1}(s))},
\]

(3)

since initially

\[
a_1(s) = \frac{\lambda_1}{\lambda_1 + s}
\]
we can successively substitute to obtain $a_i(s)$ for any $i$. Finally, because

$$T_{1H} = A_1 + A_2 + \ldots + A_{H-1} \quad \text{(4)}$$

with $\{A_i\}$ a sequence of independent random variables we find

$$E(e^{-sT_{1H}}) = \prod_{i=1}^{H-1} a_i(s). \quad \text{(5)}$$

For the expectation or mean of $T_{1H}$ we use the fact that

$$E(T_{1H}) = \sum_{i=1}^{H-1} E(A_i)$$

and the recursion formula, derivable from (3) by evaluating its derivative with respect to $s$ at $s = 0$,

$$E(A_i) = \frac{1}{\lambda_i} \left[ 1 + \mu_i E(A_{i-1}) \right], \quad \text{(6)}$$

which in turn gives

$$E(A_i) = \frac{1}{\lambda_i} + \frac{\mu_i}{\lambda_i} \frac{1}{\lambda_{i-1}} + \frac{\mu_i \mu_{i-1}}{\lambda_i \lambda_{i-1}} \frac{1}{\lambda_{i-2}} + \ldots + \frac{\mu_i \mu_{i-1} \ldots \mu_2}{\lambda_i \lambda_{i-1} \ldots \lambda_2} \frac{1}{\lambda_1}. \quad \text{(7)}$$

It is expression (7) that will be particularly discussed in what follows.

Note that the expression (6) can be easily evaluated by computer, for it is a simple recursion formula. This has been carried out in certain cases, believed to be of interest in applications; some examples will follow.

First we present some special cases that may be of use.

Special Case I: $\lambda_i = \lambda$, $\mu_i = \mu$ ($i = 1, 2, \ldots$; but $\mu_1 = 0$).

In this walk the probabilities of jumps and the jump rates (hence sojourn times) do not depend upon the states. From (5) or (7) we easily get
\[ E(A_1) = \frac{1}{\lambda} \frac{1 - \left(\frac{H}{\lambda}\right)^{i}}{1 - \frac{\mu}{\lambda}} \quad \text{for} \quad \mu \neq \lambda \] 

\[ = \frac{1}{\lambda} \quad \text{for} \quad \mu = \lambda. \]  

and therefrom

\[ E(T_{1H}) = \frac{H-1}{\lambda-\mu} - \frac{\mu}{(\lambda-\mu)^2} \] 

\[ \times \left[ 1 - \left(\frac{H}{\lambda}\right)^{H-1} \right] \quad \text{for} \quad \lambda \neq \mu \] 

\[ = \frac{H(H-1)}{2\lambda} \quad \text{for} \quad \lambda = \mu. \]  

For large \( H \) we can put, for the case \( \lambda \neq \mu \),

\[ E(T_{1H}) \sim \frac{H}{\lambda-\mu} - \frac{\mu}{(\lambda-\mu)^2} \] 

\[ \sim \left(\frac{H}{\lambda}\right) - \frac{\mu}{(\lambda-\mu)^2} \]  

where the approximation improves as \( H \) increases.

Special Case II: \( \lambda = i\lambda, \mu = i\mu (i=1,2,\ldots; \text{but } \mu_j = 0). \)

In this model activity increases with energy. Again using (6) or (7) we get

\[ E(A_1) = \frac{1}{\lambda} \sum_{j=1}^{i} \left(\frac{H}{\lambda}\right)^{i-j} \frac{1}{j} = \frac{1}{\lambda} \left(\frac{H}{\lambda}\right)^{i-1} \sum_{j=1}^{i} \left(\frac{H}{\mu}\right)^{j} \frac{1}{j} \]  

If \( \lambda = \mu \) then the above series becomes the harmonic, and

\[ E(A_1) \sim \frac{1}{\lambda} \ln i. \]  

Therefore
\[ E(T_{1H}) = \sum_{i=1}^{H-1} \frac{1}{\lambda} \int_{i-1}^{i} \ln x \, dx \]

\[ = \frac{1}{\lambda} \left[ (H-1) \ln(H-1) - (H-2) \right] \]

where the approximation improves as \( H \) increases. We will not stop to write down the approximations obtainable for \( \lambda \not= \mu \); these could be gotten by replacing the sums by integrals, perhaps in a refined form by use of the Euler-Maclaurin sum formula.

The above models have taken no account of a necessary physical restriction on the \( \{\lambda_i\} \) and \( \{\mu_i\} \) sequences imposed by "detailed balance". This principle requires that the transition rates for cases I and II be modified:

\[ \text{Case I}': \quad \lambda_i = \lambda, \quad \mu_i = \lambda \sqrt{\frac{i-1}{i}} \]

\[ \text{Case II}': \quad \lambda_i = i\lambda, \quad \mu_i = (i-1)\lambda \sqrt{\frac{i-1}{i}}. \]

Notice that for large \( i \) we are very nearly in the cases I and II, with \( \lambda = \mu \). However inclusion of detailed balance has the effect of slightly decreasing \( \mu_i \) compared to its corresponding value in cases I and II, and hence decreasing \( E(T_{1H}) \).

Computations were carried out for cases I' and II' in order to compare the results of the continuous model with those of the discrete model developed above. Using (13) and (7) we find

\[ E(A_1) = \frac{1}{\lambda} \frac{1}{\sqrt{i}} [ \sqrt{1} + \sqrt{2} + \sqrt{3} + \ldots + \sqrt{i-1} + \sqrt{i} ] \]
for case I' while (14) and (7) give $l/2$ times this result for case II'.

Values of the quantity $E(T_{1H})$ were calculated for all values of $H$ from
2 to 31 for each of the two cases (with $\lambda = 1$).

The corresponding results from the continuous model are

Case I': $E(T_{1H}) = (H-1)^2/3$, and

Case II': $E(T_{1H}) = 2(H-1)/3$.

Table 1 gives the results of the computations for the discrete
model and compares these with continuous model, for the two cases. The
agreement between the two models is seen to improve as $H$ increases. Notice
that the discrete model always gives the longer first passage times. As
a check on this, consider approximating the discrete model by another one
with smaller step size.

If we want to approximate the behavior of the particle over
the original state space by a particle "walking" on a new state space which
has smaller step size, we must find the appropriate values for the new
parameters. If we take the original step size as 1 and the original
parameters as $\lambda_i$ and $\mu_i$ and the new step size as $\Delta$ with parameters
$\lambda_i'$ and $\mu_i'$, then quantum mechanics suggests for

Case I': $\lambda_i' = \left(\frac{1}{\Delta}\right)^2 \lambda_i$, and
\[ \mu_i' = \lambda_i \sqrt{\frac{\Delta-1}{\Delta}} , \]

while for

Case II': $\lambda_i' = \left(\frac{1}{\Delta}\right)^{1/2} \lambda_i$, and
\[ \mu_i' = \lambda_i' (i'-1) \sqrt{\frac{i'-1}{i'}} . \]
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Table 1
Values of $E(T_{1H})$ for the Discrete and Continuous Models and the Ratio of These Quantities for Cases I' and II' with $\lambda = 1$.

<table>
<thead>
<tr>
<th></th>
<th>Case I'</th>
<th></th>
<th></th>
<th></th>
<th>Case II'</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>Discrete</td>
<td>Continuous</td>
<td>D/C</td>
<td>Discrete</td>
<td>Continuous</td>
<td>D/C</td>
<td>Discrete</td>
</tr>
<tr>
<td>2</td>
<td>1.000</td>
<td>.33</td>
<td>3.00</td>
<td>1.000</td>
<td>.67</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.707</td>
<td>1.33</td>
<td>2.03</td>
<td>1.854</td>
<td>1.33</td>
<td>1.39</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5.101</td>
<td>3.00</td>
<td>1.70</td>
<td>2.652</td>
<td>2.00</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8.174</td>
<td>5.33</td>
<td>1.53</td>
<td>3.420</td>
<td>2.67</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11.923</td>
<td>8.33</td>
<td>1.43</td>
<td>4.170</td>
<td>3.33</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>16.345</td>
<td>12.00</td>
<td>1.36</td>
<td>4.907</td>
<td>4.00</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>21.439</td>
<td>16.33</td>
<td>1.31</td>
<td>5.634</td>
<td>4.67</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>27.204</td>
<td>21.33</td>
<td>1.28</td>
<td>6.355</td>
<td>5.33</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>33.639</td>
<td>27.00</td>
<td>1.25</td>
<td>7.070</td>
<td>6.00</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>40.744</td>
<td>33.33</td>
<td>1.22</td>
<td>7.780</td>
<td>6.67</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>48.519</td>
<td>40.33</td>
<td>1.20</td>
<td>8.487</td>
<td>7.33</td>
<td>1.16</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>56.962</td>
<td>48.00</td>
<td>1.19</td>
<td>9.191</td>
<td>8.00</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>66.074</td>
<td>56.33</td>
<td>1.17</td>
<td>9.892</td>
<td>8.67</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>75.855</td>
<td>65.33</td>
<td>1.16</td>
<td>10.590</td>
<td>9.33</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>86.304</td>
<td>75.00</td>
<td>1.15</td>
<td>11.287</td>
<td>10.00</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>97.422</td>
<td>85.33</td>
<td>1.14</td>
<td>11.982</td>
<td>10.67</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>109.207</td>
<td>96.33</td>
<td>1.13</td>
<td>12.675</td>
<td>11.33</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>121.660</td>
<td>108.00</td>
<td>1.13</td>
<td>13.367</td>
<td>12.00</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>134.781</td>
<td>120.33</td>
<td>1.12</td>
<td>14.058</td>
<td>12.67</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>148.570</td>
<td>133.33</td>
<td>1.11</td>
<td>14.747</td>
<td>13.33</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>163.027</td>
<td>147.00</td>
<td>1.11</td>
<td>15.435</td>
<td>14.00</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>178.151</td>
<td>161.33</td>
<td>1.10</td>
<td>16.123</td>
<td>14.67</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>193.943</td>
<td>176.33</td>
<td>1.10</td>
<td>16.809</td>
<td>15.33</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>210.402</td>
<td>192.00</td>
<td>1.10</td>
<td>17.495</td>
<td>16.00</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>227.929</td>
<td>208.33</td>
<td>1.09</td>
<td>18.180</td>
<td>16.67</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>245.323</td>
<td>225.33</td>
<td>1.09</td>
<td>18.865</td>
<td>17.33</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>263.785</td>
<td>243.00</td>
<td>1.09</td>
<td>19.548</td>
<td>18.00</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>282.914</td>
<td>261.33</td>
<td>1.08</td>
<td>20.232</td>
<td>18.67</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>302.710</td>
<td>280.33</td>
<td>1.08</td>
<td>20.914</td>
<td>19.33</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>323.173</td>
<td>300.00</td>
<td>1.08</td>
<td>21.596</td>
<td>20.00</td>
<td>1.08</td>
<td></td>
</tr>
</tbody>
</table>
Now consider the situation represented in Figure 1 below.

The top line represents the state space with step size 1 and $H = 4$. If we take $\lambda = 1$ we find from Table 1 that $E(T_{130}^{1/4}) = 5.101$ for Case I'. The bottom line represents a state space with $\Delta = 1/10$. It is believed that sliding the first state to the left as shown is consistent with the approach taken in the usual continuous model. For the new state space we have (since $\lambda = 1$) $\lambda_1' = 100$. The first passage time which we want to compare is that from 1 to 30 on the new space. From Table 1 we find $E(T_{130}^{1/10}) = 302.710/100 = 3.027$. This is less than the value for step size 1 which is consistent with the fact that the continuous model gives shorter first passage times, and it is quite close to the value of 3.000 given by the continuous model.

The above calculations for Case II' give $E(T_{130}^{1/4}) = 2.652$ for step size 1 and $E(T_{130}^{1/10}) = 20.914/10 = 2.091$ for step size 1/10. Again the change is in the expected direction and the continuous model gives 2.000.

It may be of interest to derive an approximate closed form expression for $E(T_{1H}^{1/4})$ in Cases I' and II' with $\lambda = 1$ and $\Delta = 1$. In other words we would like a closed expression for
\[
\sum_{i=1}^{H-1} E(A_i)
\]

where \(E(A_i)\) is given by (15) with \(\lambda = 1\). By the Euler-Maclaurin sum formula (Cramer [1], p. 123)

\[
\sum_{\nu=1}^{i} \nu^{1/2} = \int_{1}^{i} x^{1/2} \, dx + \frac{1}{2} + \frac{1}{2} i^{1/2} - \frac{1}{2} \int_{1}^{i} P_{i}(x)x^{-1/2} \, dx
\]

where \(P_{i}(x) = \lfloor x \rfloor - x + \frac{1}{2}\) and \(\lfloor x \rfloor\) is the largest integer not larger than \(x\).

Now \(P_{i}(x) \leq \frac{1}{2}\) so

\[
\int_{1}^{i} P_{i}(x)x^{-1/2} \, dx \leq \int_{1}^{i} \frac{1}{2} x^{-1/2} \, dx
\]

\[
= i^{1/2} - 1
\]

and therefore

\[
\sum_{\nu=1}^{i} \nu^{1/2} \geq \int_{1}^{i} x^{1/2} \, dx + \frac{1}{2} + \frac{1}{2} i^{1/2} - \frac{1}{2} (i^{1/2} - 1)
\]

\[
= \frac{2}{3} i^{2/3} - \frac{2}{3} + 1 - \frac{2}{3} i^{2/3}
\]

Thus for Case I' we have

\[
E(T_{1H}) = \sum_{i=1}^{H-1} E(A_i) \geq \sum_{i=1}^{H-1} \frac{2}{3} i^{2/3} i^{-1/2} = \frac{H(H-1)}{3}
\]

which is to be compared with the result \((H-1)^2/3\) obtained from the continuous model. For Case II',

\[
E(T_{1H}) = \sum_{i=1}^{H-1} E(A_i) \geq \sum_{i=1}^{H-1} \frac{2}{3} i^{2/3} i^{-2/3} = \frac{2}{3}(H-1)
\]
which is exactly the result obtained from the continuous model.

This approach could perhaps be used with a better estimate of \( P_1(x) \) to give a more accurate expression for \( E(T_{1H}) \) than is obtained with the continuous model.

Continuous Approximations

It is well known that the path of a classical random walk, itself a step function, may often be usefully approximated by a continuous function. Under many circumstances, this results in simplicity, and such an approach \( h\)\(\nu\) been used to discuss the present problem. We shall explain the approximation method commonly used in terms of our Case I above. In terms of that example we can proceed heuristically in a natural way.

Rather than pass immediately to the continuous function approximation, let us suppose that our original process steps are of unit size (as they are), and that we wish to pass to an equivalent process acting over energy states of step size \( \Delta \). The idea of such equivalence is as follows: suppose our original particle begins its random walk on the original energy states, i.e. on those differing by unity; here we disregard the boundaries. Then at time \( t \) after the walk begins its position will have a certain probability distribution: the expected distance from the starting point and the variance of the resulting distribution will be

\[
E(D_1) = (\lambda - \mu)t
\]

and

\[
\text{Var}(D_1) = (\lambda + \mu)t
\]

(16)
and if $\lambda t$ and $\mu t$ are at all large then the distribution of $D_1$ tends to the Gaussian described by the above parameters. If, on the $\Delta$ scale, we start a walk from the same place, utilizing rate parameters $\bar{\lambda}$ and $\bar{\mu}$ respectively, we find for $D_{\Delta}$, the displacement on the $\Delta$ scale

$$E(D_{\Delta}) = (\bar{\lambda} - \bar{\mu}) \Delta t$$

and

$$\text{Var}(D_{\Delta}) = (\bar{\lambda} + \bar{\mu}) \Delta^2 t.$$ 

Again $D_{\Delta}$ tends to the Gaussian form with the same parameters. We say that the $D_{\Delta}$-process is equivalent to the $D_1$-process if the above two limiting Gaussian distributions are the same, or if

$$E(D_1) = E(D_{\Delta}),$$

$$\text{Var}(D_1) = \text{Var}(D_{\Delta}),$$

which implies that

$$\lambda - \mu = (\bar{\lambda} - \bar{\mu}) \Delta$$

and

$$\lambda + \mu = (\bar{\lambda} + \bar{\mu}) \Delta^2,$$

so we can solve for $\bar{\lambda}$ and $\bar{\mu}$ to find

$$\bar{\lambda} = \frac{1}{2} \left( \frac{\lambda - \mu}{\Delta} + \frac{\lambda + \mu}{\Delta^2} \right)$$

and

$$\bar{\mu} = \frac{1}{2} \left( \frac{\mu - \lambda}{\Delta} + \frac{\lambda + \mu}{\Delta^2} \right).$$

It is intuitively appealing that any probability question asked about equivalent processes should provide approximately equal answers -- particularly if both processes must operate "for a long time", for this allows the tendency towards the Gaussian limiting form to occur. Thus we
may expect that we can utilize processes on finer and finer step sizes to calculate first-passage times to a "high state" \( H \), with better approximation as \( H \) increases. We are interested in this possibility because it is conventional, and often convenient, to pass to infinitesimal step sizes (let \( \Delta \to 0 \)), i.e. to replace the random walk by "diffusion" or Brownian motion. We are interested in the error in such an approximate procedure. Refer to the following figure, illustrating the original walk, and the new one:

![Fig. 2](image)

Let us examine our Special Case I, translating to the new scale with step size \( \Delta \). Take \( \Delta^{-1} \) to be an integer, so that we have an integral number of \( \Delta \)-steps replacing one 1-step. Further let both walks start at the same place on the original scale: thus the new walk will start at \( i = \Delta^{-1} \), for \( i \) on the new scale, and will end at \( H \Delta^{-1} \). Then from (8) and (20) we get, for \( i \) on the new scale,
\[ E(A_1) = \begin{cases} 
\frac{1}{\lambda} \frac{1 - \frac{\bar{u}}{\lambda}}{1 - \frac{\bar{\mu}}{\lambda}}, & \bar{\mu} \neq \bar{\lambda} \\
\frac{1}{\lambda}, & \bar{\mu} = \bar{\lambda} 
\end{cases} \quad \text{(21)} \]

and

\[ E(T_{1H} | \Delta) = \frac{1}{\bar{\lambda} - \bar{\mu}} \sum_{l=\Delta}^{H \Delta-1} \left\{ 1 - \left( \frac{\bar{\mu}}{\bar{\lambda}} \right)^l \right\} = \frac{1}{\bar{\lambda} - \bar{\mu}} \left\{ \frac{H-1}{\Delta} - \frac{\bar{\Delta}^{-1} \left( 1 - \left( \frac{\bar{\mu}}{\bar{\lambda}} \right) \Delta^{-1} \right)}{1 - \frac{\bar{\mu}}{\bar{\lambda}}} \right\}, \]

\[ = \frac{(H-1)(H+1-\Delta)}{2\bar{\lambda} \Delta^2}, \quad \bar{\lambda} \neq \bar{\mu} \quad \text{(22)} \]

Now the appropriate scaling is given by (19) and (20). When we substitute for \( \bar{\lambda} \) and \( \bar{\mu} \) in terms of the original \( \lambda \) and \( \mu \), a complicated expression results for general \( \Delta \). However, when \( \Delta \to 0 \) a relatively simple limit results:

\[ E(T_{1H} | 0) = \frac{H-1}{\lambda - \mu} + \frac{1}{2} \frac{\lambda + \mu}{(\lambda - \mu)^2} \left\{ e^{-2(\frac{\lambda + \mu}{\lambda + \mu})H} - e^{-2(\frac{\lambda - \mu}{\lambda + \mu})} \right\}, \quad \lambda \neq \mu, \]

\[ = \frac{H^2 - 1}{2\lambda}, \quad \lambda = \mu. \quad \text{(23)} \]

One can see that \( E(T_{1H} | \Delta) \) increases for decreasing \( \Delta \) when \( \lambda = \mu \); this shows that for this case the continuous approximation over-estimates time of first passage to \( H \). Although the comparison for different \( \lambda \) and \( \mu \) can be made using (22), we have not done so here.
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