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ABSTRACT

In this paper we obtain an asymptotic lower bound for the entropy of

a multinomial population with an unknown and perhaps countably infinite

number of classes. This bound is a function of the first k + I occupancy

numbers of a random sample, and is a useful estimator when most of the

sample information is contained in the low order occupancy numbers.
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1. ntrd~iiy~af-d Sufirnimiy. Asý,urnt- that a random sample of size

"'"N H.U)lt KW~ Irin~mi~nonm1al population with at, unknown and

p jp ioitdblv ni:tinii!. number o1 classes'. That is., if X i h t

p ii r an ;.uýjitu~c to have a natural ordering.

LA ~ ~ ~ O urbro l.:,JW1.rcl Occur exactly itiinu:n in th-1'

1)1k

i.J ian top; ..n t*2 ~Ia! on b



In addition, in Harris [lI , it is shown that the moments of F (x)

" •l '•L Z are approximately given by

(r+l)! E(n
(4) 1Ai

r E n

If we then replace the expected values in (4) by the observed values,

defining

(rl) !n
Ml =

r n1

estimates of the moments of F (x) are obtained. Then, let

(a, b] be the set of cumulative distribution functions with
Iml m "... mk)

F(a-O) =0, F(b) =1, and

jox dF(x) =m , I =l,2,...,k
-00

Since pIp 2 ,... are all assumed to be unknown, F (x) is unknown,

and an asymptoUc lower bound to (3) may be found by minimizing

o0f X N
alog F'-) d F( X)

-~ x

over the set 0, NJ This process uses only the informationRIml mt, ... , tMk)

contained in the first k + I occupancy numbers n,, n., ... , nk+l, and is

peticularly useful, when the sample information concerning the par--'

P1 P P2 i is concentrated in the low order occupancy numbers. This occurs, f

example, if a .N-.0, pj -0, j 1,Z,..., In such a way that O<Np< X,

wewe X toeppuadMely k÷+.
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The mmirnimum is explicitly computed for k : 2. The process employed

here is compared with the maximum likelihcood estimates of entropy for

1
uniform populations with p =- 'Z,...,M and M -,v as N --

so that Ni/M - k > 0.

2. The computation of the lower bound for entropy. In Harris [lj, it

2
was shown that for r = 0(N) as N -c,

(5) E(nr •'- (NPr e-Np
r r! 1 N.

where the approximation is valid, in the sense that, either both sides are

negligible, or the ratio of the two sides approaches unity.

In particular,

0o -Np
(6) E(n) = Np e

hence

-1E(nI f e' log (-) dF Wx

S00

I CO Np, -Np
E, e log(-Np.ej P1

= H(p,p 2 ,...)

Let h(x) e log N Then we wish to determine Fo(X) q X 0, NJ suchLe ~)= lgx" (m 1 ,m )

that

(7) mnn f h(x) dF(x) =rf h(x) dF0Ix)

F(x) a :P -, NJ
Im56 mz)
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Since h( 0) does not exist, we consider instead N. N] , where i > 0, is

arbitrary. Then h(x) is bounded on , N' for every ( > 0 and it is well-

known [jlJ that F (x) defined by

ii mi)ri h(x~dFix) h(x~dr4 ( x)

NX mif , N2

412M

is obtainable as a discrete cumulative distribution function with at most three

Jumps, say at x1, X1 ,x, x 3 x<x2 <x 3 < N. Hence, there exists

1,x 2 ,k 3 0 r 1 3 X1i=i with

iX1 + % 2 xz + X 3x3 x m 1

(9)

Xx 2+ X x + X x z % '
11 22 3 3 2

such that

0 , x<x 1

(10) F (X) 1

1 XL42' xr.<x<x 3

"I1 , x_>x 3

whenever m.> m l a condition which we will assume throughout the remainder

of this discussion. With no loss in generality, we may assume that m 2 > mI1 ,

since otherwise F6 (x) is a cumulative distribution function with exactly one

jump, nd (8) hs a trivial solution.

t can be shown that > O, i= 1, , 3, If and only if

j -4- *516



S( -1+• x ni-(xi+x)+m < I < i < 3

In addition, from Harris i11, there exist real numbers u . SUCh

that Xl, xz, and x] 3,re roots ot

(1.) glx) z&x -h(X) 0,1 Zi0 1i i ):O

and

(13) Y0x - h(x) < 0, x< N

From (11) and (12), we also have that for t < x. < N, i - 1,2,3;

(14) g'(xi) a I+ a 2 x1 - h'(x ) = 0 .

To solve (9), (1z), (13) and (14) , observe that there exist numbers

61, 62,63, 0< 6 < 6 6 < N, such that

h'x) 0 < x < 6

I< 0, 6 3< x_< N ,

and

h"(x)

0, 62 <x N

with

1
6z = (N-2)+O('•), N+o

6 =(N- 1)+o(!), N c

E516 -5-



and h"(x) is strictly decreasing on (0, 6) and (b., N). We now establish

the following

Lernma. It 1 < x <X < N (0 < t < 61), the following conditions cannot

be satisfied simultaneously

(15) ! ax < h(x) <x < N

(16) 2:z 2ax• h(x) ): 1, 2

Proof. Assume (15) and (16) hold. Let p(x) = J=o a *i Then

(17) h'(x) - p'(xj) , j = 1, 2

Let II=(E,6lJ, I :(61, 62], 13 =(62, N). Assume 2> 0. Then i x;, If3

since p(x) is strictly convex and h(x) is strictly concave in I13 by (16)

and (17), we have p(x 0) > h(X0) for some x04 1, contradicting (15). If

X2 4 1.,, then p'(x2 ) > 0, hence p(N) > p(x ) > 0 = h(N) , contradicting (15).

If x a 4 .then a < xI < xZ:- 61, and by (16) and Rolle's Theorem, there

exist , x I <1 I < • 2 <x such that g"(9 ) =0, j =1,Z. This,

however, implies that h"(I ) = 2a., j = 1, Z, contradicting the monotonicity

of h"(x).

If ac< 0, the argument is similar. The case a. = 0 is trivial.

We now obtain Fo(X).

Theorem 1. Ther•e exists a unique cumulative distrihution function

F (X) a1 OsNJ. such that

fh(x) = ii J h(x)dF(x)
-6- -, ~F(x) ~t0, NJ 1 - #
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given by

0<

0 2 0 r:
N~,, -. I r(rr,,

L 1 x_ N

Proof. By the above lemma, wL have x, < x, < N x N.

From (11), we have

Nm- m ZIP. n,,
(19) <x <N - mI - -Ml

Thus, by (9), we have

Nx 2 - mI(N+x?) + m

).~ Nx,.1 2 fx)-•)(N -•

-(6 N-m(N + )m
2 (xz,•) - (x 2 0t)(N-x )

and

Nx -rnl(N+xz)+mz)
lira X.(x ,E) N nI(N +x +

r A'0 xEN

NmI- M

S(N - x 2 )

This gives - pararmctric iarnily () cumulative distribution functions F (x)

Since llm h(x) = we must have XI (X 2 IS) =q Oh-) h0I since

otherwise F (x) would not satisfy (8). Hence lim hI(x,,) 0 and

-00
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NmI m2

x N-nmI as -0. Since k (X29)h() _> 0 for every a > 0, it

follows that X (x 20 0  as 4 0, establishing the theorem.

Finally we have:

Theorem 2. The required lower bound for the entropy is

n I W
Sf hlx) dfolx)

21
n( N-m) N-r n N(N-m)

2 2 e logNml-m
N (N-m ) +(m . C) 1 2

1 21M

Remark. Krein [2] has studied minimization problems similar to (8).

However, Krein's methods require that 1, x, x , h(x) form a Tschebycheffian

system of functions on [I, NJ. A necessary condition for the above ( see

P61ya and Szego 1 3] ) is that the Wronsklans

2
I x x h(x)

0 1 Zx h'(x)
W(x) = , <x<N

0 0 Z h"(x)

0 0 0 hmix)

be non-negative (non-positive) on [I, NJ. This condition is clearly not

satisfied in this case and Krein's methods are therefore inapplicable.

3. The Estimation of the Entropy of Uniform Populations . Let

(1 t

-6- pi 0 othew i,....e *516 N-6- #S16



V (,, ,,,

I NiM

M 1 ' :-.C •t~ N~/M -U

f, ~~ so.hatth

H( p P F (x, s tha j loe

r,(, ill * . r • t X) 1 * p, ..

- I '1 - 1 ,

., .. _1 .... . . ea:,, o:?o : ,.~ .~. o~l F ( x) so thatJ th-ru

S... • .... ,.'• oi ( l~ • '-•.* • * - -Iz '~t o • o, H l P . . ) z t t r h n , o t



E( E E(n)-Ilog(-I N

and for M = 1000, N =100, we have E(nl) =90.48, N(n2 ) =4.51, E(n3 )= .15

obtaining

E(f) = 4. 271

and log M = 6. 908.

_xmple. Three random samples were chosen with N = 1000, M = 1000.

The data are summarized below.

Sample #1 Sample #2 Sample #3

* 373 341 377

n2 199 179 169
n3 62 70 60

s14 8 17 25
n*5 1 2 1

1 1 0

n70 1 0

m 1. 067 1.050 .1997

m .997 1.232 .955

f-)ih(x) &oWx) ..... 6.683 6.486

H ,,) 6.908 6.908 6.908

A 6.364 6.294 6.329

< 2 . ,
In somple #1, m < mi then supposing F to be degenerate with a1 2 n- (x)

jump of I at mIl, we get, using m, = U. fh(x) 0x W 7.419.

-10- #516
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