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ABSTRACT

A new data processing technique is suggested to estimate the de-
lay time between initially uptraveling energy which is reflected once
at the earth's surface and initially downtraveling energy on earth-
quake seismograms. The method uses optimum inverse filter together
with a criterion that measures the simplicity of a seismic signal
convolved with an inverse filter. The inverse filters are designed
to extract primary energy in the presence of surface reflected
energy and random noise on the basis of a least-mean-square error
criterion. Filter design is dependent on the delay time between
primaries and surface reflected events, their amplitude ratio and noise
to signal power ratio., The simplicity criterion was devised on the
assumption that a maximum in the concentration of normalized seismic
signal energy above a minimum level indicates which filter was most
correctly designed, This is visualized as an expression of the hypo-
thesis that the primary seismogram is generated by a few large dis-
continuities, rather than by many minor boundaries,

The technique was applied to band-limited synthetic signals that
contained several primary-secondary pairs in the presence of random
noise. Of 27 synthetic signals which were analyzed, the procedure
successfully selected the correct delay time in 22 cases,

Four actual earthquake seismograms were then analyzed. The
procedure selected a delay time for each earthquake. Focal depths

computed from the selected delay times appeared quite reasonable when



compared with depths for the same earthquakes published by the United
States Coast and Geodetic Survey. In all cases, the inverse filter de-
signed for the selected delay time considerably simplified the original
seismogram,

It is concluded that the technique provides a reasonable estimate

of the delay time between primary and surface reflected energy.
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INTRODUCTION

General Statement of the Problaa

This thesis is ccncerned with the problem of extracting infor-
mation from a bandlimited signal in the presence of corrupting noise,
In particular the signal is a seismic signal generated by an earth-
quake at or near the earth's surface. The information desired is a
correct estimate of the focal depth of the earthquake's source,

An accurate estimate of the source depth would help to differ-
entiate natural earthquakes from clandestine nuclear explosions, since
the depth of a nuclear explosion is subject to practical limitations.
For example, all disturbances with focal depths gceater than say 10 km
could be classified as natvral with reasonable certainty.

The Coast and Geodetic Survey is the agency in the United States
which routinely collects seismic data from stations throughout the
world. They compute the focal depth cf an earthquake in kilometers
below the mean sphere based on P-arrivals and on the Jeffreys-Bullen
travel-time tables cf 1958. The survey made the following statement

concerning the accuracy of their published focal depths,

"A freely determined depth is checked against depth
phases interpreted from available seismograms or
reported by cooperating observateries, Depths may
be restricted to agree with these depth phases if
agreement tc within the stated accuracy is not
obtained. 1In the case of shallow earthquakes or
smaller earthquakes, the exact depth cannot usually
be determined precisely and the depths quoted
represent a judgment." (U. S. Department of
Commerce Coast and Geodetic Survey, 1964)
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A focal depth for an earthquake poblished by this survey may be in

error by as much 22 23 <ilometers. {gunst and Engdahl, 1962).

Previcug Studies

Several investigators have tried with varving degrees of SUCCass
to develop techniques that will obtain more dccurate focal depths from
seismograms. Most techniques or suggested methods fall in one of three
categories: wvisual racognition of seismic events with arrival times
related to focal depth, spectral analyses and linear filter operations,

Visual recognition is the most obvious technique and simplest to
apply. 1In 1936 Gutenberg and Richter suggested using visible and
clearly identifiable pulses such as P, ¢ and pP (Howell, 1959). The
paths followed by these pulses are illustrated in Figure 1. S-waves
follow essentially the same path as P-waves but at a slower velocity,
If the velocity prefile at the source is known, the delay time
(difference in arrival times) between pP and P gives a direct estimate
of the focal depth. A knowledge of the epicentral distance and time of
origin of the event, combined with arrival times for P and s, also
gives a direct estimate of the depth of focus. For shallow earthquakes
sP may be easier to identify than pP, This is due to the fact thar sp
travels to the surface at a slower velocity than pP, and hence is
separated by a greater time difference from P. Kondorskayva (1956) has
in some cases identifiad sP and used its arrival time to determine the

focal depth of a shallow event,
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Fig. 1. Gutenberg and Richter ray-path configuration.

For crustal earthquakes cther pulses may be used provided that
the receiving station is at a distance (D) from the source that lies
within the first zone. This zone includes distances up to 1000 kilo-
meters, for which the curvature of the earth can be neglected. When
this is the case, (i.e., D is known and D<1000 km) Thirlaway (1961)
suggests using the delay time between Pg and Pn or Sg and Sn to
determine the focal depth., The ray-paths for these pulses are illus-
trated in Figure 2. De Bremaeker (1955) has shown that the variation

of Pn amplitude with epicentral distance is alse related to the source

depth of crustal earthquakes,

= D<1000 km -?ARECEIVER
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Fig. 2, Thirlaway's ray-path cvonfiguration for crustal
earthquakes recorded in the first zone.
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All these techniques depend on visual identification of clearly
recognizabie pulses., This is a severe restriction when focal depths
are shallow and consequently differences in arrival time are so small
that pulses overlap. Furthermore background noise level impairs visual
identification.

As an alternative to direct visual recognition of seismic events,
correlation procedures have also heen suggested. Time autocorrelation
of the seismic signal was used by The California Research Corporation
(Cal. Research) (1961) and Rothman (1964) to estimate the delay time
between two sets of pulses whouse time separation is related to the
source depth, This process measures the correlation of the signal as
a function of time as it is shifted across itself. Mathematically

this is expressed as

s
e(T) = x(t+T)x(t)dt

-0

where @(T) is the time-autocorrelation function, and T is the time
displacement (shift) of x(t) (Lee, 1963). The maximum correlation
occurs when T = 0 and is positive, TFor a seismic signal containing two
pulses or two sets of pulses having the same shape but differing in
amplitude, there will be a relative maximum in the absolute value of
@(T) 2t T equal to their time separation. TIf the pulse sets have rthe
same poiarity this correlation will be positive, and if tney nave
opposite polarities it will be negative. When more than two pulse
sets are included in the analysis, other correlation peaks or troughs
will appear in the function. If this is the case, the position of the

relative maximum may or may not correspond to the correct delay time.



The difference frequency between minima in the amplitude spectrum

of a trarsient containing twe pulses or two functions of the same
shape, has been shown by XNakamura (1963} to be relared to their delay
time. When the pulses are out of phase Nakamura showed that minima
in the spectrum will appear at integer multiples of the harmonic fre-

quency given by

o

where T is the time separation of the two pulses.

Rothman (1964) obtained spectra for two-dimensional model re-

cords, and was successful in picking the difference frequency related
to the focal depth when the duration of analysis included only the two
pulses of interest. Some ambiguity in picking the correct difference
frequency resulted when more pulses were included in the analysis,
That is, the difference frequency does not uniquely determine the de-
lay between two pulses unless they are the only major pulses in the
signal.

Bogert et al (1963) used rthe time autocorrelation function of a
seismic signal to find the Cepstrum. TIhey defined the {epstrum to be
the spectrum of the log-power spectrum. By band-broadening the log-—
power spectrum ot the autocorrelation function they found that they
could sometimes locate periodicities (related to the delay time) in the
Cepstrum that were not evident in the autocerrelation function., Their
results were quite dependent on the tvpe of high-pass filter they used

for band-broadening the log-power spectrum.
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Both Keylis Borok (1962) and Cal. Research (1961) used the
amplitude spectrum of surface waves to differentiate between ecarth-
quaker and nuclear explosions. Energy distribution as a function of
frequency actually depends on several factors, one of whizh is the
source depth. However, more predominant factors such as detector lo-
cation, earth layering and source-detector separarion are more im-
portant in determining the frequency distribution of energy, thus
limiting the power of this technique.

To be successful most of these procedures can only be applied to
relatively broad-band signals, However, seismic signals are inherently
narrow-band (2-3 octaves). This is because the amount of attenuation
of seismic energy due to absorption (earth filtering) is frequency de-
pendent. The result of this is a rapid leoss of high-frequency energy
in seismic waves with distance from the source (Howell, 1959). 1In
addition, the instrumentation at the receiver and the local geology at
both the scurce and receiver tend to limit the bandwidth of seismic
energy.

Recognition of tk-- . facts has stimulated researchers to attempt
to band-broaden seismic data. Sufficjent band-broadening should
visually simplify a seismic signal and help to make individual pulses
recognizable. At the Massachusetts Institute of Technology under
the direction of Simpson (1961, 1962) and Cal. Research (1961), re-
search has been directed towards finding an estimate of the earth
filter. Convolution of the inverse of the earth filter with the
seismic signal should yield a broader-band signal. Scientific reports

from M.I.T. (Simpson, 1961,1962) and Cal. Research (1961) suggest that
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the shape 7. tne first primary pulse in a seismic signal would be a

reasuv.7bly geod estimate of the earth filter., However, seismograms

5]

filtered with tne inv=rse - the primary pulsc were not significantly
simplified. 1Tnis inability to simplify the scismogram with inverse
filtering of the earth filter is due to several ressons, Tn the first
place, the process for finding the inverse filter is extremely
sensitive to truncation or smoothing of the original pulse shape
{Watson, 1964 personal communication) Furthermore, it is very diffi-
cult to obtain a good estimate of the earth filter from the seismic
signal, due to corrupting noise and overlapping pulses, Even if the
earth fiiter were known reliably it is doubtful that much band-
broadening cculd be achieved, due to the presence ¢f noise and the
limited bandwidth of the seismic filter (+owell et al, 1C%3).

Due to the problems innerent in the application of many of thne
techniques just discussed, it is apparent that a new apnroach to the
focal depth problem is necessary In the following pages we will in-

vestigate a new technique that circumvents many of the difficulties

discussed in this section,.

Explanation of the Suggested Procedure

let us consider a seismic disturbance at svme arbitrary depth
beneath the eartl.'s surface, The disturbance emanates energy in all
directions. Energy Sent initially downward travels directly, as well
as through a combination ¢f refractieons and reflections, to a receiver.
At the receiver this energy creates a series of pulses on the seismo-

gram which we call primarv events. Encrgy emanated initially upward is
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reflected at the =arth's surface (or from intermediate discontinuities),
and then follows travel paths to the receiver similar to those taken by
the inirially downward-traveling energy. This energy also creates a
series of pulses on the seismogram which we call secondary events or
ghosts In addition, other events such as surface waves and micro-
seisms are recorded These events and all others which are neither
Primaries nor ghosts constitute noise in this mathematical model
(Howell et al, 1963).

Let us suppose that eacn pPrimary event has an associated ghost,
This ghost is presumed to have the same Pulse shape as the rrimary but
is reversed in polarity. The ratio of ghost to primary amplitude (Rc)
is determined primarily by the surface reflection coefficient, and
attenuation of ghost energy in its longer travel path. Due to its
longer travel path, the ghost lags behind the primary by a time [ de-
pendent on the depti. of the disturbance.

Now if we could design an operator* that could suppress the
secondary events on a seismogram (inverse filtering), only the primary
events would remain in the presence of filtered noise Presumably the
best operator would be designed with an exact knowledge of T and RO.
tc be effective 1t would also have to operate in the presence of
corrupting noise. However, T and R0 in general would not be known. 1f
T were known there would be no problem. But if several inverse oper-
ators were designed covering the range of possible values of RO and I,
one of these would be most nearly correct, at least to within the

intervals of variation chosen for RO and T, To ascertain which inverse

*
Operator and filter will be used as synonyms in this paper.




operator based on particular values of RO and T was correct, it would
be necessary to determine wnich inverse filtered seismogram most nearly
contains only primary events. A <riterion which attempts (5 measure
the simplicity of the inverse filtered seismogram could be devised to
make the latter determination. The primary-ghost separation would tf -
be kncwn and hence the depth of the source could be obtained, if the
velocity profile were known.

The procedure just outlined would not require a knowledge of the
earth filter. Further, it should be reasonably independent of the
number of primary-ghost pairs provided that the pulse shape of each
ghost is the same as its associated primary, and that their amplitude

ratio is the same for all pairs included in the analysis.

Mathematical Model for the Present Study

Mathematically the above ideas may be expressed as follows  Let
the pulse shape of the events that initially traveled downward be b(t),
In this model, b{t) includes the shot generatiocn pulse, the earth
transmission attenuation characteristic and the filtering due to re-
cording instrumentation. It is equivalent to the b(t) function as de-
fined by Sengbush et al (1961) with additional filtering due to
atten;ation. By writing b(t) instead of b(t,I), where T is travel
time, we have assumed time-invariance of the seismic wavelet, and thus
have asserted that the attenuation is identical for all events on a

given sei_nogram. By defining b(t} in this way the primary events on

the seismogram may be expressed as,

P(t) = b{t)*r(:) (D
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{Simpson, 19%1), where r(t) is the response of the earth to a plane-wave
impulsive source propagating without attenuation and recorded with per-
‘ect instruments. r(t) includes the direct pulses (for teleseismic
events), reflections and refractions which have ghost counterparts,

All other events not having ghost counterparts such as surface waves
are considered part of the noise. This r{(r' is analogous to the
"reflectivity function'" introduced by Peterson et al {1955) which is
restricted in their model to include only reflected events. The

asterisk "*" _tands for convolution

(4:!’
x(e)*y(t) = 5 x(T)y(t-T)dT. (2)

-o0

If we consider only those ghosts which reflected from the
earth's surface (these are believed to contain the most energy), then

the secondary events may be exprezred by
G(t) = -Rcb(t-T)* r(t). (3)

dere RO is the ratio of ghost to primary amplitude nd may range from
almost zero fo slightly greater than unity in magnitude. I is the
time required for energy to travel to the earth's surface from the
source, and back down again to the same depth as the disturbance.

The expression for tie recorded signal is the sum of the primary
(equation (1)), and secondary (equation (3)) events together with

noise,

S(t) = P(t)+G{t)+n(t). (4)




ii

Noise, n(t), constitutes all otner events which are neither primaries

nor ghosts, Rewriting {(4) we have,

S(t) = b(t)» r(t)-R b(r-T)=T (t)+n(t}. {3
fa)
This may be written,
- —‘ P
S(t) = b(t)* r(t)# [g(c)-aog(c-r)j +n(t). (6)
S(t) is the impulse functien
Sy =0 t #0
(™
, 5(t)dt =1 t =0
< - 00
(Churchill. 1958). 4 (t) has tne additional property that
$()*y(r) = y(t),
Now let
h(e) = $(e) - R_§(e-T). (7

h(t) is a doublet function consisting of two impulses, one positive and
the other negative, and separated in time by an amount 1. Ro is the
ratio of their amplitudes. This doutlet function will be called the

ghost filter. Subs ‘tuting for h(t) in (6), we have,
S{(t) = b(t)» r(t)+h{t) - n(t) (8)

S(t) in (8) is the proposed mathematical expression for the recorded
sequence of events generated by a source at an arbitrary depth bensath

the eartn's surface Figure 3 is a schematic of the proposed data

ol T m— ey
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‘ generation process,

( i r{t)—=ib{t)—sP{(t)—=] h(t)

) —= 5(t) = P(t)+G(t)+n(t)

n{t)

Fig. 3. Schematic of the proposed data generation
hypothesis.
In summary the data generation hypothesis is based on the
following assumptions. All primary events generated by a seismic
disturbance pass through a ghost filter. This filter introduces a

pulse (ghost) after each primary that has the same pulse snape as the

primary but is reversed in polarity. It is Jzi=ycd by a time that is
related to the depth of the disturbance., The amplitude ratio of the

primary to ghost is fixed for all primary-ghost pairs on a given

b, S

seismogram. All other events which are neither primaries nor ghosts

4

constitute noise.

§

Focal Depth Estimation Procedure

S

Suppose Ro and T are known, then h(t) is completely specified.

Now devise an operator h-l(t) which has the property

hl(sh(e) = S(e). 9)

. . : A 2 Ol ,
This is an approximation since h (t) must be designed to extract the
primary events from a signal in the presence of noise, and hence a per-

fect inverse operator or exact inverse is not required (Foster et al,

1962). It follows that,




hh(0x8() — bTH=b(0)x r(D)*hr(t) = a' (1)
2 b(t)* r(r) + n'(r)

= Pir) - a'{t) (10}

where n'(t) h-l(t)*n(t)_ h-i(t) is the mathematical inverse of h{(t),

a doublet function in the sense to be described under Thecretical De-

=1
sign of Inverse Operatcrs. The design of h (f) requires a knowledge

of RO and T. Since in general, knowledge of these parameters will be

-1
limited, it is suggested that an array cf inverse operators h (t,Rjj.
&

Tk) be generated for various values of Ro and T. The j and k sub-

scripts on ch and Tk refer to possible values of the R0 and T parame-

ters.

The given earthquake seismogram is filtered by each of these in-

verse operators (Figure 4) producing a suite of inverse filtered

each for a difierent Roa' Tk combination in the inverse

filter. That combination of Roj and Tk for the inverse filter which

4

traces ij,

vields the '"best” estimate of the primaries is considerea the most

correct combination for the signal analyzed. By ''best" we mean that
set of primaries whose energy is concentrated in the fewest number of

large pulses, This set of primaries relative to the cther sets should

have the simplest structure. The simplicity criterion is an attempt to

quantify this concept., This criterion will yield an estimate of T and

Ra’ called T and ﬁo' T together with an appropriate velscity profile

will be used to estimate the deptn of focus of the earthquake. The

complete estimation procedure is iJlustrated schematically in Figure 4.
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Fig. 4. Schematic of the proposed focal depth estimation procedure.

Theoretical Design of the Inverse Operators: An expression for

the exact inverse operator for the doublet function h(t) was derived by

Lirndsey (1960), and has the form,

o0
h-l(t;Ro,T) = Z_Roné (t-nT).

n=o

This expression for h-l(t) is neither practical nor desirable. First
of all, it requires an infinite number of points and secondly, it is
inadequate for a system containing noise. The inverse filter we re-
quire should be capable of doing an effective job in the presence of
noise. It should also contain only a finite number of points so that

it may be used in a computer,

The general technique for designing an optimum filter was de-

veloped by Norbert Weiner (1949). He formulated a criterion or least-

i
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square measure that gave an objective indication of filter periormance.
An optimum filter is a filter which minimizes the mean-square error
difference between a desired output and the actual output of the filter
as explained below., In addition, Weiner statistically described the

signal and noise.

The procedure for finding the optimum inverse filter was outlined

by Foster et al (1962). The probiem was formulated in the manner indi-

r

cated by the flow chart in Figure 5.

signal: \\x\
‘ L. estimation error
s(t) a(t)i . elt)

estimate
noise B of estimate
(L) o o) signal dco)
dct)

Fig. 5. Flow chart for formulation of the optimum inverse filter
problem,

The purpose was to determine c(t) which is in a certain sense the in-
verse to the filter labeled a(t). c¢{(t) is restricted to be a linear,
band=limited, time-invariant, finite memory filter, The data that c(t)

operates upon is the filtered signal mixed with noise

+e0
i(t) = a(t)s(t-T)dT + n(t). (1)
-a0

The cutput of c(t) is an estimate of s(t) and is given by

+a0

{
dco) - 3 c(t)i(t-T)dT, (12)
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where " A" is used t» indicate that d(t) is an estimate of s{t)., The

error made in estimating s(t) is
~
e(t) - s(t) - d(t)- (13)

A P s
According to Weiner (1949) the best estimate d(t) of s(t) is obtained
when a filter c¢(t) is used that minimizes the mean-square error. The

mean-square error in this case is given by

T
. 2
T_I_lo“; = f [e(t?} dt . (14)
T

For the case when only a minimum knowledge about the statistical
properties of the signal and noise is available (maximum entropy case)

Foster made the following assumptions:

1. The signal s(t) and noise n(t) are uncorrelated
random processes.

2. The autocorrelation function of s(t) is
Y -c 2 8m
] ~ s ’

and for n(t) (15)

Y =clm.

2
Gs is the signal power and an is the noise power.

2
The ratio anlcs is called the noise/signal power

ratio (R).

I



Using these assumptions Foster derives a stable optimum inverse filter
e{t) that minimizes the Weiner mean-square error. <c{t) was chosen irom
the class of all band-limited, {inite memory functions,

Using Foster's procedure an optimum inverse filter can be derived
for the doublet function h(t) for any combination of Roj’ 'I‘k. For this

case the flow chart of the problem is illustrated in Figure 6. Here

. . . : -1 . S,
we desire an optimum inverse filter h “(t) that will minimize the mean-

square error

T
lim |} 2
T->»00 2T [S(t)'z(t)] dt (16)
-T

where z(t) is an estimate of the impulse function 5(0;

i ' AN
5 (v) h(t) \L_\ estimation error

impulse S(t)-Rog(t-I’) e(t)
¥~ ‘h-l(t,‘ z(t) /
i \\
noise / \estimate of impulse
R == — z(t)

Fig. 6. Flow chart of problem for finding an optimum inverse filter
for the doublet function.

In using the Foster model for derivation of the inverse filters,
we have assumed that the seismic noise is wide sense stationary and
white. These assumpticns are probably not true for the seismic data
generaticn process, but are nevertheless appropriate when no further
knowledge concerning the noise statistics are available (Foster et al,

1964).
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A tvpical inverse operator together witn the input and output
signal is shown in Figure 7. 1ihe interval between sample points is
equal to the assumed delay time berween the primary anc ghost., £Lon-
volutien in the time domain with the doublet results in a single
positive impulse together with several small negative impulses
(secondary spikes). These negative impulses are generated since the
inverse operatcrs are only designed to do the best job in the presence

of noise, under the finite memory and bandlimit restrictions.

i L |
? i ’ i I i ] i 1

hit) h o) h(e)*h™L(t) = 2 (L)

Fig. 7. Output signal z(t) found by convolution of h-l(t)
(correct inverse) with the input signal h(t).

Physically the convolutior of h(t) with h-l(t) proceeds as
follows: The initial impulse in h(t) reproduces h-l(t). The second
impulse in h(t), (i.e., -&DS(I-T)) reproduces h-l(t) multiplied by
-Ro and delayed T seconds. Thus the second impulse produces
-Rch-l(t-T). Finally, h-l(t) and -Roh-l(t-T) are surmed to produce the
function labeled h(t) #* h-l(t) in Figure 7.

In the frequency domain convolution corresponds to multiplication

of spectra. One period of the amplitude spectrum of the ghost filter

I
|
|



h(t) and the amplitude spectrum of the appropriate inverse h (L) are
shown ir Figurc 8a, The product of these spectra vields a spectrum
that is broader-band than the ghost filter, i.e., move nearly
appruaches the spectrum of a d(t) function).

To examine further the effects of inverse filtering on a signal
in the frequency domain, a signal containing three positive impulses
(separated in time) was constructed and subsequently filteved to
simulate real data.

Figure 8b is the amplitude spectrum of three positive primary
impulses that have not been filtered. Below this is the amplitude
spectrum of the primaries filtcred by the ghost filter and b{t). The
next amplitude spectrum in Figure 8c was obtained using the correct
inverse filter for the ghost filter. The final spectrum was obtained
using an inverse filter designed for a shorter primary-ghost delay
time. It is quite clear that this filter boosted both the low and high
frequencies in the spectrum, That is, the deconvolved signal using the
wrong filter is broader-band than the signal produced by the correct
inverse filter, The correct inverse filter did band-broaden the signal
but not as much as the incorrect filter. In a few cases, this over-
compensation phenomenon is thought to be one reason for the failure of
the simplicity criterion to differentiate between two sets of estimated
primaries P. This criterion will be explained more fully in the next

section,
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Fig. 8a. One period of the amplitude spectra of the ghost
filter, ghost inverse, and their product,
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Fig. 8b. Amplitude spectra of input signal before inverse
filtering.
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Fig. 8c. Amolltude spectra of anut SLgnal after inverse filtering
(h~ ‘(f) correct inverse, (f) incorrect inverse). The
variable f is used to 1ndicate that the functions above
are Fourier transforms of time functiors. e.g., the
Fourier transform of r{t) is designated by r(f).
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Primary-estimation Methcd: 1Ideally, wz would like to choose one

of the inverse filtered records d4s being the best estimate of the pri-

~ A
mary events P(t), As explained on page 13, this would vield T and R
: Oy

estimates of T and R respectively. However, we do not know the actual
o
primary function. Therefore we must use a criterion independent of the
true set of primaries ro make this choice., We assume that the inverse
filtered record (contained in a suite ¢f inverse filterud records)
which contained the most nearly correct set of primaries would be the
simplest in visual character. Our reasconing here comes from the re-
sult of convolution of the actual h(t) filrer present in a seismogram,
r ?'-1 * _ I _ 3
with an n (t) filter based on incorrect values for R and T. Figure 9
(s}
. . -1 . .
show one such possible incorrect h (t) convolved with h{(t)., Compari-

son of the output of this operation with the devired operation sheown in

h{t) h (t) z(t)

Fig. 9. Outpu* signal z{t) found by convolvtion of h-l(t)
(incorrect inverse) with input sigral h(t).

Figure 7 indicates that the correct inverse produces a singic large
impulse (with attendent small negative spikes) whereas the incorrect

inverse produces several large impulses distributed over a longer
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time interval. Thus if we can measure the concentration of energy per

ottt L

i unit time, i.e., quantify the visual difference between Figures 7 and
9, we would have an objective criterion for choosing the result of

Figure 7 over that in Figure 9,

As a measure of energy concentration per unit time we choose the

function
A J 2
Aiop(t’ch’Tk)‘ u) dt
C{u;RCj,Tk) = P i=1,2,...n (17)
A A
i (t: dt
i -a:)P ‘E’Roj’,rk)

given in equation (17)., Here ?(t;Roj,Tk) is the deconvolved seismo-

and u is an arbitrary but fixed level. A, is

gram based on ch, T 5

k
the tozal time for which the magnitude of 3 is greater than or equal
to u. The lower integral represents the total energy in 3 for u = _.
Figure 10 illustrates how C is determined. The C(u;ROj,Tk) function
is defined for various amplitude levels u, and thus represents the

A
energy of P above the value u per unit time, i.e., the energy concen-

tration above a given u.

rﬁ( 4 ;ch ’Tk)’

’

H
i
>

H
H
B

4

Fig. 10. Diagram of the parameters involved iu the formulation of
the simpiicity criterien.
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We choose as the correct estimate of P{t), that P{t.,R "Tk} whiich
a3

maximizes C{u;R_,,T,) for the smallest value of u. C(u,R ,,T,) as a
oj Tk oi kK

function of u will have a maximum for a single inverse filtered pri-

]

mary-ghost impulse pair when u just exceeds the magnitude of the
largest secondary spike {for example the ocutput h-l(r)*h{t) of Figure
7). Thus C(u;Roj,Tk) will decrease beyond this value of u. 1t will
also be clear from Figure 9 that a maximum in concentration for z(t)
will cccur for a larger value of u, and furthermore the maximum will
not be as great as that for z(t) in Figure 7. This is because the Ai
in the denominator of C(u;Roj,Tk) for z(t) in Figure 9 will be large
compared to the Ai for z(t) in Figure 7. Appendix A presents a proof
that a choice of primaries based on this criterion is valid wnan the
seismogram consists of a single impulse without noise, and the inverse
filter procedure is exact.

Pact of the object of this thesis is to test the validity of
this same criterion when applied to more realistic data such as
synthetic seismograms, and real earthquake records.

For earthquake seismograms, we visualize s choice of primaries
made by the criterion discussed above as implying that the earth pro-
duces the minimum number of primary events. Thus the funcrion r(t)
in quation (1) will be representative of an earth with the fewest
number of major discontinuities as opposed to one with many minor
boundaries, This implies that the mos  correct set of primaries rela-
tive to the other inverse filtered seismograms, will concentrate its
energy in the fewest number of large puises. Or in other words, it
will be visually the simplest in structure. For this reason we refer

to the criterion as the simplicity criterion.
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It is useful for illustrative purposes to plot C as a function of
delay time T when u is held constant. The value of T for which this
function achieves a maximum when u is a minimum provides the estimate

~ ~
T for the correct value of delay time. T will be the value of Tk used

A
to produce the estimated primaries, P. In the next section we discuss

~
how T is converted into focal depth.

o~
Conversion of T into Focal Depth: The seismogram itself cannot

give us a direct estimate of the focal depth. However, if the velocity
structure in the area of the source is known and the value of T is ob-
tained from the seismogram, then the focal depth can be computed with
travel-time equations. However, we cannot expect this velocity in-
formation to be available in the area of each seismic disturbance.
Since this is the case, it is suggested tha“ an average velocity
structure could be constructed from known P-wave velocities as a
function of depth . (Birch et al (1942) and Gutenberg (1955, 1958)
have compiled this information). This average velocity profile may
be mathematically approximated by a piecewise linear velocity function

(Steinhart, 1961) of the fomm

v, = V. +b (2.
j 3( j+1

. - 2) (18)

where Vj is the F-wave velocity at depth Zj’ bi is the rate of change

. . \ . . .th
of velocity with depth, and the subscript "j" refers to the j  second
order velocity discontinuity in the downward direction. We can com-

pute the time for a P-wave to travel from Zj to 2, using

i+l

il
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1 =] 1 | -1/ i .
t, B Lcesh {fj:i‘:‘i‘ cosh } gfii = i (19) H
] j \,‘_,j_n x'j/ .‘-.‘bln "j »1‘;# =

(Steinhart, 1961). Here @i is the angle of incidence of the P-wave

path of travel with a discontinuity at depth Zj' The horizontal dis-

tance traversed by the P-wave going from Zj to Zj'? is given by
V.
o . — A & - & ) 0 H
Sy bj Tin cpj (cos "j cos *j+l"' (20)

HI

The angle of incidence of P-waves with the earth's surface for
various distances has been theoretically computed by Jeffrevs and
Bullen (1940). Nuttli and Whitmore (1961) made an observational de-
termination of P-wave incidence angles. This information, combined
with observed travel times for a zero focal depth P-wave (Jeffreys,
1940) and the equations (19) and (20) will enable us to comstruct
travel-time curves for P and pP, for different focal depths. The pro-
cedure for doing this is as follows: First a depth of focus Zj and an

epicentral distance d are chosen. For this distance the angle of in-

cidence of a P-wave is found. Then tj and Xj are computed for the

depth Zj' To get the time of travel ol the ghost (pP), tj is added

AY

to the P-wave zero focal depth travel time (TO; for the dis:tance d.

The epicentral distance for pP for the focal depth Zj wili be d - x=,.
Now for the P-wave generated at this depth the reverse is true. The
time tj is subt racted from TO and its epicentral distance will be

d - Xj' In a similar manner the remainder of the travel-time curve can

be construcced for Zj by varving d. The parameters involved are
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illustrated in Figure 11.

- new source for P for
new source for focal depth z,
pP for focal depth ]
“3

Fig. 11. Parameters involved in constructing travel-time curves
for P and pP.

This completes the procedure to be evaluated in this thesis. It has

three distinct advantages:

1. No estimate of earth filtering is required.
2. A direct estimation of T can be obtained,.

3. Subjectivity by the user is minimized.

A disadvantage of the method is that the length of the inverse operator

is directly proportional to the estimated focal deptih. For large focal

depths this requires operating on a longer portion of the input signal.

This could result in storage problems in the computer and also incre

the computation time quite rapidly.

Scope and Limitation of Study

This study systematically evaluates a method designed to estimate

two parameters contained in a bandlimited signal that obeys the

ase




oublet hypothesis,

Synthetic data is used for ali experimental evaluation. Earth-
quakes were anaivzed to test both the procedure and the assumptions
on "live'" (actual) dara.

Only the most simple ghostirg filter is assumed, However, the
technique presented can easily be modified to accommodate more complex

ghosting situations, with a corresponding increase in computation.
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PROCEDURE OF THE INVESTIGATION

Design of the Optimum Inverse Filters

Inverse filter arrays were generated using the computer for
three noise to signal ratioes (R) (low, medium and high noise level)
and twelve ghost amplitudes (Ro) ranging from 0.1 to 1.2. Each
operator contains twenty points. This number of points was chosen as
a compromise between expense of running the computer and increased
effectiveness of a long inverse operator. An inverse operatc~ designed
for a specific R and Ro combination may be modified for any delay tine
T, simply by making the spacing betwegn filter pocints equal to that of
tiie desired delay time, This is true because the inverse filter is a
sampled function (sampled at 0.1 second intervals) which is zero
everywhere except at multiples of T (Foster et al, 1964). Appendix II
contains diagrams oif the filter arrays used in this thesis.

It is interesting to observe that the inverse operator cesigned
for small ghost amplitudes consists essentially of one point and hence
the convolution operation will simply return the original signal. The
envelope of these inverse operators is another interesting feature.
When the noise to signal power ratio is iérge the operator effectively
reduces to two points, one positive and the other negative. Such an
operator will do very little to estimate the primaries.

Both these features are to be expected, since for low amplitude

ghosts very little filtering is required to suppress them. Also, when

i

i
I
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signals are recorded with a high background ncise level very little can

be done to recover the primary signal.

Synthetic Signals

For the purposes of evaluating the effectiveness of the pro-
cedure, synthesized synthetic data containing three primary-ghost pairs
were generated in the computer., Important signal parameters were built
into the data. These included variable delay times, ghost amplitudes
and random noise., The most important single parameter is the delay
time, since the effectiveness of the procedure is based on its ability
to estimate T for small primary ghost separations in the presence of
noise and limited bandwidth of the signal.

A reasonable crustal model was assumed that would generate at
least three primary-ghost pairs in a short interval of time. Figure
12a is a diagram of the crustal layering. It represents an average of
several profiles given by Steinhart (19061). Three r{(t) functions were
derived for focal depths of 2.5, 5.0 and 10.0 kilometers. The ampli-
tudes cf the primarijes, were determined from amplitude versus angle of
incidence curves based on Zoeppritz equations (Steinhart, 1961).
Figure 12b illustrates the three r{(t) functions after convolution with
h{t). A "modified" Benioff Geneva-Type seismograph system impulse re-
sponse b{t) was used to synthisize seismograms by convolution with the
h{t) filtered r{t) function. By "modified" we mean that the impulse
response used in this thesis has been expanded and is given by b(t/2)
rather than b{t). This results in shifting the spectrum of the

synthetics towards lower frequencies; an attempt to simulate
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Fig. 12b. Synthetic spikograms for three focal depths.



attenuation in the earth. The impulse response curve and its trequency

spectrum are illustrated in Figure 13. Random noise was generated in

ry

the computer with noise to signal power ratio equal to ¢.01, 0.0825 and
0.25. These noises were then added fo the filtered r(t) function to
produce the synthetic seismograms. The svnthetic signals have the

form
s{t) = b(t)Y*h(t)*r(t) + n(t).

By combining three groups of variables, T, RO and R in all
possible independent combinations, twenty-seven different signals were

generated, Table 1 lists the values for these parameters.

TABLE 1. Values for T, R, and R used to construct synthetic
seismograms.

Focal depth in km T (sec) R, R
2.5 0.3 0.4 0.0100
5.0 0.9 0.7 0.0625
10.0 1.6 1.0 0.2500

Figure 14 is a block diagram of the evaluation procedure for
synthetic signals. The first step is the selection of three inverse
filters designed for the R built into the signal s(t). Each one is
designed for a different ghost amplitude, A range of delay times is
chosen. Only one ghost amplitude and delay time combination is correct

for s(t). The signal is then convolved with each filter designed for
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Benioff Geneva-type seismometer system.
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every delay time and ghost amplitude combination possible. TIhis

)

gt

amounts to thirty separate convelutions. The simplicity of each output
signal is measured for ten different u-levels (eg. 10 to 1007 of maxi-
mum signal amplitude in 10% in.rement3) using the simplicity criterion,
A o~ A

The set of priuaries P{t;RO,T} that most nearly catisfies the
criterion is plotted together with s(t) and the appropriate inverse

A A
filter, RO and T are the estimated parameters. If two or more output
signals appear tc satisfy the criterion equally well, then they are
all plotted, so that they may be subjectively examined., This whole
operation is performed on a computer. Appendix III describes the twe
main programs and several subroutines writven to evaluate the delay
time resolution for the procedure,

Ea.thquake seismograms were used to further evaluate the .lwpth
of focus estimation procedure, Theoretically determined delay times
were converted into depths in order that they could be compared with
publishcd fc2°1 depths for the same earthcuakes. Since very little
published information is available for focal depths less than 33 kilo-
neters, it was necessary to construct travel-time curves according to
the procedure discussed on pages 24,25,26. Ti:> lack of published
informatior for shallow focal depths further reflects the failure of

visual recognition techniques to obtzin delay times for reasons already

discussed, such as overlap of pulses and high background noise level.

Construction of the Travel-Time Curves

A ve,ocity structure for the crust and mantle was constructed

Jrom available data, This structure combined with travel-times for a
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calculations were performed by a computer for depthis of focus ran

[
i
jon

[

from 5 to 100 kilometers, and epicentral distances from 500 to 10,000
kilometers, One of the mcre useful plots of the travel-times may be
seen in Figure 15, Here depth of focus is plotted as a function of
the travel-time difference of P and pP for constant epicentral
distances. 1t is readily appnrent that the time difference is 2lmost
independent of distance for depths less than 20 kil@geters. Further,
it is apparent that the rate of change of delay time with epicentral
distance decrvases as a function of epicentral distance for constant
focal der.h, The results of this theoretical mocel agree quite well
with available data from earthquakes with depths of fccus greater than

50 kilometers.
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EXPERIMENTAL RESULTS

g

Wi

Single Doublet Function

As an initial test the procedure was evaluated using a single
doublet function (Figure 16 bottom diagram). The negative impulse
| was four tenths the amplitude . f the positive spike. The delay time
was half a second corresponding to four sample points in the functien,
Random noise at ~ level of 0.1 relative to the doublet was added.
For the analysis three inverse filters were designed for ghost
i amplitudes of 0.2, 0.4 an? 0.6, The noise to signal power ratio used
in the derivation of tlie inverse filters was 0.01. Delay times varied
from 0.1 tc 1.1 seconds in increments of 0.1 seconds. Each filter was
modified for every delay time in the range and convolved with the
: doublet. The deconvolved signal was then measured for structural
simplicity for ten different u-levels,
The results of this analysis are presented in Figures 16a through
16d. Figures 16a and 16b are plots of signal simplicity (energy con-
; centration) as a function of delay time for specific u-levels. For
u = 0.1 there is 2 definite high energy concentration corresponding to
the filter designed for the correct delay time. The largest peak
corresponds to the filter that was also designel for the correct ghost
amplitude.
For the u-level 0.5 the magnitude of the peaks are considerably

reduced. However, they do retain the same spacial orientation '‘ith



- Zu
—E_' 600 = ..} » 0.6
-
=  }
E § h00
®
R = 0,08 l. = 0.4
n -— -
©2,0 -
-t
&
H : 0.0 4 i = i —d -
e« Mg. 16a. Energy oconcentration Fig. 160. Energy concentration
) 2 C(T) versus delay C(U) versus u-level
i = tine for U «C 1. fOI'T-005 sec,
o -
- -
o e l'llo.’-u
o — !3-0.50”
= -n l’lodm
e
o
. ot 4.0 f- l. = 0.4
£
H = =00 B 04
- 20k - /N e - 7
_ A
0.0 1 i 1 i J i n N TS= S
0.3 0.5 0.7 0.9 1.1 0.2 0.h 0.6 0.8
DELAY TIME IN SECONDS U - LEVEL
Fig. 16b. Energy concentration Fig. 16d. Energy ooncentration

Pig.

C(U) versus u-level

C(T) versus delsy
for Rc - 0-‘&.

time for U = 0.5.

VT SIMAL 8{¢)
T = 0.3 000

et ”'xl"”l.."

ovrywe s1gmal Ms)

R N )

16. Results of analysis of single doublet function.




respect te T. Both sets of curves indicate that our theoretical cen-
siderations are correct,

To further demonstrate the ability of the procedure for selecting
the correct delay time and ghost amplitude, two more sets of energy
concentration curves were constructed, Figure 16¢c is a plor of energy
concentration for the correct delay time versur u-level, For small
u-levels the curves are separated and indicate that the procedure pro-
duces a maximum for the correct ghost amplitude as expecred, However,
for higher u-levels the energy curves tend to become superimposed,

This is not the case when we consider energy curves for filtersdesigned
for the correct ghost amplitude but wrong delay time, Figure 16d
clearly illustrates this fact.

Based on this analysis it is concluded that, the B;pcedure is
able to select from an array of inverse filters Eﬁéﬁ;%ilterzwhich is

e \

designed for the ghost amplitude and delav time built into the doublet

function.

Banddimited Single Doublet Functions 1
Synthesized doublet functions were constructed by convoléing the
same doublet with the modified Benioff impulse response illust%ated in
Figure 13, Three delay times were chosen so that the following
conditions would occur. First, for a delay time of 2.1 seconds.the
primary pulse would be completely separated from its ghost refléction.
Second, for a pulse separation of 0.9 seconds they would partially
overlap. And third, for a puise separation of 0.5 seconds overlap

would occur to such a degree that individual pulses would be visually

difficult to identify,
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Each signal wac tested in the same manner that the impulse

doublet was analyzed. Figure 17 shows the results, For the signal

with a primary-ghost delay time corresponding to 0.5 seconds, sub-

sidiary maxima appear in the energyv concentration versus delay time

curve, However, the maximum corresponding to the correct delay time
is the most pronounced. It should be noticed by comparison with
Figures 16a and 16b that band-limiting does decreasc the sensitivity
(meastured in terms of peak amplitudes) of the procedure.

Using the location of maxima as a guide, a filter was chosen
which, convolved with the input signal, generated the best estimate
of the primaries, The results of this operation for the three
synthesized doublets is shown in the lower half of Figuvre 17. 1In all
cases the original pulse shape has returned (compare with impulse re-
sponse Figure 13), and the ghost has been effectively suppressed.
Thus for these three cases the procedure has been successful in es-

tablishing which combination of Roj and Tk was correct,

Bandlimited Triple Doublet Functions

Before testing the criterion on earthquake seismograms a sequence
of synthetic signals was generated that contained three primary-ghost
combinations. The construction of these signals is discussed in Part
II (Synthetic signals). Three primary pulses were chosen to
simulate actual earthquakes with shallow focal depths at small epi-
central distances. émall epicentral distances were considered to Be
a greater challenge to the procedure for the same number of primary

pulses, since proximity of primaries is more likely than for
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teleseismic (large) epicentral distances. For teleseismic distances,
the procedure would yield essentially the same results as in the case
of the single bandlimited doublet, since the synthetic seismograms

would essentially consist of a set of separated primary-ghost pairs.

Synthetic Signals for a 2.5 km Focal Depth: Nine synthetic

signals for a delay time of 0.3 seconds were analyzed, Figuvre IR illo-
strates these, together with the deghosted signals selected by tnc
simplicity criterion (Figure 19), Several features in these figures
are worth emphasizing.

With reference t. Figure 18, synthetic signals for large ghost
amplitudes (R0 = 1.0) are quite oscillatory. Individual pulse recog-
nition is virtually impossible. 1In these cases the inverse operator
designed for the correct ghost filter failed to improve the visual
character of the synthetic signal.

The deghosted signal %(t) is in general broader-band than the
input signal S(t). Signals for ﬁc = 1.0, R = 0.01 and %o = 0.7, R =
0.25 particularly emphasize this,.

For Ro = 0.7, R = 0.25 and Ro = 1.0, R = 0.625 and R = 0.25,
changing the desigr. of the inverse operator did not substantially
effect thi)energy concentration versus delay time curves. This indi-
cates that the procedure seers to lose sensitivity as the ghost ampli-
tude and noise to signal power ratio increase.

Except for Ro = 1.0, R = 0.01, the procedure selected the correct
delay time built into these nine synthetic signals, For this exception
a delay time of 0.2 seconds was chosen. This is only 0.1 second less

than the correct delay time (0.3).
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Synthetic Signals for a .0 km Focal Depth. Nine synthetic sig-

nals for a delay time corresponding tec 0.9 seconds were anaivzed.
Figure 20 illustrates these together with the deghosted signals se-
lected by the simplicity critevion.

Curves of energy concentration versus delay time for each signal
are illustrated in Figure 21. For several cases these curves have two
maxima, one at 0.3 seconds and the other at 0.9 seconds. The maximum
at 0.3 seconds, although pronounced, is for an incorrect inverse filter
which when convolved with the input signal fails to simplify it (in
the sense defined in Primary-estimation Method). The cases where this

» ~
is most obvious are R0 = 0.6, R = 0.0625 and RO - 0.5, R - 0.25. For
these cases the simplicity criterion was unable to differentiate the
correct from the incorrect inverse filtered record. The reason for
this seems to be that energy concentration increases with increasing
bandwidth. Thus if an incorrect inverse filter overcompensates the
spectrum of the input signal, as in the discussion on page 19, then
the simplicicy criterion may choose the incorrect version by virtue of
its broader bandwidth over the correct version. This is a limitation
of the procedure,.

The procedure definitely helped to select the correct delay time
in 5 out of the 9 synthetic signals analyzed. For RO 0.4 and R =
0.25 the procedure selected 1.0 and 0.8 seconds for I. Either of
these values differ only by 0.1 second from the correct value of T
(0.9). TFor the three noise levels with RO 1.0 the procedure was

unable to estimate any delay time.
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Fig. 20. Synthetic signals S(t) for a 5.0 km focal depth .
(0.9 sec delay time) with their deghosted signals P(t)
selected by the simplicity criteriom.
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Synthetic Signals for » 10.0 km Focal Depth: ©Nine synthetic

signals for a delay time of 1.6 seconds were analyzed, Figure 22 illu-
strates these together witn the deghosted signals selected by the
simplicity criterion,

The set of energy concentration curves for this delay time are
uniform in visual character (Figure 23). Only one maximum appears in
each sct of curves at a delay time cof 1.6 seconds. These maxima give
correct values for both T and RO in all cases, except for RO = 0.4,

R = 0.0625; RO 0.4, R = 0.25; and RQ = 1.0, R - 0.25, For these
three cases the procedure selected the correct delay time built into
the synthetic signal, but not the correct RO.

The second ghost (third pulse) was not suppressed when the
synthetic signal &(t) ccntained ghosts with amplitudes greater than
0.7. Even though this may have been the case, the procedure was still

able to select the correct delay time.,

Analysis of Earthquake Seismograms

Four earthquake seismograms were chosen to test the estimation
procedure on the basis of visual structure and the depth of focus as
published by the USC&GS. Each earthquake was assumed to obey our
mathematical model. A delay time and a ghost ar litude was found for
each one using the procedure. The delay time was converted into focal
depth using travel-time curves constructed from a piecewise continuous
velocity function,

The deepest carthquake analyzed occurred in the Kurile Island

region at a depth of approximately 60 kilometers. 1Its visual structure
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is relatively uncomplicated (Figure 24 top). Apart from apparent noise
only two large pulses are in the interval analyzed. A series of in-
verse operators were applied to the earthquake assuming a noise to
signal power ratio of 0.25, This assumption appecared recasonable from
visual inspection. Application of the procedure strongly indicated
that the delay time is 12.7 seconds (Figure 25), which according to cur
travel-time curves corresponds to 45 kilometers, A ghost amplitude of
1.0 was estimated by the procedure, After applying the coperator de-
signed for these values a seismogram was obtained which is very similar
to the input seismogram, except that the second pulse is completely
suppressed. 1t should be noticed that the original pulse shape of the
primary pulse has not been altered after deconvolution (Figure 24),
The seccrd earthquake analyzed has a published focal depth of 44
kilometers., It occurred near Costa Rica almost 3500 kilometers from
State College, Peansylvania. An analysis of tnis signal produced two
prominent peaks in the energy concentration versus delay time curve
for a ghost amplitude of 0.8 (Figure 25). Two deconvolved seismograms
were obtained using both the operators indicated to be most correct
by the procedure. The operator designed for a delay time corresponding
te 6.9 seconds has siight , suppressed the pulses following the primary,
but has alsoc boosted the apparent noise level. The second operater
designed for a delay time of 8.7 seconds has successfully suppressed
two pulses, but boested the third pulse. This pulse has a shape almost
identical in character to the first primary pulse., It appears too
early in time to be associated with any known arrival for this earth-

quake. It has been suggested that if the 8.7 second operator is
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correct, then this pulse is the firsc primary pulss from a second
earthquake at the same source, Any conclusions in the matter drawn
from a single earthquake seismogram represent only a judgement. It
should be emphasized that the crirterion cannot distinguish between the
two operators from the information given. However, the fact that the
apparent noise is htoosted when the shorter operator is used makes cne
suipicious of this delay time. The longer delay time correspoends to a
depth of focus of 31.5 kilometers,

Analysis of the third earthquake, whose source was in Alaska more
than 5000 kilometers from State College, indicated that its depth of
focus was 10 kilometers. 1Its published focal depth is 25 kilometers.
This earthquake is relatively simple in structure with only two major
pulses, The second pulse, if it is a ghost, is more ocillatory than
the primary. The delay time for the maximum in the energy concen-
tration curve was 3.3 seconds (Fipgure 24), Other maxima appear in the
curve but the criterion dictates that the correct operator yields the
greatest concentration of energy above the minimum value of u for the
most likely delay time. This is the operator that should be chosen,
Thie inverse fiiter corresponding to the 3.3 second delay time succ.ss-
fully suppressed the puise follewing the primary. The rest of the
signal remains relatively unchanged {Figure 24),

1he last earthquake analyzed cccurred at the Mexico-Guatemaia
border, and was computed by the USC&G3 to have a 12 kilometer focal

”~

depth, The procedure estimated ? = 4.9 sec. and Ro = 1.4, % = 4.4

sec. correspends to a focal depth of 15 kilometers., This shallc.

earthguake seismogram h-os 3 visually complicated structure (Figure 24,




last carthquake pair). Individual pulses cannot be easily identified.

However, the procedure vory streagly suggests what R and T should be.

o

There is no ambiguity at all in this case (Figure 25). The decon-
volved seismogram (Figure 24) is substuntially simpler in structure
compared to the original seismeogram. Most of the pulses feollowing the
primary have been suppressed and nc additional pulses have bheen

created,
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SUMMARY ANL CONCLUSIONS

This thesis is concerned with the problem of extracting infor-
mation from a bandlimited signal in the presence of corrupting noise.
In particular the signal is a seismic signal generated at or near the
earth's surface. The information desired is a correct estimate of
focal depth of the earthquake's source.

An accurate estimate of the source cepth is a criterion that
would help to differentiate between natural earthquakes and clandestine
auclear explosions.

Currently the USCA&GS routinely publishes the focal depth of most
earthquakes recorded on a world-wide basis. This depth, especially if
the earthquake is shallow, may be in .rror by as much as 25 kilometers
{Gunst and Engdahl. 1962).

Several investigators have suggested techniques that will give
focal depth information. These techniques fall into three main
categories: visual recognition procedures, spectral analyses and
linear filter operations,

This thesis evaluates a technique for extracting delay time in-
formation from a signal that obeys a specific mathematical model.

This model is assumed to be a reasonable approximation of the actual
data generation process in the earth,

The method is based on the assumption that every seismic signal

has passed through a ghost filter, This filter introduces a pulse
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(ghost) after each primary pulse in the signal. It is declaved by a
time that is related to the focal depth of the earthquake. Further,

t is assumed that its polarity is reversed, but it retains the primary

fob

pulse shape. The ratio of the amplitude of the primary to its ghost is
permitted to vary,

The estimation procedure uses optimum inverse filters of the
doublet func:ion (ghost filter) together with a criterion that measures
the visual s mplicity of a seismic signal convolved with an inverse
filter, The inverse filters are designed to extract primary energy in
the presence of ghost energy and random noise on the basis of a :.ast-
mean-square error criterion. Filter design is dependent on the delay
time between primaries ard ghosts, their amplitude ratio and noise to
signal power ratio. The criterion was devised on the basis that a
maximum in the energy concentration of the inverse filtered seismograms
above a minimumn level indicatcs which filter was most correctly de-
signed. This is visualized as an expression of the assumption that the
primary seismogram is generated by a few large discontinuities, rather
than by many minor boundaries.

The technique was applied to bandlimited synthetic signals that
contained several primary-ghost pairs in the presence of random noise.
Each signal was convolved with an array of inverse operators, one of
which was designed for the delay time, amplitude ratic and noise level
built into the signal. The criterion was then applied to determine
which operator was most correct. Of 27 synthetic signals which were
analyzed, the procedure successfully selected the correct delay time

in 22 cases. Figure 26 contains plets of the results of the analyvses
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for three different ncise to signal power ratios.

Four actual earthquake seismograms were then analvzed in the same
manner. Focal depths computed from the selected delay times appeared
quite reasonable when compared with depths for the same earthquakes
published by the USC&GS. In all cases the inverse operator selected by
the criterion considerably simplified the original signal.

On the basis of the results of the analyses of synthetic and
earthquake signals it is concluded that the method has several distinct

advantages. The three most important advantages are listed below,

1. No estimate of earth filteiving is required.
2. A direct estimate of the delay time between pri-
maries and ghosts is obtained,

3. Subjectivity by the user is minimized.

The following five statements summarize the effectiveness of the pro-

posed focal depth estimation procedure,

1. Analysis of synthetic signals indicates that
the sensitivity of the criterion decreases with
increasing ghost amplitude, a decrease in band-
width, and large noise to signal power ratio.

2. If more than one filter is predicted to be
equally likely, then a visual examinaticn of the
de~onvolved signals may be sufficient to
determine which is correct,

3. The inverse filter selected by the criterion
does simplify the visual character of the input

signal.
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4. The criterion in most cases is successful in
choosing the correct inverse operator for
band-limited syrthetic signals of the type used.

5. Analysis of the earthquake seismograms indi-

cates that the ghost filter assumption may be

g T M n A T \

reasonatile,

The method may be refined in several ways. First of all, the
ghost filter may be made more complicated to account for additional
pulses generated betwezn the source and ‘he earth's surface. The
inverse ovperators could be made longer and hence more effective in
reducing the doublei or ghosting function into a single impulse
(Watson, 1964: personal communication). The criterion could be modi-
fied to remove its bias towards band-bruadened signals. In this way
some ambiguity might be removed and hence less subjectivity would be
involved.

The estimation procedure certainly is encouraging enough to
warrant further investigation. To establish fully the effectiveness
of the procedure in accurately determining earthquake focal depths,
several earthquakes recorded by many different stations should be
analyzed. Consistency in the results obtained would also be a strong
indication that the doublet hypothesis is a good assumption for earth-

quakes.




APPENDIX A.

Proof of simplicity criterion for doublet function

with no noise and perfect inverse,
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The criterion for a function f(t) with sample values d, may b~

a5 ‘

written
|
N N M -
L 2 <2 2 Ly : v]
611 57 (d.8Ct-180)] ~u )% 2 (|a §Ct-186) [ ~u ) Th. v 2 (o N(t-ibt)-u)
h 1 1 . 1 1 p 1
1:M1 1=M2 i=M

NS 2
At - A D (dfg(t-iAt))“ At
i1

Here the limits of the summations are functions of u and
- 3. - g - = <
(Nl Ml) . (N2 MZ) + ...+ (I\an Mn)- AS NS,
where NS is the number cf points necessary to specify f£(t) and At
is the sampling interval of f(t). Figure 27 illustrates the

parametors involved in this analysis.

Fig. 27. Parameters involved in proof of simplicity criterion for
doublet function with no noise ard perfect inverse,

Let the result of deconvolutions with two inverse operators be

a single impulse

£(t) zl’d&c-rl)

\0 t¢T,
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and n impulses
{
£(e) - 4 d,0(t-T )
dzé(f"Tz)
dng(t~Tn)
\ O t # Tls ng » Tn.
For the single impulse A = 1 and
. 2
‘ Udé(t-'fl)i -Ui.]
ClugsRp T = Tae {d&(t=fpjz d2ug .
For n impulses A - ~ and
Cluy iRy Ty =
la,§ce-1f v ] - [[dzg(t-'r )| -u 2 ﬂd $¢e-1 )] -u. |
1 1 il 2 i n n i
. 2¢, . 2 2 2 2 , 2]
nlt [dl g(\ Tl) + dz g(t'Tz) * o000 % dn é(t‘Tn)
dl’ d2’ ’dé>u1 '
Now f 1 0, c(O;R ,,T.) L and c(O;R ) L
or t ’ Soj’ k'l At Roi’ k' T nbt
Hence c(O;ROj,Tk)l_> c(O;Roj,lk)n.
i ic L 2 3 I 9 . .
It is obvicus that c(O,ROj,Tk,1:>C(Ii,ROj Tk)1 for ul:>0

For the correct inverse operator c{u_ ;R j’T°) will be a maximum fer
i G i

the smallest u-level, That is for a doublet function with no noise




64

the correct and ideal operator yields a single impulse as desired.
Further, for this filter no other maxima will appear in the energy
concentration versus u-level curve, However, maxima may appear in this
curve for incorvect filters, but of course, not at the minimum u-level.
This argument may be extended to more than one doublet with simitar
conclusicons,

When noise is introduced into the system the minimum level for
a maximum energy concentration is raised. The arguments of the proof,
are similar to those outlined for the noiseless situation, except that

an actual inverse filter is used,




APPENDIX B.

Optimum inverse operators designed for the doublet

function.
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Fig. 28. Diagrams of twelve 20-point inverse operators
designed for the doublet function for R = 0.01.




=C.CCCT
-C.CCCO
~G.8CLC
-QQCCCC
-C.CCCC
=C.CCLO
~Z.CCCT
-C.CCCC
-C.CCC1
-C¢.CC1C
1.CCCC
C.CSSC
C.CC52
g.CcC1¢
C.ccol
C.CCCC
C.CCCE
C.CCCo
£.C0CCC
C.CCCe

R 3031
o

-C.C311
~C.0E22
-C.C572
~Lel344
~C.1757
~C.2225
1.CCCC
C.8257
G.65174
C.581¢C
G.482¢
L.355%4
D.3286
C.2611
£.215%
c.17C%
Ce13C5
C.C3544
C.Ctl4
L0302

HQ#L?

Tabie 2,

=C.C0CC
-L.8CCC
-.CCCC
~C.GLCC
-C.CCCC
=C.CCCC
-0.CCCC
-C.CLC1
-C-CCCQ
-C.CC22
1.CCCC
£.1917§
C.C261
C.CC11
€C.CC15
C.CCC3
£.CCC1
c.nCee
C.uCCT
C.CCCC

R =0,2
)

=C.CC25
-C.CCe2
“CaOlCﬁ
-C.Cleq
-C.C24¢
-C.C3¢¢
1.CCCC
C.6EC6
C.6£32
C.3152
Ce2l43
C.1455
Ce6G2
C.CET4
C.C456
€.0337
£.02C4
C.C131
C.Cc7e
C.CC3s

=08
RG Q.8

’Q.CCﬁQ
=C.CCCE
=.CCCC
-C.CCCC
=C.CCCC
-C.CCCC
-C.CCCH
—GeGLL3
-C.CC12
-C.0C3s
1.0CCC
Ge29€5
c.cers
C.C2¢€1
C.CC17
C.0C23
C.CCC7
C.CCC2
C.CCC1

C.CCZt

Roﬂh}

‘QOCCQ3
~C.01%32
‘GoG)Cﬁ
-0.043%
-C.CeC4
-Le.CE12
1.CCCC
C.7671
c.5p87
C.45CS
Ce3453
Ca26&4C
C.2C14
C.153¢C
C.1152
c.Cgse
C.Ce24
C.C06272
C.02713
G.G132

Roﬂh9

-C.¢cce
-C.CccCC
~C.CCL1
-C.CoC2
=C.uCC4
‘GOGCIC
=C.CL25
-0.CCE5
1.0CC¢C
C.354¢
C.1557
C.Cel4
C.0242
C.CC56
C.CC28
C.CC1s
C.CCL6
C.CCC?
C.CCC1
C.CCCT

R_=0.b
]

=C.0734
-C.1452
-0.22¢C
-C.3C832
-C.36¢8
-C.4532
~C.55965
~0.71717
~C.85C4
-1.CCLC
1.CCCC
C.B5C4
C. 7177
£.5965
C.4522
C.3568
C.3C83
C.226C
C.l482
C.0724

R =1.0
[+]

-C.CC21
=C.CCC3
-C,.CCCe
-C.Cu12
-C.0C2¢
-0.CC53
'CQCICE
l.CCCC
C«4G18
C.2413
CellsC
C.G585
c.c2ee
C.01l42
c.cc1cC
C.CC24
G.CC17
C.CCC8
C.CCC4
C.CCC2

Roﬂhs

-0.G317
‘C.CQS?
’601362
-C.1777
'gs22§3
~C.2174
-C.3387
-C.405%8
-{.4525
-C.7C5C
-C.84(C2
-IUCC%“:‘
C.2467
£.195%5
Ce1499
C.1C2%
C.C7CH
CeC243

R --101
[¢]

Values for twelve 20-point inverse operators

designed for R = 0.01,
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-C.C0CC9
-0.0C26
-C.CC37
~C.CCES
-C.0112
~0.GisC
1.cccc
0.5817
C.3453
0.2€25
U.1163
c.07C1
C.0412
G.C242
C.C142
c.cces
0.CC48
c.cc2e
. CCI5
r.cCc

R =06
[

-C.Cl46
-C.C259
-C.0469
~C.C&63
~L.C8%4
L1172
~0.1513
~C.193¢
~C.24€2
~Ce312C
-Ce3G46
=C.4G84
-C. 6285
~C.71532
-1.CCCE
C.1C55
c.c182
£.0552
€.C353
C.G172

R°=1o2
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-0.0000
-OIOOQO
-0.0000
-0.0000
~0.0000
-0.0000
-0.0000
=-0.0001
-0.0006
—000060
1.0000
0.0940
0.0088
0.0008
0.0001
G.0000
0.0000
0.0000
0.0000
0.0000

R=@.1
[ ¢)

-0.0031
-0.0070
'9.0127
-0.0218
'0.0356
~0.0609
-OolOlZ
01680
1.0000
0.56029
0.3634
0.2191
0.1321
0.0796
0.0479
0.0288
0.0171
0.0100
0.0055
0.0024

R dL?
o

Table 3.

-0.0000
~-0.0000
-0.0000
'0.0000
-0.0000
‘0-0000
-0.0001
-0.0005
-0.0025
-0.0131
1.0000
0.1873
0.0351
0.0066
0.0012
0.0002
0.0000
0.0000
0.0000
0.0000

R =0.2
o

0.0060
0.0130
0.0223
'0.0357
0.0554
0.0849
-0.1296
0.1973
0.3002
1.0000
0.6576
0.4324
0.2842
0.1866
0.1223
0.0797
0.0514
0.0322
0.0187
0.0086

i

R =0.8
4]

-0.0000
'0.0000
-0.0000
-0.0000
-0.0000
-0.0001
-0.0005
-0.0018
-0.00613
-0.0227
1.0000
0.2792
0.0780
0.0218
0.0061
0.0017
0.0005
0.0001
0.0000
0.0000

Ro=0.}

-0.0151
-0.0323
-0.0540
-0.0830
'0.1234
-0.1806
-0.2626
-0.3805
'0.5505
1.0000
0.6920
0.4787
0.3309
0.2284
0.1571
0.1073
0.0722
0.0470
0.0281
0.0132

RoﬂL9

-0.3000
-0.0000
-0.0000
-0.0001
-0.0003
-0.0007
-0.0018
-0.0050
-0.0136
-0.0368
1.0000
0.3687
0.1359
0.0501
0.0185
0.0068
0.0025
0.0009
0.0003
0.0001
R=0J§
o

-0.0213
-0.06453
-0.01750
’0.‘140
~0.1673
-0.2415
=+ 3459
—004935
~-0.7028
-1.0000
1.0900
0.7028
0.4935
0.3459
0.2415
0.1673
Ce1140
0.G750
0.0453
0.0213

R =1.0
]

-0.0002
-0.0005
-0.0011
'0.0025
’0.0056
'000122
-0.0270
-0.059%
1.0000
O.4541
0.2062
0.0936
0.0425
0.0193
G.0088
0.0040
0.0018
0.0008
0.0004
0.0001

ROﬂLS

-0.0135
~-0.0288
0.0479
0.0735%
0.1091
-0.1593
-0.2310
-0.3337
0.4815
-0.6940
-1.0000
0.5817
0.4032
3.2791
0.1925
0.1318
0.0889
0.0579
0.0348
0.0163

)

R =1.1
[+

Vaslues for tweive 20-point inverse cperators
designed for R = 0.0625.

g
Nl

'000009
-0.0021
-006041
-0.0079
-0.Cl148
-0.0279
-0.0523
-0.0980
1.0000
0.5333
0.2844
0.1517
0.0809
0.0431
0.0230
0.0123
0.0065
0.0034%
0.0017
0.0007

R 20-6
0

~0.0103
-0.0222
~0.0377
'0.05?2
-0.0902
-0.1356
"602629
~0.3026
0.4509
~0.6716
'1.0000
0.3669
0.2462
0.1651
0.1104
0.0734
0.0481
0.0306
0.0180
0.0084

B glga
o
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Fig. 30. Diagrams of twelve 20-point inverse operators
designed for the doublet function for R = 0.25.




-0.Q000
-0.6000
-0.0000
-0.00600
-0.0000
-0.0000
-0.00600
-0.0001
~0.0916
-0.0205
1.0000
0.0797
0.0064
0.0005
0.0000
0.0000
0.0000
0.0000
¢.0000
0.0600

R =0,1
°

-0.0G002
~-0.0006
-0.0014%
-0.0031
-0.0069
-0.0152
-0.0336
~0.0742
-0.1639
-0.3618
1. 0000
0.4529
0.2052
0.0929
0.0421
0.0191
0.C086
0.0039
0.0017
0.00086

RoﬂL7

Table 4,

-0.0000
-0.0000
-0.0000
-0.0000
-0.,0000
“0.0000
-0.0002
-0.0011
-0.0069
‘0.0437
1.0000
0.1577
0.0249
0.0039
0.0006
0.0001
0.0000
0.0000
0.0000
0.0000

-0.0005
-0.0014
-000030
-0.0064
-0.0133
-000276
~0.3575
-0.1198
-002494
=0.5192
1.0000
0.4802
0.2306
0.1108
0.0532
0.0255
0.0122
0.0058
0.0027
0.0010

R =0.,8
o

-0.0000
-0.0000
-0.0000
-0.0000
-0.0000
-0.0002
-0.0009
~0.00139
-0.0169
~-0.0730
1.0000
0.2320
0.0%538
0.0125
0.0029
0.0007
0.0002
0.0000
0.0000C
0.0000

K°=003

-0.0U010
-0.0025
~-0.0053
0.0108
0.0218
-000440
-0.0888
0.1792
°0036l7
0.7301
1.0000
0.4954
0.2454
0.1216
0.0602
0.0298
0.0147
0.0072
0.0034
0.0014

t

RodL9

-0.0000
-0.0000
-0.0000
-000001
-0.0003
‘0.0009
-0.003}
-0.0102
-0.0339
-0c1127
1.0000
0.3008
0.0905
0.0272
0.0082
0.0025
0.0007
0.0002
0.0001
0.0000

R =OJ’
(o]

-0.0015
-0.0037
-0.,0077
-000156
-0.0312
-000625
~-0.1250
-002500
-0.5000
-1.0000
1.0000
0.5000
0.2500
0.1250
0.0625
0.0312
0.0156
0.0077
0.0037
0.0015

-0.0000
-0.0000
-0.0001
-0.0004
-0.0010
-000029
-0.0080
-OCOZZl
-0.0610
-0.1686
1.0000
0.3619
0.1310
0.0474
0.0172
0.0062
0.0022
0.0008
0.0003
0.0001

RoﬂL5

-0.0014
-000035
-0.007)3
°000l“9
-0.0301
-0.0606
-001222
-0.2463
~0.4962
-1.0000
0.7522
0.3733
0.1852
0.0919
0.04586
0.0226
0.0112
0.0055
0.0026
0.0010

R 3101
o]

Values for twelve 20-point inverse operators

designed for R = §,25,.

"

-0.0001
-0.0002
~0.000%
”0.00‘2
-000030
_000072
6000175
-000424
-0.1026
-0.2484%
1.0000
0.4132
0.1707
0.C705
0.2291
0.0120
0.0050
0.0020
0.0008
0.0003

R 30.6
Qo

-0.0012
-0.0030
-0.0064%
-0.0132
-0.0273
-0.0561
-0.1152
-0.2368
-0.4866
-1.0000
0.5832
0.2838
0.1381
0.0672
0.0327
0.0159
0.0077
0.0037
6.0017
0.0007

R =1.2
o
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APPENDIX C,

Fortran computer programs.

el

]




ol
Rt

the routine computations necessary tc accomplish thisg thesis, They are
written for the Pennsylvania Stufe University IBM 7074 computer.
This arpendix briefly describes the purpese of eacr program and

how they mav be used,
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Identification

Title: Executive Program MINIMAX
Programmer: Merdler

Date: February 1964

Purpose

Coordinates the functions of several subroutines that compute the
simplicity of a deconvolved signal,

Usage
1., Calling Sequence: None. This is a main program.
2, Space required: Approximately 4000 locations.

3. Input and Output Formats

a) Input
R noise to signal power ratio
DELT input signal sampling increment
KUT total number of different delay times used
XNL u-level increment
NU total number of u-levels

Format (F10.5, F5.3, I3, F5.3, I5)

NF number of sample points in inverse operator
RH ghost amplitude (negative floating point number)
LAGF inverse filter lag

Format (IS5, F5.3, 15)

LAGS del, ime
Format (I5)
b} Output
Printer
TEK signal energy concentration for a particular
u-level, LAGS, RH and R.
ULEV u-level
RH ghost amplitude
A delay time in seconds
LAGS delay time in zerces

Format (6X, E16.8, 5X, F5.3, 6X, F7.3, sX, F6.3, 35X, I5)




ra
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PEAGDAM MINIMAY FUE SYNLneTIC BIGRALS

INPUT GFNFERATES SIGNAL S11D

CONVOL DEGHOSTE S(]) RY FONVOLUTION WITH F{1}
INVERSE FILTER OF DOURLET FURCTION

MiNuAX DETERMINES BFEY QUTPUT SIGNAL

USING SIMPLICITY CRITERION

NIMENSINN F!%Q};ﬁ(gﬁﬁ;.U{i@ﬁ}.F{}QG)-?(}QQ}iRtNﬁﬁﬁQ@?'théﬂﬁlo
BLIMIAD

READ 200RINFLTUT 2 XN oMU

CALL INBUTIZ NS DHe] ALNAY

BRINT 10D

DEAN 220.NF +PHLAGF

IFINFIQATIVOD, 2

READ A0 {F 111 1=]eNFY

e BETUNSES BT 414

SUMi=040

DO 20 I=1sNU

Et11=0,0

Tl!)*ﬁog

READ 2&0+LAGS

ZaFINATFILAGR+1I®DFLY

caLy fQﬂ‘x’nLlFtStQF!”StLAGS'XNLtNU)FOYOUtSﬁHI)
Y 20 Kxd e

IFITIK Y Ya ot e

YEK&FiK}i!?!V}‘DfL?*SU”I!

Go T0 %

TEK =0

ULEV=1H X}

PRINT 180 TEELULEVsRH74L AGS

GO 10 1
FORMAT(IH]-22Xs?HM}NlMAX.BXQSHLEVEL-EXiSHG—AMPs6Xi§HG-LAGo&X;GHZEP
QES/ /Y
Fﬂa.‘!,ﬂffﬁx!Elé.ﬂtﬁxOF'S.’J.%X'F?:’!'EX-F§¢1i5xo!5_!
FOARMATIF LN ReFE 13 [RFE 215}
FOARMAT [ 1%3F& %1%}

FOOMATILELISF)

FORMATIIS)

SYOP

END




of

20

30
100

150
200
220
230
240
999

~d
[le 31

PROGRAM SIMPTEST TFOR EARTHQUAKES

CONVOL DEGHOSTS S{1) RY CONVOLUTION WITH Fl1}
INVERSE FILYTER OF DOUBLET FUNCTION

MINMAX DETERMINES REST QUTPUT SIGNAL

USING SIMPLICITY CRITERION

PNIMENSION FISN)sSIBDN,ULI00),F1100),T{100)
READ 200sReNFLT o UT+ XNLINU

CALL INPUTI(S NS +PHSLAGH)

PRINY 100

RFEAD 220sNFsPHILAGF

IFINF1999+9599,2

READ 230+ Fi{l1elx]loNF)

DO 30 J=1xUT

SUM1=(,.0

DO 20 I=1.NU

E{11=0,0

Ttli=0,0

READ 240.LAGS

2=FLOATF{LAGS+]11#DFLY

CALL CONVOLI{FSoNFaNSsLAGS o XNL sNUF T oUsSUMLY
DO 30 K= NU

IFITIKY 14 9b0

TEX=FIK)7{T{ ) #DFLTESUM])

GO TG S

TEX=C,0

ULEVsUIX)

PRINTY 180-TEX JULEVsRHsZ4LAGS

GC TO0 1

FORMAT(IH] si2X s THMINIMAX s BX ¢ SHLEVFL oAX s SHG=AMP 6 X o SHG=LAG 14X 9 AH7?FR
16ES/ /)

FORMAT I OX sT 16, 848X sF5,24AXsFT,2:8XsFh,3e5Xs1%)
FORMATIFIOLN PR, 1%,F8,3,15)
FORMATI I8 4F8,3.18)

FORMAT{a4F 16,8}

FORMATY{ 1%}

510P

END
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Identification

Title: Subroutine INPUT

Programmer: Merdler

Date: March 1964

Purpose

Te generate a synthetic seismogram.

Usage

1. Calling Sequence: Call INPUT (S, NS, RH, LAGG)
Uses library functions SETRND, RANDF, and SAVRND

stored in the PSU IBM 7074,

2. Arguments or parameters

S synthetic seismogram

NS number of points in synthetic signal
RH ghost amplitude

LAGG ghost delay time built into synthetic

3. Space required: Approximately 2500 locations

4, Input and Qutput Formats

a) Input

NS number of points in primary reflectivity
function

LAGG built-in ghost delay time
LAGB band-limiting filter delay time (usually zero)
RH ghost amplitude (negative floating point number)
N starting random numbcr for RANDF
R noise to signal powev ratio

Format {415, F5.3, 120, F10.5)

S{I) input primary reflectivity function
BLIM(I) bandlimiting filter

Format (7F10.5) for both

b) Output
S{1) synthetic seismogram (4E16.8)
NS number of points in svnthetic

N final random number generated (120)




|

e .ummt“\

78

Method or Algorithm

Tnis program convelves the input primary function S{I) with
BLIM(1}) and measures tae total power of S(I)*BLIM{(I). 1It then
generates NS random numbers RAND(I) and knewing R computes

the weighting constant RN. Ghosts of amplitude RH-5(1I) are
added to S(I) with delay time LAUS, Finally the primary plus
ghost synthetic is convolved with BLIM(I) and RN*RAND(I) is
added to thic fiitered signal.




FOR SYNTHETIC SIGNarS

SUBROUTINE INPUTISNS+PHLAGGY
DIMENSTON RANDISOO0;S{800Y+CL 1000 +BLIMISD)
READ 100.,N«NR,RsNRHLAGHR
CALL SETRNDIN)
DO 5 I=x1sNR
& RAND([)=RANNF(2,0)=1.0
CALL SAYVRNDIN)
READ Z2004+LACEILAGGsRH
NS=NR#®!i AGP42)
DO 10 I=14N5
10 St11=040
DO 20 I=1sNR
K=l+{]1~-1)%LAGP
L=K+LAGG+]
SIKI=RANDI(I1)
20 S{L)y=S{L.+PH®RANDI(])
CALL SETRND(N}
DO 25 I=14NS
25 RANDII}1=RANNDF{2.,01~-1,0
CALL SAVANDI(N)
PRINT 300N
SUM1i=0.0
SUM2=040
DD 30 I=14NS
SUM1=SUM1+{S(1))%%2
30 SUM2=SUM2+{RAND{]) %=
RN=SQRTF({R*5UM1 /SUM2)
DO 40 1=z1 M5
40 S{I11=S{T)+RN*RANDI(T}
READ 400 (RLIMITs1=19NE)
CALL COSKIPIRLIMsSINPINSHLAGRGING)
BIGX=0,0
DO 50 I=1+NG
IF{ARSFIGIGX)I=ABSE(GIT11145+50:50
4% BIGX=G!i1l}
ED CONTINUE
PO 60 I=14NS
60 Si:.,=G(1)/ABSFI{BIGX)
PUNCH 500,(5{1)1e1=1,:M3)
100 FORMAT(120+15+F10,502158)
200 FORMAT(215,F5,3}
300 FORMAT(12D)
400 FORMAT(TF10,5%)
5§00 FORMAT{4F164%)
RETURN
END




10
20
100

300
500

FOR EARTHQUAKE SEISMOGRAMS

SUBROUTINE INPUT(SsNS»RHsLAGG)
DIMENSION S(500)

READ 100sNS»LAGGRH

RFEAD 200+ (S{1)s1=19NS)
BIGX=0,0

DO 10 I=]4NS
IFIARSF{RIGX)=-ARSF{S{T1}115%+,10+10
BIGX=S5(1)

CONTINUE

DO 20 I=1sNS
S{I1)1=S{1)/ABSFI(RIGX)

PUNCH 500+(S(I13el=14NS)
FORMAT(2]15+F543)
FORMAT(15F%5.1)

FORMAT{4E16,.8}

RFTURN

END
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Idantification

Title: Subroutine COSKIP
Zrogrammer: plerdier and Watson
Date: January 1954

Purpose

To convolve two functions and eliminate multiplying
zeroes by skipping.

Usage
1. Calling Seguence: Call COSKIP(F,S,NF,NS,LAGS,G,NG)

2. Arguments or Parameters

F first function (inverse operator)

S second function (input signal)

NF number of points in first function

NS number of points in : :cond function

LAGS spacing between points in inverse operator
G deconvolved input signal

NG number of points in G

3. Space required: Approximately 2000 locations
4., Input and Qutput Formats

Determined by main program MINIMAX
5. Method or Algorithm

NG MIN(L,KF)

«n - > S s[1-(3-1)- (LAGs +1)] - F(9)

T 1 MAX(L,M) L

where L =~ 1:{I-1)/(LAGS-+1)

M (I-NS)/(LAGS+1) -1

AR O

IR

s
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PROGRAM COSKIP

CONVNLVFES TWn FUNCTYINNS

FLIMINATES MULTIPLYING 7FPNFES RY SKIPPING
SURROUTIMF CNSKIDIF S eNF+NSILAGSYGNG)
DIMENSION F{80):5{500,G6{1000)
NG=NS+NF+(NF=-1)2LAGS~1

DO 10 1=1,4NG

Lesl4+401=-1Y/{LAGS+])

KUP=XMINOF (L oNF)

M={I-NS)/{LAGS+1)+]
B={I~-NSVY/({LAGS+11+}
IF(B=-FLOATF{M)1342,2

MM+

KLOW=XMAXOF {1 M)

Gi{l11=0,0 - 7

DO 10 J=KLOW,.,xXUP

MS=1=-{J=-1)®{LAGS+])
GIil)=GlI)+SIMS ) =F { )}

RETURN

END
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Identification

Title: Subroutine CONVOL
Programmer: Merdler
Date: March 1964

Purpose

CONVOL convelves two functions using the COSKIP algorithm
but does not store G{I}.

Usage
1. Calling Sequerce

Call CONVOL (F,S,NF,NS,LAGS,XNL,NU,E,T,U,SIMI1}
2. Arguments or parameters

F,S5,NF,NS,LAGS same as for COSKIP

XNL,NU, U defined in main program

E, T,SUM]l are used in subroutine MINMAX
3. Space required: Approximately 600 locations
4, Input and Qutput Formats

Determined by main program MINIMAX
Method or Algorithm

Same algorithm used by COSKIP
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A, Identification
Title: Subroutine MINMAX
Programmer; Merdler
Date: February 1964

B. Purpoese

To compute the normalized percentage of energy of the filtered
signal G(I) above a specified u-level per unit of time,

€. Usage
1. Calling Sequence: Call MINMAX(G, XNL,NU,E, T, U, SUM1)

2., Arguments or parameters

G filtered signal (deconvclved input signal)
E energy of ABSF(F(I)) for G(I)»u

T total time width of ABSF(F(I)) for G(I)>u

SUM1 total energy of ABSF(G(I)) for u-level - 0

XNL,NU,U defined in main program MINIMAX
3. Space requircd: Approximately Y0. locaticns
4. 1Input and Output Formats

Determined by main program MINIMAX

D. Method or Algorithm

T
%’:lfassp(c(m-um] 2
TEK(I,J) - J 1,2,....,NU
NG .
T-DELT- 2 [(ABSF(G(1)))]
11

where T = total number of G(I)'S for which ABSF(G(I)) 2 u(J).
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PROGRAM CONVNL

CONVNLVFS TWO FUNCTINNS

ELIMINATES MULTIPLYING ZFROFES RY SKIPPING
NO STORAGE OF quTpur

SUBROUTINE CONVOULU(F+SsNFsNSoLAGSsXNL sNUsF s T o U SUMIY)
DIMENSION FIR0)¢S{RD0sUL100).FI{100)T(100)
NOENS4+NF+ INF=1)#LAGS -1

DO 20 1=1NG

L=1+{1=-1)/7(LAGS+]Y)

KUP=XMINOF{L +NF)

Mz{1=NS)I/{LAGS+1)+41

B={I=-NSI/{LAGS+]1)+)

IFIB-FLOATF (M) )341,2

MzMs ]

KLOW=XMAXOF (1M}

G=04.0

DO 10 J=XLODW+XUP

MS=]=-(J-1)%{LAGS+])

GaG+SIMSIRF L)

CALL MINMAX{GsXNLsNULE +ToUsSUMY)

CONT INUFE

RETURN

END

SURRNUTINF MINMAX({GeXNLsNUsFeToUsSUMY)
MINMAX COMPUTES THE NOSMALIZED PERCENTAGE OF ENERGY
OF THE TILTERED SIGNAL G(]) ARDVE A
SPECIFIED LEVEL U PER UNIT OF TIME
DIMENSION FI50)+S(500),U(100),F{100)7(100)
SUMI=SUM] +G*#)

DO 5 I=1sNU

ULT)Y=XNL®FLOATFI(])

DELTA=ABRSF(G)Y~ULT)

IFIDFLTA)R 846

E{I)=E(T1+4DFLTA®S2

T(I)=T{])+1.0

RETURN

FRD
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Identification
Title: Executive P:ogram OUTPUT
Programmer: Merdler
Date: February 1964
Purpose
Coordinates the functions of subroutines COSKIP and PLOTM
for visual display of the correct inverse operator, input
signal and filtered input.
Usage
1. Calling Sequence
None. This is a main program

2. Space required: approximately 3000 locations

3. Input and Qutput Formats

a) Input
NF number of points in inverse operator
NS number of points in input signal
LAGS theoretical ghost delay time
LAGF inverse operator ‘lag
RH ghost amplitude
DELT input signal sampling increment
R noise to signal power ratio
LAGG actual ghost delay time
SCALE plotting scale for subroutine PLOTM

Format (415, 2F5.3, F10.3, 15, F5.3)

F(I) inverse operator 4E16.8

S(I) input signal 4E16.8
b) OQutpur

Printer

Values for NF,R,RH, LAGF

Values for NS,DELT, LAGG

Curves for F(I),S8(1),r(I*S(1),RH- (F(I)*S(1))
and F(I)*S(Ij-{(1+RH)

Printed using PLOTM

86



PROGRAM OUTPUT FOR SYNTHETIC S1GRALS
DIMENSION Ffﬁnjystﬁﬁﬁ}.§¥IQGG};Hiﬁﬁﬁ)-flﬁeexoswApﬂiyg)
1 READ ﬁatNFoNSaLAQSoLAGF.RHoDEL?.R-LAGG-S(&LE
IFINT 1999 ,939,2
RFAD 100.{F{])eTe) 4nr)
RFAD 100415111 s1m)sNG
CALL COSE IPUIF 1S aNF NS LAGSIGNG)
nO 10 KalaNz
MSe{] AGF=1)1%{LAGS+] 14K
LSeMS e AGS Y
HIK ) =RH#G {MS)
10 EMR)=GILS ) eHIE)
PRINT 300sNFR+RHLAGF
PRINT 310
CALL PLOTMINF,F,5CALFY
PRIKNT 400 NS+DELT JLAGS
PRINT 310
CRALL PLOTMING,S4SCALEY
oRtNT San
PRINT 310
CALL PLOTMING+GSCALF)
PRINT gon
PRINT 310
CALL PLOTMINS HsSCALE)
PRINTY 700
PRINT 310
CALL PLOTM({NS,E+SCALFE)
GO 70 1}
30 FORMAT (418 42F5,2,F10,1,15,F5% 1)
100 FORMATI4F16,.8)
100 FOQMAY(IHIoiHNF=oIS.Z?.EPP=QF7.5.27-WHDH=QF7.1oZXo5HLAGF*o!5//IH s
122HOPTIMUM INVFRSFE F1 TFO/IH sGHE LIV 24X s QHT IMFISEC Y
110 FORMAT(In .7ox-an-1.n.ysx.au-ﬂ.g,z?x.auﬁ.n.17!-1Hn.5.171.1w1.ﬂ!
123X THT s 18X e 1HT 1 19X 1HT, 19X 4 1HT 1% ¢ IHT)
400 FORMAT(IHO-BHNS=oIS-ZZ-SHDFLfaoFS.Z-11-3HSEC9IK'IQHGNGSY LAGx, 15/
1iH o12HINPUT SIGNAL/IH +4HSTI) 44X OHT IMEISEC )
500 FORMAT{IHO14HFILTERED INPUT/IH +4HGI I 124X o OHTIMEISFC)
600 FORMAT{1HO1ZHGHOSTS ALONE/TH 44HHIT) 44X+ 9HT IMFLSEC) )
TO0 FORMAT{IHO28HFILTFRFD INPUT DLUS GHOSTS/
T1H 2s4HE{L) s4X QHTIMEISE ) )
999 STOP
£ND

%]
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PROGRAM DUTPUT FNR F-OUAKE DATA
NIMFNSION FURNYSIRADY oGILDN0) JARAPHI 20
1 BFEAD SO JNF oNG L ANS oL AGE oBHDFL T8 31 ANGSCALF
IFINF1I9QG 4,999,
2 BFAD 1G001F{l1el=] 9N
RFAD 1CO«{S{IyeT=] NS
CALL COSKIPUIFSoNFINSHLAGSsGeNG)
PRINT 3200 sNF+RIRHLAGF
PRINTY 31C
CALL PLOTM{\7T9F 9SCALF)
PRINT GO0 sNS+DELTWLAGG
PRINT 310
CALL PLOTMINSsS+SCALFY
PRINT 300
PRINT 310
CALL PLOTMINGsGSCALF)
GO 70 1
S0 FORMATIATIB12F S, 19F 10,1918 4F5,2)
100 FORMAT({4FE 1648}
300 FORMATI{IHY 93HNF=915.2X s 2HR T oF 7o502X 0 3HRH2 oF 7o 30 2XaSHLAGF = [5//1H »
122HOPTIMUM [INVERSE FILYER/IH +4HF LT 144X yOHTIME(SECY)
310 FORMATIIH 20X s0H=-1,0+15XsaH=0,531T7Xs3H0,0s1TXs3H04S5s17Xe3H],0/
123X IHT 9 1BX»IHT o 19Xy IHT o 19X IHT 19X 1HT
00 FORMATIIHO o IHNS= o IS4 2X 4 SHNFLT=oeF S5, 391X o IHSEC o1 X0 INHGHOSTY LAG= 5/
11H 212HINPUT SIGNAL/IH s&HSITY o4 X SHT IMI{SECY)
200 FORMAT{IHOW14HFTLTEREN [NPUT/IH 24HGIT 1 04Xy IRTIME(SFCY)
§99 STOP
END
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Identification

Title: Subroutine PLOTM

Programmer: Merdler

Date; January 1964

Purpose

To plot any two dimensional array. The program normalizes the
quantities involved prior to plotting. Vertical scale is
chosen by user (width of graph).

Usage

1. Calling Sequence: Call PLOTM(K,YORD,S)

Uses library functions SCALEF and GRAPHF stored in the
PSU IBM 7C74.

[~

Arguments or Parameters

K number of peoints to be plotted K< 2000
YORD value of ordinate
S scale value (maximum width of curve < 10 inches)

How to determine §:
Suppose we desire that the maximum width of
our graph to be 4 inches. We know that the
normalized values of YORD will range between
*1.0.
Max YORD - Min YORD

S = Graph width 0.5.

In this case YORD will be plotted with an
accuracy of 0.05 units.

3. Space required: Approximately 2000 locations
4. Input and Output Formats
a) Input

Determined by main program



b} Output

Printer
Values of YORD(I)

* mber of point I

Asterisk for value YORD(I)

Format (1HS, F8.4, 3X, 15, 5X, 20A5)

5. Accuracy:

Values of YORD(I) may be plotted no closer than 0.01 units,

Method or Algorithm

Uses libvary funr ions SCALEF and GRAPHF written b
(PSU pProgramming .onsultant),

y Forney
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SUBROUTINE PLOTMIY 3YNRN, G}
NIMENSION GRAPH{Z2DYYNRD({2000)
BIGX=0,0

DO 7 I=1+K
[F{ARSF(RIGYI=ARSFIYORNII)1)I6+7 7
BIGX=YORDI I

CONTINUVE

DO 9 I=1+X
YORD(T1)=YORD{1)/ABSFIRIGX])

DO 14 I=14K

D=SCALEF({=1,045)

DUMMY xGRAPHF {GRAPH s YORNI( T 19 1H#*)
PRINT 1004YORD(11+s]1+GRAPH
CONTINUVE

PRINT 200+BIGX
FORMAT(1MHSFB. 43X ]5e5X320A5)

FORMAT(1H +21H NORMALIZING FACTOR =+F1044)

RETURN
END

Di
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