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SUMMARY

In previous papers it has been shown how the functional equation technique of dynamic programming could be applied to derive variational relations for Green's functions. In this paper we apply the method to the variational problem yielding the equation

\[(pu')' + (r(x) + \lambda q(x))u = v(x), \quad u(a) = u(1) = 0.\]

The introduction of the parameter \(\lambda\) enables us to study the resolvent operator, and thus to derive variational relations for the characteristic values and the characteristic functions of the associated Sturm–Liouville equation.
1. Introduction

In previous papers, we have shown how the functional equation technique of dynamic programming can be applied to derive variational relations for kernels and Green's functions. In [1], the Green's function associated with the second order equation

\[ u'' + q(x)u = 0, \quad u(a) = u(1) = 0, \]

was discussed, while in [4], analogous methods were applied to partial differential operators to obtain the Hadamard variational formula. In [2], the Fredholm integral equation was treated by similar means, and Jacobi matrices were discussed in [5].

In this paper, we wish to present some extensions of these results. Introducing the parameter \( \lambda \), we consider the general equations

\[ (p(x)u')' + (r(x) + \lambda q(x))u = 0, \quad u(a) = 0, \quad u(1) = 0, \]

obtaining, as in the papers cited above, variational equations for the resolvent operator as a function of \( \lambda \). Utilizing the meromorphic nature of the operator as a function of \( \lambda \), we are able in this way to derive variational equations for the
characteristic values and functions.

Corresponding results are obtained for the vector-matrix system

\[(P(t)x')' + \lambda Q(t)x = 0.\]

In both cases, certain assumptions have to be made concerning the coefficient functions, \(q(x)\) and \(Q(t)\), in order to be able to consider the differential equations as the Euler equations of associated variational problems. Since, however, we know, from the results of Miller and Schiffer, concerning Green's functions for general linear differential operators of order \(n\), (where quite different methods are employed) and from corresponding results for Fredholm operators and Jacobi matrices, that the relations obtained hold under far weaker assumptions, the interesting problem arises of deriving the more general results by variational techniques. In this paper, we present a method of analytic continuation which reduces the case of continuous \(q(x)\) to that of positive continuous \(q(x)\), and the case of continuous symmetric \(Q(t)\) to positive definite \(Q(t)\).

In a separate paper, we have sketched extensions of this technique of analytic continuation which enable us to treat non-selfadjoint differential operators and non-symmetric matrices by means of variational methods.

Finally, in a brief section at the end of the paper, we indicate how similar methods may be applied to obtain corresponding results for Fredholm kernels and the associated
characteristic values and functions.

2. Variational Problem

Consider the boundary value problem

\[(p(x)u')' + q(x)u = v(x), \quad a < x < 1,\]

\[u(a) = 0, \quad u(1) + au'(1) = 0.\]

We shall assume that \(p, q,\) and \(v\) are continuous functions on the closed interval \([a, 1].\) If the corresponding Sturm-Liouville problem with \(q\) replaced by \(\lambda q\) and \(v\) by \(0\) does not have \(1\) as a characteristic value, then the unique solution of (1) can be represented in the form

\[(2) \quad u(x) = \int_a^1 K(x, y, a)v(y)dy.\]

The function \(K(x, y, a)\) is called the Green's function for the boundary value problem (1). We wish to study the dependence of \(K\) upon \(a\) by means of the functional equation method of dynamic programming.

We imbed (1) in the system

\[(3) \quad (p(x)u')' + q(x)u = v(x), \quad a < x < 1,\]

\[u(a) = c, \quad u(1) + au'(1) = 0.\]

A solution of this system can be expressed in the form

\[(4) \quad u(x) = u_0(x) + c\varphi(x)\]
where \( u_0(x) \) is a solution of (1) and hence equal to the right side of (2) while \( \phi(x) \) is a solution of the system

\[
(p(x)\phi')' + q(x)\phi = 0, \quad \phi(a) = 1, \quad \phi(1) + a\phi'(1) = 0.
\]

We also consider a variational problem associated with the system (3), the problem of maximizing \( J(u,v) \) over all \( u \) for which \( u(a) = c \) where

\[
J(u,v) = \int_a^1 (q(x)u^2 - p(x)u'^2 - 2uv(x))\,dx
\]

- \( \frac{p(1)}{a} (u(1))^2 \).

This variational problem has the property that a \( u \) yielding the maximum is a solution of the system (3). To prove this, we replace \( u \) by \( u + \epsilon \eta \) in (6), where \( \eta(x) \) is a function such that \( \eta(a) = 0 \). We obtain

\[
J(u + \epsilon \eta, v) = J(u,v) + 2\epsilon \int_a^1 \left( q\eta - pu'\eta' - v\eta \right)\,dx
\]

- \( \frac{p(1)}{a} u(1)\eta(1) \)

+ \( \epsilon^2 \left[ \int_a^1 \left( q\eta^2 - p\eta'^2 \right)\,dx - \frac{p(1)}{a} \eta(1)^2 \right]. \)

In order to have \( u \) yield the maximum, the \( \epsilon \) term must vanish for all functions \( \eta \) for which \( \eta(a) = 0 \). Hence

\[
\int_a^1 \left( qu + (pu')' - v\right)\eta(x)\,dx - \frac{p(1)}{a} \eta(1)(u(1) + au'(1)) = 0.
\]
Consequently, a \( u \) yielding the maximum must satisfy the boundary condition at \( 1 \) and must satisfy the differential equation in the interior of the interval \([a, l] \). Hence, a solution of the variational problem provides a solution of the boundary value problem (3).

In order to use the variational approach one must make an assumption on \( p \) and \( q \) sufficient to guarantee the existence of a maximum. It is sufficient, for example, to assume that \( p(x) \) is positive on the closed interval \([a, l]\) and that the smallest characteristic value of the Sturm–Liouville problem

\[(pu')' + \lambda qu = 0, \quad u(a) = 0, \quad u(l) + cu'(l) = 0\]

is larger than 1. If \( q(x) \) is uniformly positive, \( q(x) \geq d > 0 \), over \( 0 \leq x \leq a \), this condition holds if \( a \) is sufficiently small, or if \( d \) is sufficiently large. This assumption guarantees the existence of a unique maximum of \( J(u,v) \). In §7, we shall show by analytic continuation how the results we prove can be freed of this restrictive hypothesis.

At the moment we want \( q(x) \) to be positive so that we can easily locate a region within which no characteristic values occur.

3. Dynamic Programming Approach

We now let

\[ f(a,c) = \max_{u(a)=c} J(u,v) \]

and derive a partial differential equation for \( f \) by means of a technique of dynamic programming. We regard \( u \) as describing
a policy. The variable \( c \) describes the state of the system at \( a \). The result of following the policy \( u \) for a time
interval \([a, a + \Delta]\) is to transform \( c \) into a new initial
state \( u(a + \Delta) \) for the interval \([a + \Delta, 1]\). According to the
principle of optimality, an optimal policy \( u \) over the interval
\([a, 1]\) with initial state \( c \) must have the property that it is
an optimal policy over the subinterval \([a + \Delta, 1]\) starting with
initial state \( u(a + \Delta) \). Translated into a formula, the
principle of optimality yields the equation

\[
f(a, c) = \max_{u(a) = c} \left\{ f((a + \Delta), u(a + \Delta)) 
+ \int_{a}^{a+\Delta} (q(x)u(x)^2 - p(x)u'(x)^2 - 2u(x)v(x))dx \right\}.
\]

We proceed formally, assuming that \( f(\cdot, c) \) has continuous
partial derivatives and that the maximizing \( u \) has a continuous
derivative. Then as \( \Delta \to 0 \),

\[
f(a + \Delta, u(a + \Delta)) = f(a, c) + \frac{\partial f}{\partial a}(a, c) 
+ \frac{\partial f}{\partial c}(a, c)u'(a)\Delta + o(\Delta).
\]

Consequently, as \( \Delta \to 0 \), we have

\[
- \frac{\partial f}{\partial a}(a, c) = \max_{u(a) = c} \left\{ \frac{\partial f}{\partial c}(a, c)u'(a) + q(a)c^2 
- p(a)u'(a)^2 - 2\alpha v(x) + o(1) \right\}.
\]

The quadratic
\[
\frac{2f}{c} u' - p(a)u'^2
\]
takes its maximum value at
\[
u' = \frac{1}{\frac{2f}{c}(a)} \frac{2f}{c}(a, c).
\]
Hence we obtain the partial differential equation
\[
(1) \quad - \frac{\partial f}{\partial a}(a, c) = \frac{1}{4p(a)} \left( \frac{\partial f}{\partial c}(a, c) \right)^2 - 2ev(a) + c^2q(a).
\]

4. Variation of the Green's Function

Let \( u \) be the function which maximizes \( J(u, v) \) for given \( a \) and \( c \). By using (2.2) and (2.4), we can find an equation which connects \( f(a, c) \) with the Green's function \( K(x, y, a) \). We have
\[
(1) \quad f(a, c) = \int_a^1 \left( qu^2 - pu'^2 - 2uv \right) dx - \frac{F(1)}{\alpha} (u(1))^2
\]
\[
= \int_a^1 \left[ u(qu + (pu')') - v \right] dx - \int_a^1 uv dx - \int_a^1 u(1)v(1)u'(1)
\]
\[
+ u(a)v(a)u'(a) - \frac{F(1)}{\alpha} (u(1))^2
\]
\[
= - \int_a^1 uv dx + \gamma(u^2)u'(a) - \frac{F(1)}{\alpha} u(1)v(1) + \pi(u'(1))
\]
\[
= - \int_a^1 \omega u v dx - \int_a^1 \omega v dx + \gamma(u^2)u'(a) + \pi(u'(1)).
\]

Using the fact that \( u_c \) satisfies (3.1) and \( \phi \) satisfies (3.4), we obtain by integration by parts
\[ \int_a^1 \phi vdx = \int_a^1 \phi ((\mu u_0')' + qu_0)dx \]

\[ = \int_a^1 u_0((\phi \phi)' + \phi \phi)dx + \phi(1)p(1)u_0(1) \]

\[ - \phi(a) u_0(a) \]

\[ - \phi'(1) u_0(1) \]

\[ + \phi'(a) u_0(a). \]

Since \( u_0(a) = 0 \), \( \phi(a) = 1 \), and \( u \) and \( \phi \) satisfy the same homogeneous boundary condition at 1, we conclude that

\[ (c) \quad \int_a^1 \phi vix = - \frac{1}{2} \phi(a) u_0'(a) + (\phi'(1) u_0(1) - \phi'(1)p(1) u_0(1)) \]

\[ = - \frac{1}{2} \phi(a) u_0'(a). \]

Thus, the second and third terms on the last line of (1) are equal. It turns out to be more convenient to use the integral expression. We have

\[ (3) \quad f'(x, y) = - \int_a^1 u_0 \phi vix + \int_a^1 \phi vix + \phi'(a) \phi'(a) \]

\[ = - \int_a^1 \int_a^1 k(x,y)v(x)v(y)dxdy - 2c \int_a^1 \phi vdx + c^2 p(a) \phi'(a). \]

We observe that we can express \( \phi \) in terms of a partial derivative of \( K \). By (2), we have
\[ \int_a^b \varphi(y)v(y)dy = -p(a)u(a) + \int_a^b \frac{\partial}{\partial x} (a,y,a)v(y)dy \]

for all continuous functions \( v \). Then

(a) \[ \varphi(y) = -p(a) \frac{\partial}{\partial x} (a,y,a). \]

Combining the expression for \( f(x,y) \) given by (4) with the partial differential equation (2.1), we obtain upon equating terms independent of \( a \),

\[ \int_a^b \int_a^b \frac{\partial}{\partial a} (x,y,a)v(x,y)v(y)dy = \int_a^b \int_a^b \frac{\partial}{\partial a} \varphi(x)v(y)dy \]

\[ = \frac{1}{\varphi(a)} \int_a^b v(x)v(y)dy. \]

Now if we "equate coefficients" of \( v(x)v(y) \), we obtain the relation

(5) \[ \frac{\partial}{\partial a} (x,y,a) = \frac{1}{\varphi(a)} \varphi(x)\varphi(v) = v(a) \int_a^b (x,y,a) \frac{\partial}{\partial x} (x,y,a). \]

This formal equating of coefficients is consistent with the use of the symmetry of the Green's Function and we see immediately, such as continuity of

\[ \frac{\partial}{\partial a} (x,y,a) = \frac{1}{\varphi(a)} \varphi(x)\varphi(v). \]

We shall prove this in \( \cdot \).

In the consideration of the boundary value problem (2.2), we have not considered the boundary conditions \( u(1) = 0 \) or
u'(1) = 0. The condition u(1) = 0 corresponds formally to \( a = 0 \); the condition u'(1) = 0 corresponds formally to \( a = \infty \) in the condition \( u(1) + au'(1) = 0 \). If in the variational problem of maximizing \( J(u,v) \) we omit the term

\[
\frac{-f(1)}{a} u(1)^2
\]

and add the constraint \( u(1) = 0 \) or \( u'(1) = 0 \), respectively, the development proceeds as before, except all terms which involve \( a \) vanish. The final results obtained are the same.

F. Justification of Equating Coefficients

The formal procedure used in the derivation of (4.5) can be justified by the following lemma.

**Lemma.** Let \( F(x,y) \) be a continuous function on the region \( a < x < 1, a < y < 1 \) and suppose that \( F(x,y) = F(y,x) \). Then if

\[
\int_{y}^{1} F(x,y)v(y)y(y)dy = 0
\]

for all continuous functions \( v \), the function \( F(x,y) = 0 \).

**Proof.** First, we show that \( F \) vanishes on the diagonal, i.e., \( F(x,x) = 0 \). To do this, we take a sequence of continuous functions \( v_n \) with \( v_n \) positive and tending to 0, each of which vanishes identically outside the interval \( [x - \epsilon, x + \epsilon] \) and integrates to 1 over the portion of \( [x - \epsilon, x + \epsilon] \) which is in the interval \( [a,1] \). Passing to the limit, we find that \( F(x,x) = 0 \).
To prove that $F(\zeta, \eta) = 0$ when $\zeta \neq \eta$, we use functions $v_\epsilon$ with $\epsilon < \zeta - \eta/2$ which integrate to 1 over the portion of $[\zeta - \epsilon, \zeta + \epsilon]$ in the interval $[1, 1]$ and also integrate to 1 over the portion of $[\eta - \epsilon, \eta + \epsilon]$ in $[\eta, 1]$ but which vanish identically outside these two intervals.

Letting $\epsilon \to 0$, we find

$$F(\zeta, \eta) + F(\eta, \zeta) + F(\zeta, \zeta) + F(\eta, \eta) = 0.$$ 

Since $F(\zeta, \zeta) = F(\eta, \eta) = 0$ and $F(\zeta, \eta) = F(\eta, \zeta)$, we have

$$F(\zeta, \eta) = 0.$$ 

6. Change of Variable

In this section, we shall make a change of variable which leads to a different expression for $\varphi(x)$ and hence an alternate expression for the variation of the Green's function. We make the change of variable

$$u = c\frac{(1 + \alpha - x)}{(1 + \alpha - a)} + w$$

so that $w(a) = 0$ and $w(1) + \alpha w'(1) = 0$ when $u$ satisfies the boundary conditions $u(a) = 1$, $u(1) + \alpha u'(1) = 0$. (This transformation is valid also in case $\alpha = 0$; for the condition $u'(1) = 0$, i.e., $\alpha = \infty$, we set $u = v + w$.)

Then by (2.6),
\[ J(u,v) = J(w,v) + 2c \int_a^1 \frac{1 + a - x}{1 + a - a} q(x)w(x) \, dx \]
\[ + 2c \int_a^1 \frac{p(x)w'(x)}{1 + a - a} \, dx - 2c \int_a^1 v(x) \left( \frac{1 + a - x}{1 + a - a} \right) \, dx \]
\[ - 2c \frac{p(1)w(1)}{1 + a - a} \]
\[ + 2c \left( \int_a^1 \left( \frac{1 + a - x}{1 + a - a} \right)^2 q(x) \, dx \right) - \int_a^1 \frac{p(x)}{(1 + a - a)^2} \, dx \]
\[ - \frac{i(1)l}{(1 + a - a)^2} \right\}. \]

Transforming the second integral by integration by parts, we obtain
\[ J(u,v) = J(w,v) - c \int_a^1 \left( \frac{1 + a - x}{1 + a - a} \right) q(x) \, dx - \frac{p'(x)}{(1 + a - a)^2} \]
\[ + P(a,c,v) \]
where \( P \) is independent of \( w \) and \( u \). Hence
\[ p(a,c) = \max_{u(\alpha) = 0} J(u,v) = \max_{w(\alpha) = 0} J(w,v) - \left( \frac{1 + a - x}{1 + a - a} \right) q(x) - \frac{p'(x)}{(1 + a - a)^2} \]
\[ + P(a,c,v). \]

The maximising \( w \) is given by
\[ w = \int_a^1 \frac{p(x)w'(x)}{1 + a - a} \, dx - \left( \frac{1 + a - x}{1 + a - a} \right) q(x) - \frac{p'(x)}{(1 + a - a)^2} \]
\[ + P(a,c,v). \]
Hence
Thus, by (2.4),

\[ \phi(x) = \frac{1 + a - x}{1 + a - a} - \int_a^1 K(x,y) \left[ \frac{1 + a - y}{1 + a - a} q(y) - \frac{u'(y)}{1 + a - a} \right] dy. \]

Substituting this expression into (2.5), we find another formula for the variation of the Green's function,

\[ \frac{\partial K(x,y,a)}{\partial a} = \frac{1}{\phi(a)} \left[ \frac{1 + a - x}{1 + a - a} \int_a^1 K(x,y) \left[ \frac{1 + a - y}{1 + a - a} q(y) - \frac{u'(y)}{1 + a - a} \right] dy \right] \]

The cases \( u(1) = 0 \) and \( u'(1) = 0 \) are easily handled. The results are what would be obtained by setting \( a = 0 \) or letting \( a \to \infty \) respectively.

7. Analytic Continuation

In order to extend the foregoing approach to the general case, we shall employ the method of analytic continuation.

Consider the equation
\( (1) \quad (pu')' + (z + q(x))u = v, \)
\[ u(a) = 0, \quad u(l) + au'(l) = 0, \]

where \( z \) is a positive quantity chosen large enough so that \( z + q(x) \geq d > 0 \) in \([a, l]\).

Furthermore, we know from the Sturmian comparison theorems that \( z \) can be chosen large enough so that \( \lambda = 1 \) is not a characteristic value of the Sturm-Liouville problem

\( (2) \quad (pu')' + \lambda(z + q(x))u = 0, \)
\[ u(a) = 0, \quad u(l) + au'(l) = 0. \]

It follows that the inhomogeneous equation

\( (3) \quad (pu')' + (z + q(x))u = v, \)
\[ u(a) = 0, \quad u(l) + au'(l) = 0, \]

will then have a unique solution.

The Green's function associated with this problem will be a function of \( z \). If we can show that this function is a meromorphic function of \( z \), it will follow that the relations originally obtained under the assumption that \( z \) is sufficiently large will actually be valid for all \( z \) distinct from a set of poles.

In particular, the relations will be valid for \( z = 0 \), provided that \( \lambda = 1 \) is not a characteristic value of the equation.
(4) \((pu')' + q(x)u = v,\)

\((a) = c, \ u(1) + au'(1) = 0.\)

Generally speaking, the relations will be valid whenever they make sense.

8. **Analytic Character of Green’s Function**

Although it follows from well-known results in the theory of linear differential equations that the Green’s function is a meromorphic function of \( z \), we shall outline a proof here for the sake of completeness.

To simplify the notation let us write \( \sigma(u) = 0 \) for the boundary condition \( u(l) + au'(1) = 0. \) Furthermore we observe that the following considerations also cover the boundary condition \( u'(l) = 0, \) so that we could also take \( \sigma(u) = u'(1). \)

To begin with, the two solutions of

\[(1)\quad (pu')' + (z + q(x))u = 0,\]

determined by the initial conditions

\[(2)\quad u_1(a) = 1, \ u_1'(a) = 0, \]

\[u_2(a) = 0, \ u_2'(a) = 1,\]

are entire functions of \( z \) for \( x \) in \([0,1]\). Also for fixed \( x, \) their derivatives \( u_1' \) and \( u_2' \) are entire functions of \( z. \) Hence, in particular, \( \sigma(u_2) \) is an entire
function of z which does not vanish identically.

Concerning \( p(x) \) and \( q(x) \), we are assuming, as before, that \( p(x) \geq d_1 > 0 \) in \([0,1]\), that it has an integrable derivative, and that \( q(x) \) is integrable in \([a,1]\), and uniformly bounded.

The general solution of

\[
(3) \quad (pu')' + (z + q(x))u = v
\]

can be written

\[
(4) \quad u = c_1u_1(x) + c_2u_2(x) - \frac{1}{p(a)} \int_a^x [u_1(x)u_2(y) - u_1(y)u_2(x)]v(y)dy.
\]

Imposing the boundary conditions

\[
u(a) = 0, \quad \sigma(u) = 0,
\]

we see that this particular solution has the form

\[
u = \int_a^x K(x,y)v(y)dy
\]

where \( K(x,y) \), the desired Green's function, is given by

\[
K(x,y) = \frac{1}{p(a)} \left[ \frac{\sigma(u_1)u_2(y) - u_1(y)\sigma(u_2)}{\sigma(u_2)} \right]u_2(x), \quad a < y < x,
\]

\[
= \frac{1}{p(a)} \left[ \frac{\sigma(u_1)u_2(x) - u_1(x)\sigma(u_2)}{\sigma(u_2)} \right]u_2(y), \quad a < x < y.
\]

We see that for any \( x \) and \( y \) in \([a,1]\), \( K(x,y) \) and its partial derivatives with respect to \( x, y \) and \( a \) are mero-
morphic functions of \( z \). Also, we observe that this formula provides a proof for the symmetry of the Green's function, a property which we have used in the previous sections.

9. Alternate Derivation of Expression for \( \phi(x) \)

The explicit representation for \( K(x,y) \) given above shows that

\[
\frac{\partial K}{\partial x} \bigg|_{x=a} = \frac{1}{p(a)} \left[ \frac{\sigma(u_1)u_2(y) - u_1(y)\sigma(u_2)}{\sigma(u_2)} \right].
\]

It follows then that \(- p(a) \frac{\partial K}{\partial x}(a,y,a)\) is the solution of the two-point boundary value problem

\[
(pu')' + qu = 0, \quad u(a) = 1, \quad \sigma(u) = 0.
\]

Hence we have

\[
\phi(y) = - p(a) \frac{\partial K}{\partial x}(a,y,a).
\]

The extension of the relation in (1) is the keystone of the treatment of Miller and Schiffer in [6], and the analogue of this relation for partial differential operators is essential in the derivation of the Hadamard variational formula given in [4].

10. Variation of Characteristic Values and Characteristic Functions

Consider the Sturm-Liouville problem

\[
(1) \quad (pu')' + (q(x) + \lambda r(x))u = v(x), \quad a < x < 1,
\]

\[
u(a) = 0, \quad u(1) + au'(1) = 0.
\]
This problem has a unique solution, when \( \lambda \) is not a characteristic value, which is given by

\[
u(x) = \int \rho(x, y, \lambda, \alpha) v(y) dy.
\]

The function \( \rho \), called the resolvent, is a meromorphic function of \( \lambda \) with poles at the characteristic values \( \lambda_1, \lambda_2, \lambda_3, \ldots \). If \( \psi(x) \) is the characteristic function associated with the characteristic value \( \lambda_k \), then \( \rho \) has the representation

\[
(2) \quad \rho(x, y, \lambda, \alpha) = \sum_{k=1}^{\infty} \frac{\psi(x)\psi(y)}{\lambda - \lambda_k}.
\]

The problem (1) is obtained from (2.1) by replacing \( q(x) \) by \( q(x) + q(x) \). From (4.1) we obtain the equation

\[
(3) \quad \frac{\partial}{\partial x} (x, y, \lambda, \alpha) = p(x) \frac{\partial}{\partial x} (a, y, \lambda, \alpha) + \frac{\partial}{\partial y} (x, a, \lambda, \alpha).
\]

This equation is valid for all \( \lambda \neq \lambda_k \) without any assumptions on \( q(x) \) and \( r(x) \) except continuity as has been shown by analytic continuation in \( y \).

Combining (2) with (3), we find

\[
\sum_{k=1}^{\infty} \frac{\psi(x)\psi(y)}{\lambda - \lambda_k} = \sum_{k=1}^{\infty} \frac{\psi(x)\psi(y)}{\lambda - \lambda_k} \sum_{k=1}^{\infty} \frac{\psi(x)\psi(y)}{\lambda - \lambda_k}.
\]
Letting \( \lambda \rightarrow \lambda_k \) and equating coefficients of \((\lambda - \lambda_k)^{-2}\) we find

\[
(4) \quad \frac{\partial \lambda_k}{\partial a} = p(a) (\psi'_k(a))^2.
\]

By equating coefficients of \((\lambda - \lambda_k)^{-2}\) we find

\[
(5) \quad \frac{\partial \psi'_k(x)}{\partial a} = p(a) \psi'_k(a) \sum_{j=1}^{\infty} \frac{\psi'_j(y)}{\lambda_j - \lambda_k}.
\]

We can also derive expressions for the variation of the sums

\[
S_n(x, y, a) = \sum_{k=1}^{\infty} \frac{\psi'_k(x) \psi'_k(y)}{\lambda_k^n}, \quad (n = 1, 2, 3, \ldots).
\]

Since

\[
\frac{1}{\lambda - \lambda_k} = - \frac{1}{\lambda_k} - \frac{\lambda}{\lambda_k^2} - \frac{\lambda^2}{\lambda_k^3} - \ldots,
\]

we have

\[
R(x, y, \lambda, a) = - \sum_{n=1}^{\infty} S_n(x, y, a) \lambda^{n-1}.
\]

Consequently,

\[
\frac{\partial S_n}{\partial a}(x, y, a) = - p(a) \sum_{1 \leq j < n} \sum_{1 \leq \ell < n} \frac{\partial S_n(x, \lambda, a)}{\partial \lambda} \frac{\partial S_n(y, \lambda, a)}{\partial \lambda}.
\]
11. Matrix Case

Analogous results can be obtained for a Green's function associated with the vector-matrix system

\[
\begin{align*}
\frac{d}{dt}(i(t)\frac{d}{dt}x(t)) + Q(t)x(t) &= y(t), \quad a < t < 1, \\
x(a) &= c, \quad x(l) + Bx(l) = 0,
\end{align*}
\]

where \( P, Q, \) and \( B \) are \( n \times n \) matrices and \( x, y, \) and \( c \) are \( n \)-dimensional vectors. We shall assume that \( P, Q, \) and \( y \) are continuous on the closed interval \([a,1]\) and that \( P(t) \) has an inverse for each \( t \). Also we shall assume that \( P, Q, \) and \( P(1)B \) are symmetric matrices so that the system is self-adjoint.

For notation, we denote the transpose of a matrix \( A \) by \( A^* \) and we use \((u,v)\) to denote the inner product of two vectors \( u \) and \( v \).

Associated with this boundary value problem there is the variational problem of maximizing \( J(x,y) \) where:

\[
J(x,y) = \int_a^1 \left\{ (Qx,x) - (Px,x) - 2(y,x) \right\} dt
\]

\[ - (P(1)Bx(1),x(1)) \]

subject to the condition that \( x(a) = c \). Let

\[
f(a,c) = \max_{x(a) = c} J(x,y).
\]

As in the scalar case, a vector \( x(t) \) which yields the maxi-
mum must be a solution of the boundary value problem (1).

Proceeding as in §3 one can use the principle of optimality from dynamic programming to derive the partial differential equation

\[ -\frac{\partial f}{\partial a}(a,c) = \frac{1}{n}(P^{-1}(a)\frac{\partial f}{\partial c}, \frac{\partial f}{\partial c}) - 2(c,y(a)) + (Q(a)c,c) \]

where if \( c_1, c_2, \ldots, c_n \) are the components of \( c \) then

\[ \frac{\partial f}{\partial c} = \begin{pmatrix} \frac{\partial f}{\partial c_1} \\ \frac{\partial f}{\partial c_2} \\ \vdots \\ \frac{\partial f}{\partial c_n} \end{pmatrix} \]

We wish to use this partial differential equation to study the Green's function for the system (1). The Green's function is an \( n \times n \) matrix \( K(t,s) \) for which

\[ x_0(t) = \int_a^1 K(t,s)y(s)ds \]

is a solution of (1) with \( x_0(a) = 0 \). As before a solution of (1) with \( x(a) = c \) can be written as a sum

\[ x(t) = x_0(t) + \alpha(t)c \]

where \( \alpha(t) \) is the \( n \times n \) matrix function which is the solution of
Since \( x(t) \) is the maximizing vector for the variational problem, we obtain

\[
\begin{align*}
(4) \quad & \frac{d}{dt}(P(t)\frac{d}{dt}x(t)) + \dot{x}(t)\dot{x}(t) = 0, \\
F(a) = I, \quad & \dot{x}(I) + B\dot{x}(I) = 0.
\end{align*}
\]

Also

\[
\begin{align*}
(5) \quad f(a,c) = -\int_a^b (y(t),x(t))dt - (P(l)B(l)x(l),x(l)) \\
\quad \quad + (P(a)x(a),x(a)) - (P(l)x(l),x(l)) \\
\quad \quad - \int_a^b (y(t),x_0(t))dt - \int_a^b (y(t),\bar{\Phi}(t)c)dt \\
\quad \quad + (P(a)x_0(a),c) + (P(a)\bar{\Phi}(a)c,c).
\end{align*}
\]

because of the assumption that \( P(l)B \) is symmetric.
Hence by (3) and (5),

\[ f(a,c) = - \int_a^1 \int_a^1 (K(t,s)y(s),y(t)) ds dt \]

\[ - 2 \int_a^1 (y(t),F(t)c) dt + (F(a)F(a)c,c). \]

Also it is possible to express \( F \) in terms of a partial derivative of \( K \). By (6),

\[ \int_a^1 (c,F^*(s)y(s)) ds = - (c,F(a)) \int_a^1 \frac{K(t,s,a)}{s} \bigg| y(s) ds \]

for all continuous vector functions \( y \) and all vectors \( c \).

Hence,

\[ F^*(s) = - F(a) \frac{K(t,s,a)}{s} \bigg|_{t=a} \]

Next, we combine the above expression for \( f(z,c) \) with the partial differential equation (2) and equate the terms independent of \( c \) to obtain

\[ \int_a^1 \int_a^1 \left( \frac{\partial K(t,s,a)}{\partial a} y(s),y(t) \right) ds dt \]

\[ = (F^{-1}(a)) \int_a^1 \bar{F}^*(t)y(t) dt, \int_a^1 \bar{F}^*(t)y(t) dt, \]

or

\[ \int_a^1 \int_a^1 \left[ \left( \frac{\partial K(t,s,a)}{\partial a} - \bar{F}(t)F^{-1}(a)F^*(s) \right) y(s),y(t) \right] ds dt = 0. \]

Now we "equate coefficients" to conclude that
This formal argument can be justified by the following result corresponding to the lemma proved in §5.

Lemma. Let \( M(t,s) \) be a continuous \( n \times n \) matrix function for \( a < s < 1, \ a < t < 1 \) and suppose that \( M \) has the symmetry property

\[
M^*(t,s) = M(s,t).
\]

If

\[
\int_a^1 \int_a^1 (M(t,s)y(s),y(t)) \, ds \, dt = 0
\]

for all continuous vector functions \( y \), then \( M(s,t) = 0 \).

We omit a proof of this lemma because one can be constructed in a way quite similar to that employed in §5. It is also not difficult to verify that the matrix function in (6) has the required symmetry property because the system is self-adjoint.

Combining (7) and (9) we obtain

\[
\frac{dK(t,s,a)}{da} = \frac{dK(t,s,a)}{as} \left| _{s=a}^{s=t} \right. r(a) \frac{dK(t,s,a)}{sa} \left| _{t=a}^{t=s} \right.
\]

The problem we have just treated does not contain as a special case the problem with the boundary condition \( x(1) = 0 \). However, only a small change is required to handle this problem by the same method. In the definition of \( J(x,y) \) one
can omit the term \(- (F(1)B(1)x(1), x(1))\) and for the maximization problem add the constraint \(x(1) = 0\). The remainder of the argument is quite similar and the final result obtained, equation (10), is the same.

The approach by way of a change of variable as in (6) can also be followed in the matrix case. Set

\[
x(t) = (I + (1 - t)B)(I + (1 - a)B)^{-1}c + w(t).
\]

This transformation has the property that if \(x(a) = c\) then \(w(a) = 0\); and if \(x(1) + Bx(1) = 0\), then \(w(1) + Bw(1) = 0\). Here we must also make the additional assumption that the inverse \((I + (1 - a)B)^{-1}\) exists. Proceeding as in (6), we obtain the equation

\[
\bar{x}(t) = \left( I + (1 - t)B - \int_a^1 K(t, s)(Q(s)(I + (1 - s)B) - \frac{d}{ds}(F(s))B)ds \right) \cdot (I + (1 - a)B)^{-1},
\]

which allows the derivation of another expression for \(\frac{2K}{\omega_0^2}\).
12. Integral Equations

Let us now indicate briefly how the same formalism may be applied to integral equations.

The equation

\[ u(x) = v(x) + \lambda \int_a^1 k(x,y)u(y)dy \]  

has the solution

\[ u(x) = v(x) + \int_a^1 K(x,y,\lambda)v(y)dy, \]

where \( K(x,y,\lambda) \) is the Fredholm resolvent.

If \( k(x,y) \) is positive definite, we can consider (1) to be the Euler equation corresponding to the problem of minimizing the quadratic functional

\[ Q(u) = \lambda \int_a^1 \int_a^1 k(x,y)u(x)u(y)dxdy \]

\[ + 2 \int_a^1 u(x)v(x)dx - \int_a^1 u^2(x)dx. \]

Regarding the minimum over \( u \) as a function of \( v \) as a function of \( v \), we can proceed very much as above. A derivation of the variational equation for Fredholm resolvent is given in [2]. Continuing as in \( \S 3 \), we can derive variational equations for the characteristic values and functions.
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