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The purpose of this paper is to present a natural geometrical approach to the theory of reduced moment spaces and its application to orthogonal polynomials. Many classical results can be interpreted in this geometrical setting, and many new results obtained as well. The method provides an interesting contrast to the more usual techniques involving continued fractions and complex variables.

Some of this material was presented in outline in an earlier paper (reference [1] at the end of the paper), and two papers ([2], [15]) applying it to the theory of games have also appeared. The present work is concerned primarily with distribution functions on a finite interval. The half-infinite and infinite intervals will be taken up in future papers.

Chapter I is devoted to a preliminary exposition of the theory of convex sets and their duals in conjugate, finite-dimensional, linear spaces. Dimensional indices are introduced to describe the local structure of the boundary of a convex set, and are used to express a fundamental relationship between a convex set and its dual (Theorem 5.2). The moment spaces themselves are convex bodies whose points are n-tuples of moments of distribution functions; while the dual convex bodies are the coefficient spaces of n-th degree non-negative polynomials. In Chapter II these sets are introduced and their extreme points characterized. The structure of their boundaries is analyzed in detail, and a new result on the representation of non-negative polynomials as sums of square polynomials is obtained (Theorem 10.3). Chapter III introduces certain convex polyhedra which approximate the moment spaces and their duals, and uses them to establish
some of the classical theorems. In Chapter IV an algebraic description by means of "Hankel" determinants is given of the boundary components previously characterized by the dimensional indices. Chapter V deals with the distribution functions associated with a given point in the moment space, and the convex set in function space which they form. The interpretation of the supporting hyperplanes to the moment spaces as non-negative polynomials, first found in Chapter II, leads to a natural, geometric representation of orthogonal systems of polynomials, with arbitrary weight functions. Several applications of this approach are given in Chapter VI. The paper concludes with a chapter on the symmetries of the moment spaces.

General expositions of the moment problem may be found in Widder ([9], Ch. 3) and Shohat and Tamarkin ([12]). The latter contains an excellent bibliography of the subject.
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CHAPTER I

CONVEX SETS

5.1. Elementary definitions.

We begin by setting forth some of the important properties of convex sets. A point set in \( n \)-dimensional Euclidean space \( \mathbb{E}^n \) is convex if it contains the line segment joining every two of its points.

The term hyperplane refers to an \((n-1)\)-dimensional linear variety in \( \mathbb{E}^n \); each hyperplane determines two closed half-spaces. If a set \( K \) is contained in one of the closed half-spaces \( H_L \) of a hyperplane \( L \), we say that \( L \) (or \( H_L \)) either bounds or supports \( K \) according as the lower bound of the distance from \( K \) to \( L \) is positive or zero, respectively. We state some basic relationship between convex sets and hyperplanes (see, for example, Weyl [3]):

**Theorem 1.1** (a) A closed convex set is precisely the intersection of all its supporting half-spaces;

(b) Every boundary point of a convex set lies in some supporting hyperplane of the set.

(c) Two non-intersecting, closed, bounded convex sets can be separated: that is, disjoint closed half-spaces exist each containing one of the sets. In particular, an exterior point can be separated from any closed convex set by a supporting hyperplane of the set.

The dimension of a convex set is defined to be that of the smallest linear variety containing the set. A point of an \( n \)-dimensional convex
set $K$ that is interior with respect to the $n$-dimensional variety containing $K$ we shall call an inner point; while the terms "interior" and "boundary" will consistently refer to the full $n$-dimensional structure. Thus, the notions of "inner" and "interior" coincide only for $n$-dimensional convex sets. We have:

**Theorem 1.2.** Every (non-empty) convex set has an inner point. The point $x$ is an inner point of $K$ if and only if every supporting hyperplane at $x$ contains all of $K$.

A point $x$ of a convex set $K$ which is not an inner point of any convex subset of $K$, except the set consisting of $x$ alone, is an extreme point of $K$.

A convex body in $E^n$ is a convex set which is closed, bounded, and $n$-dimensional.

### 5.2. Boundary indices

For $x$ in the boundary of a closed, convex set $K$ in $E^n$ we define $L(x)$ to be the intersection of all hyperplanes that support $K$ at $x$. For formal completeness we may also define:

$$
L(x) = E^n \quad \text{if } x \text{ is interior to } K,
$$
$$
L(x) = 0 \quad \text{if } x \text{ is not in } K.
$$

The contact set $C(x)$ of a point $x$ is defined to be the inter-

---

1 Sometimes the term "relative interior" is used.
section of \( L(x) \) with \( K \). We call a point of \( K \) ordinary, or

exceptional, according as it is, or is not, an inner point of its own

contact set.

Since \( C(x) \) is itself closed and convex, we can construct the

contact set of \( x \) with respect to \( C(x) \), instead of \( K \). If \( x \) is

ordinary (with respect to \( K \), Theorem 1.2 tells us that the new con-
tact set is just \( C(x) \) again. If, on the other hand, \( x \) is exceptional

with respect to \( K \), the new contact set is a lower-dimensional subset

of \( C(x) \). Iteration of this process leads ultimately to the reduced

contact set \( C'(x) \), which is the largest convex subset of \( K \) of which

\( x \) is an inner point. \( C'(x) = x \) if and only if \( x \) is an extreme point

of \( K \).

We now define three indices\(^2\):

\[
\begin{align*}
\text{initial dimension of } x & : \quad a(x) = \dim L(x), \\
\text{contact dimension of } x & : \quad c(x) = \dim C(x), \\
\text{reduced contact dimension of } x & : \quad c'(x) = \dim C'(x),
\end{align*}
\]

all, of course, with respect to a given closed convex set

\( K \). All three are equal to \( n \) if \( x \) is interior to \( K \), and equal

to \(-1\) (the dimension of the null set) if \( x \) is outside of \( K \). These

indices are invariant under affine and (proper) projective transformations

of \( K \), and are intrinsic in the sense that we do not alter them by in-

creasing the dimension of the carrying space \( K^2 \). For a finite, convex

polytope \( a(x) = c(x) \) everywhere; in general the difference \( a(x) - c(x) \)

\( ^2\)Compare Bonessens and Fenchel [4], pp. 14-16. Their "p-Kantenpunkte" are the points \( x \) with \( a(x) = n - p - 1 \).
Theorem 2.1 If \( x \) is nonisolated, then a sequence of ordinary points \( x^{(1)} \) can be found which converges to \( x \) and for which

\[
a(x^{(1)}) = a(x), \quad e(x^{(1)}) = e(x).
\]

Proof. Take any sequence of inner points of \( C(x) \) approaching \( x \).

A fourth index \( d(x) \) can be defined by examining more explicitly the situation of \( x \) in relation to the neighboring boundary points of \( K \). Consider all the supporting hyperplanes that touch \( K \) within an \( \epsilon \)-neighborhood of \( x \), and displace them parallel to themselves so that they all pass through \( x \). Call the intersection of the resulting set of hyperplanes \( D(x, \epsilon) \). Thus let

\[
d(x) = \lim_{\epsilon \to 0} \dim D(x, \epsilon).
\]

This index is invariant and intrinsic, like the others, and is equal to \( a \) in the interior of \( K \), zero at the extreme points.

Theorem 2.2 For \( x \) in the \( n \)-dimensional closed convex set \( K \),

\[
a \geq a(x) \geq e(x) \geq e'(x) \geq d(x) \geq 0.
\]
Proof. The only one that is not immediately obvious is the inequality $c'(x) \geq d(x)$. Put $n = n - c'(x)$ and let $E^m$ denote the linear variety through $x$ perpendicular to $C'(x)$. The point $x$ is extreme in the convex set

$$K' \rightarrow K \cap E^m$$

and the set $D(m)(x, e)$ (relative to $E^m$) is just the point $x$ itself. Since every supporting hyperplane to $K'$ in $E^m$ can be extended to at least one supporting hyperplane to $K$ in $E^n$, we have

$$D(x, e) \cap E^m \subseteq D(m)(x, e) \ominus x.$$ 

We conclude that the dimension of $D(x, e)$ does not exceed $n - m = c'(x)$.

It can be shown by examples that the inequalities of the last theorem cannot be improved on.

The accompanying sketches illustrating two of the more complicated possibilities for the indices at a point.
Fig. 2.1

Fig. 2.2
In our work we shall find $a(x)$ and $c(x)$ to be the most important of the indices. They play a prominent role in the theory of extreme points (§ 5), which will prove to be a useful tool when we come to consider the moment spaces themselves in Chapter II.

§ 3. Convex representation.

We shall say that a point $x$ in $\mathbb{R}^n$ is spanned by a set of points $x^{(1)}, \ldots, x^{(p)}$ if there are non-negative quantities $\xi_1, \ldots, \xi_p$ with

$$x = \sum \xi_i x^{(i)}, \quad \sum \xi_i = 1.$$  

The following theorem is a consequence of Theorem 1.1.e and the definition of extreme point.

**Theorem 3.1** A closed bounded convex set in $\mathbb{R}^n$ is spanned by its extreme points, and every spanning set contains the extreme points.
With respect to a particular convex set $K$ we now define $b(x)$ to be the least number of extreme points of $K$ required to span $x$.

**Theorem 3.2** For points in a closed bounded $n$-dimensional convex set $K$,

$$b(x) \leq n + 1,$$

and hence, also,

$$b(x) \leq \sigma(x) + 1.$$  

**Proof.** See Stainton [5] §10; also Hanner and Rådström [6].

§4. **Convex cones. Equality.**

We now find it convenient to introduce the homogeneous coordinates

$$x = (x_0, x_1, \ldots, x_n)$$

for the points $x$ in $E^n$, and we impose on them the linear normalizing condition:

$$\sum_{i=0}^{n} \bar{f}_i x_i = 1, \quad \text{not all } x_i = 0,$$

which may be written, in short form:

$$(4.1) \quad \bar{f} \cdot x = 1, \quad \bar{f} \neq 0.$$  

A half-space in $E^n$ is now characterized by $(4.1)$ and an inequality of the form
(4.2) \[ y \cdot x \geq 0, \quad y \not\in \mathbb{R}^n. \]

In which \( y \) may be regarded as a point in the conjugate space \((\mathbb{R}^{n+1})^*\) of homogeneous linear functions on \( \mathbb{R}^{n+1} \). The half-space determines \( y \) up to a positive multiple.

Temporarily putting aside the normalizing condition (4.1) we consider \( x \) as a point in \( \mathbb{R}^{n+1} \). A cone in \( \mathbb{R}^{n+1} \) is a set that contains \( \lambda x \) whenever it contains \( x \), for all \( \lambda \geq 0 \). All supporting half-spaces to a convex cone \( \Gamma \) will have the point \( 0 \) in their boundaries, and hence can be represented in the form (4.2). The set of all \( y \) in \((\mathbb{R}^{n+1})^*\) representing supporting half-spaces to \( \Gamma \) is also a convex cone if we include the point \( y = 0 \); we call this the conjugate cone to \( \Gamma \) and denote it by \( \Gamma^* \). Thus \( y \in \Gamma^* \iff y \cdot x \geq 0 \quad \text{all } x \in \Gamma \).

**Theorem 4.1** If \( \Gamma \) is a closed convex cone in \( \mathbb{R}^{n+1} \) (and if we identify the spaces \((\mathbb{R}^{n+1})^*\) and \( \mathbb{R}^{n+1} \) in the natural way), then \( \Gamma^{**} = \Gamma \).

**Proof that** \( \Gamma \subseteq \Gamma^{**} \). Take \( x \) in \( \Gamma \). Every \( y \) in \( \Gamma^* \) satisfies \( y \cdot x \geq 0 \). Therefore \( x \), regarded as a point in \((\mathbb{R}^{n+1})^*\), represents a supporting half-space to \( \Gamma^* \), or is the point \( 0 \). In either case \( x \) belongs to \( \Gamma^{**} \).

**Proof that** \( \Gamma^{**} \subseteq \Gamma \). Take \( x \) in \( \mathbb{R}^{n+1} - \Gamma \). By Theorem 1.1c, some supporting half-space of \( \Gamma \) does not contain \( x \). In other words, \( y \cdot x < 0 \) for some \( y \) in \( \Gamma^* \). It follows that the half-space in \((\mathbb{R}^{n+1})^*\) which \( x \) represents does not support \( \Gamma^* \). Thus \( x \) does not belong to \( \Gamma^{**} \).

We call a closed convex cone \( \Gamma \) **proper** if it does not contain any complete
line, that is, if $x$ and $-x$ are not both in $\Gamma$ unless $x = 0$. It is not difficult to see that a closed cone $\Gamma$ is proper if and only if $\Gamma^* \cap \mathbb{R}_+$ has an interior point $y^*$. $\Gamma^*$ represents a supporting half-space whose boundary meets $\Gamma$ only at the origin.

If $y$ is any inner point of $\Gamma^*$, we define the cross-section $\mathcal{X}(\Gamma; y)$ of $\Gamma$ by

$$x \in \mathcal{X}(\Gamma; y) \iff x \in \Gamma \quad \text{and} \quad y \cdot x = 1.$$ 

The cross-section is bounded if and only if $\Gamma$ is proper. Conversely, given any convex set $K$ in $\mathbb{R}^n$ we define its cone $\Gamma(K)$ in $\mathbb{R}^{n+1}$ by

$$x \in \Gamma(K) \iff \lambda x \in K \quad \text{for some} \quad \lambda \geq 0.$$ 

Clearly,

$$\Gamma(\mathcal{X}(\Delta; y)) = \Delta$$

holds for any proper cone $\Delta$, provided of course that $y$ is interior to $\Delta^o$. On the other hand, the set

$$\mathcal{X}(\Gamma(K); y)$$

is a projective image of the set $K$ in $\mathbb{R}^n$, and is in general the same as $K$ only in case $y = \overline{y}$.

If $K$ is a closed convex set in $\mathbb{R}^n$, we shall refer to the set
\[ K^* = \mathcal{K}(\Gamma(K)^*; x) \quad (x \text{ inner to } K) \]

as a dual set to \( K \). \( K^* \) is a convex body if and only if \( K \) is; and, by the last theorem, \( K \) is dual to \( K^* \) as well.

The next two theorems follow directly from our definitions.

**Theorem 4.2** The point \( x \) is interior to the convex set \( K \) if and only if \( y \cdot x > 0 \) for all points \( y \) in \( K^* \). There is a one-one correspondence between the boundary points of \( K \) and the supporting half-spaces to \( K^* \), and conversely.

**Theorem 4.3** If \( K \) and \( L \) are closed convex sets with \( \emptyset \subset K \), and if \( K^* \) and \( L^* \) are normalized by the same point \( x \) inner to \( L \), then \( K^* \subset L^* \).

In the figure a pair of dual convex sets in \( \mathbb{R}^2 \) and \( \mathbb{R}^2^* \) are shown, with some of the supporting half-spaces.

![Diagram](image)
Note. Our dual convex body is closely related to the "polar body" (poliedro Minkowskii). In fact, if one takes

$$\mathbf{y} = (1, 0, \ldots, 0)$$

in (4.1), and takes \(X\) to be a convex body in \(\mathbb{R}^n\) having the point

$$\mathbf{x} = (1, 0, \ldots, 0)$$

in its interior, then the dual body

$$X^* = \lambda[[\tau(x)]^*; x]$$

is the polar reciprocal of \(X\) with respect to \(x\), reflected in \(x^*\).

§5. Conjugate points.

The way in which the boundaries of dual convex bodies \(X\) and \(X^*\) depend upon one another is, in a certain sense, a local relationship. For example, when \(X\) and \(X^*\) are finite polyhedral bodies we are able to associate with every \(p\)-cell in the boundary of \(X\) a particular \((n-p-1)\)-cell in the boundary of \(X^*\) — its dual cell in the familiar combinatorial theory. This duality we now extend to general convex bodies (Theorem 5.2), making use of the indices defined in §2.

Let \(X\) be a fixed convex body in \(\mathbb{R}^n\). If \(y\) is in the boundary of \(X^*\) we may regard \(y\) as a supporting hyperplane to \(X\), and write \(y.X\) to denote the set in which the hyperplane meets \(X\). More formally:

\[3\] See [7], p. 146.
(5.1) \[ x \in y \cdot K \iff x \in K \quad \text{and} \quad y \cdot x = 0. \]

Of course, \( y \cdot K \) is contained in the boundary of \( K \), and is convex.

If \( y \cdot K = C(x) \) (see §2) for boundary points \( y \) and \( x \) of \( K^* \) and \( K \), respectively, then we say that \( y \) is conjugate to \( x \). This definition is actually symmetric, as the next theorem reveals. Examples of conjugate pairs are readily found in Figure 4.1.

**Theorem 5.1** (a) If \( y \) is conjugate to \( x \), then \( x \) is conjugate to \( y \).

(b) Every boundary point of \( K \) is conjugate to at least one boundary point of \( K^* \).

**Proof** (a). We are given that

(5.2) \[ C(x) = y \cdot K \]

and wish to show that

\[ C(y) = x \cdot K^*. \]

We see at once that

\[ C(y) \subseteq x \cdot K^*. \]

since \( C(y) \) is defined as the intersection of \( K^* \) with all of the supporting hyperplanes at \( y \). To complete the proof, we observe that any point \( x' \) in \( K^* - C(y) \) has the property \( x' \cdot y' \neq 0 \) for some \( x' \) in \( K^{**} \) with \( x' \cdot y = 0 \). By (5.1) \( x' \) is in \( y \cdot K \); by (5.2) \( x' \) is in \( C(x) \). This means that any hyperplane supporting \( K \) at \( x \) must
also support \( K \) at \( x' \), or

\[
y^\prime \cdot x = 0 \quad \text{only if} \quad y^\prime \cdot x' = 0, \quad (\text{all } y^\prime \in K^*).
\]

In particular, we obtain \( y' \cdot x \neq 0 \), from which it follows that \( y' \) cannot be in \( x\cdot K^* \). This completes the proof.

**Proof (b).** The set \( x \cdot K^* \) is non-empty and convex for every \( x \) in the boundary of \( K \) (Theorem 4.2). If \( y \) is any inner point of this set (Theorem 1.2), then it is easily seen that \( C(y) = x \cdot K^* \). Hence \( x \) is conjugate to \( y \).

**Theorem 5.2** If \( x \) and \( y \) are conjugate boundary points of dual (\( n \)-dimensional) convex bodies, then

\[
\begin{align*}
\{ & c(x) + c(y) = n - 1, \\
& a(x) + a(y) = n - 1. \\
\end{align*}
\]

**Proof.** When interpreted in the conjugate space \((\mathbb{R}^n)^*\) containing the dual body \( K^* \), the set \( y \cdot K \) is seen to consist of all the hyperplanes supporting \( K^* \) at \( y \). The dimensionality of this set is \( c(x) \), by (5.2). We may therefore count exactly \( c(x) + 1 \) linearly independent hyperplanes in \((\mathbb{R}^n)^*\): they intersect in a set of dimension \( n - c(x) - 1 \). But this set is precisely the set \( L(y) \) (see §2), and its dimension is therefore \( a(y) \). This proves the first assertion of the theorem. The second follows immediately by symmetry (Theorem 5.1a).
Conjugation does not, of course, give a one-one pointwise correspondence between the boundaries of $K$ and $K^*$. However, a one-one correspondence between sets of boundary points can be set up very naturally. Let $(x)^*$ denote the set of points in $K^*$ which are conjugate to $x$; and, if $S$ is any set of points in the boundary of $K$, let $S^*$ denote the set of all points in $K^*$ conjugate to some point in $S$:

$$S^* = \bigcup_{x \in S} (x)^*.$$ 

By Theorem 5.1b, $S^*$ is not empty. We have

$$(5.4) \quad S^{**} = S^*.$$ 

This is a type of idempotence relation frequently encountered in dealing with linear spaces and their conjugates—it says that after two applications conjugation gives nothing new. To prove (5.4) we must show that

$$(5.5) \quad \begin{cases} 
    y & \text{is conjugate to } x, \\
    x' & \text{is conjugate to } y, \\
    y' & \text{is conjugate to } x', 
\end{cases} \text{ then } y' \text{ is conjugate to } x.$$ 

But the definition (with Theorem 5.1a) gives us

$$C(x) = y \in K = C(x') = y' \in K,$$

from which (5.5) and (5.4) follow at once.
THEOREM 5.3 The sets \((y)^*\), as \(y\) ranges over the boundary of \(K^*\), constitute a partition of the boundary of \(K\) into disjoint, convex components. These components correspond biuniquely with the components \((x)^*\) of the analogously defined dual partition of the boundary of \(K^*\), in such a way that every point of any one component is conjugate to every point of its dual.

Proof. By (5.4) or (5.5).

Within each component of the partition, \(a(x)\) and \(a(x)\) are constant. In the case of polyhedral bodies, the components are just the usual cells. In general, they are the (relative) interiors of the maximal convex sets lying in the boundary.

The partition of Theorem 5.3 is the finest partition which admits a dual. For it is easy to see that \(S = S^{**}\) if and only if \(S\) is the union of elementary sets \((y)^*\). Later (in § 11) we shall consider as "faces" of a convex body the maximal connected sets over which \(a(x)\) is constant. The dual faces on the dual body are the maximal connected sets having \(c(y)\) constant, as a short argument based on Theorem 5.2 reveals.
\section{Distribution functions on \([0, 1]\)}

The primary subject matter of this paper will be the normalized distribution functions on the closed unit interval \([0, 1]\) and their moments. The choice of interval is a matter of convenience -- in many respects the interval \([-1, 1]\) would serve as well or better. All of our results can be adapted with little difficulty to an arbitrary finite interval, but many features of the half-infinite and infinite cases are conspicuously different. We propose to deal with those cases in future papers.

Since we are not interested in distributions over general spaces, we can omit the customary set-functional approach. We define a distribution function directly as a real-valued function which is monotonic, continuous to the right, and flat outside of \([0, 1]\) :

\begin{align*}
(1) & \quad \phi(t_2) \geq \phi(t_1), & \text{if } t_2 > t_1, \\
(II) & \quad \phi(t) = \phi(t + 0), & \text{for all } t, \\
(III) & \quad \phi(t) = \phi(1) \quad & \text{if } t > 1, \\
& \quad \phi(t) = 0 \quad & \text{if } t < 0.
\end{align*}

The effect of (II) and the last clause of (III) is to remove redundant representatives of "substantially equal" distribution -- distributions that operate identically on all continuous functions. (The condition
is sometimes found in place of (ii).)

The spectrum of $\phi$, denoted $\sigma(\phi)$, is the set of points $t$ in $[0,1]$ with

$$\phi(t + \epsilon) - \phi(t - \epsilon) > 0$$

for every positive $\epsilon$. If $\sigma(\phi)$ is a finite set then we say that $\phi$ is an arithmetic distribution function, or a finite step-function.

To normalize, we put

$$(iv) \quad \phi(1) = 1.$$ 

We let $\mathcal{N}$ denote the class of normalized distribution functions and $\mathcal{A}_N$ the class of normalized arithmetic distribution functions.

The step-functions

$$\phi(t) = \begin{cases} 0 & \text{for } t - t_n < 0, \\ 1 & \text{for } t - t_n > 0, \end{cases}$$

with $0 \leq t_n \leq 1$, we call the pure distribution functions; they are the extreme points of $\mathcal{A}_N$. Every arithmetic $\phi$ can be represented uniquely:

$$(\ast.1) \quad \phi(t) = \frac{b(\phi)}{t - t_0} \cdot \gamma(t - t_0), \quad \gamma > 0, \quad t_j > t_{j-1}$$
as a linear combination of pure distribution functions, and, obviously, $\mathcal{F}$ is in $\mathcal{F}_\Lambda$ if and only if

$$\sum_{\mathcal{F} \subset \Lambda} f_{\mathcal{I}} \cdot \mathbf{1}_\Lambda = 1.$$ 

(The use of $b(\mathcal{F})$ to denote the number of steps is consonant with the definition of $\mathcal{F}_3$.) In the "weak *" topology the pure distribution functions span out $\mathcal{F}$ as well as $\mathcal{F}_\Lambda$. We shall return to this question in §21.

It is convenient to introduce an index $b'(\mathcal{F})$ of $\mathcal{F} \in \mathcal{F}_\Lambda$:

$$b'(\mathcal{F}) = \begin{cases} b(\mathcal{F}) & \text{if no step at either } t = 0, 1, \\ b(\mathcal{F}) - \frac{1}{2} & \text{if step at just one of } t = 0, 1, \\ b(\mathcal{F}) - 1 & \text{if steps at both } t = 0, 1, \end{cases}$$

which Wald calls the degree of $\mathcal{F}$. Thus, steps at the end-points of $[0, 1]$ contribute the amount $\frac{1}{2}$ to the degree; interior steps the amount 1.

Finally, we define the $n^{th}$ moment of $\mathcal{F}$:

$$(6.2) \quad \mu_n(\mathcal{F}) = \int_0^1 t^n d\mathcal{F}(t), \quad n = 0, 1, 2, \ldots$$

The limits of integration would be more properly written

$$\int_0^1 \quad \text{or even } \int_{-\infty}^{\infty}$$

since we intend, for $\mathcal{F} \in \mathcal{F}$, to have always $\mu_0(\mathcal{F}) = 1$. However, we shall use the less complicated notation of (6.2), with the understanding that the variation of $\mathcal{F}$ at $t=0$, if any, is to be included in the integration.

See Wald [8].
3.7. The moment space $D^n$.

The $n$th moment space $D^n$ we define to be the set of points

$$x = (x_1, \ldots, x_n)$$

in $\mathbb{R}^n$ whose coordinates are the moments $\mu_1(\phi), \ldots, \mu_n(\phi)$ of at least one $\phi$ in $\mathcal{G}$.

**Theorem 7.1 (a)** There is a function in $\mathcal{K}$ having the moments

$$(7.1) \quad x_1, x_2, \ldots, x_k, \ldots$$

if and only if the point

$$x(k) = (x_1, \ldots, x_k)$$

is in $D^k$, for all $k$.

(b) No two functions in $\mathcal{K}$ have the same moment sequence (7.1).

Proofs of these standard results may be found (for example) in Widder [9], pp. 26, 31, 60. We remark that for distributions on the half-infinite or infinite interval (b) is no longer true.

**Theorem 1.2** $D^n$ is a convex body.

**Proof.** We must verify that $D^n$ is convex, closed, bounded, and $n$-dimensional.
(a) Convex: \( \mathcal{D} \) is convex in the obvious sense; hence \( \mathcal{D}^n \) also is convex by the linearity of (6.2).

(b) Closed: See again 'Adder [9]', pp. 23, 31.

(c) Bounded: We have, for every \( x \) in \( \mathcal{D}^n \),

\[
0 \leq x_i \leq 1, \quad i = 1, \ldots, n.
\]

(d) \( n \)-dimensional: The \( n+1 \) pure distributions

\[
I(t), \quad I(t-t_j) \quad j = 1, \ldots, n,
\]

for distinct, non-zero \( t_j \) in \( (0,1) \), give rise to the \( n+1 \) points

\[
x^{(0)} = (0, 0, \ldots, 0)
\]
\[
x^{(1)} = (t_1, t_2, \ldots, t^n)
\]
\[
\ldots
\]
\[
x^{(n)} = (t_n, t_n^2, \ldots, t_n^n),
\]

in \( \mathcal{D}^n \). These do not all lie in any one hyperplane, since the determinant of the coordinates of \( x^{(1)}, \ldots, x^{(n)} \) does not vanish. Thus \( \mathcal{D}^n \) contains an \( n \)-dimensional simplex.

The point in \( \mathcal{D}^n \) generated by the pure distribution \( I(t-t_1) \) we shall designate by

\[
(7.?) \quad x(t_1) = (t_1, t_1^2, \ldots, t_1^n).
\]
We shall designate by $C^n$ the curve traced out by $x(t_1)$ as $t_1$ runs between 0 and 1.

**Theorem 7.3** The set of extreme points of $D^n$, for $n > 2$, is precisely $C^n$.

**Proof.** We shall prove (a) that $C^n$ spans $D^n$, and (b) that no point of $C^n$ is spanned by other points of $C^n$. The theorem then follows with the aid of Theorem 3.1.1.

(a) Let $D_A^n$ denote the subset of $D^n$ generated by the arithmetic distribution functions $\varphi_A \in \mathcal{A}$. It is clear from (6.1) that $D_A^n$ is exactly the set of points spanned by $C^n$. Moreover, $D_A^n$ is a closed set, since $C^n$ is closed and bounded. We shall show that $D_A^n = D^n$. In fact, for any $f$ in $\mathcal{O}$ there is a sequence of step-functions $\varphi(\tau) \in \mathcal{A}$ such that

$$\lim_{\tau \to \infty} \int_0^1 f(t) d\varphi(\tau) = \int_0^1 f(t) d\varphi(t)$$

for every continuous function $f$; this is nothing more than the definition of the Stieltjes integral. Taking $f(t) = t$, $t^2$, ..., $t^n$, we see that $D^n$ must be the closure of its subset $D_A^n$. But $D_A^n$ is already closed; hence $D^n = D_A^n$, and $C^n$ spans $D^n$.

(b) Consider a fixed $x(t_1)$ in $C^n$, and let $H_{t_1}$ be the hyperplane defined by the equation

$$(7.3) \quad h(x) = t_1^2 - 2x_1 t_1 + x_2 = 0.$$
(For this we must have $n \geq 2$.) For a general point $x(t)$ of $C^n$ we have

\begin{equation}
    h(x(t)) = (t_1 - t)^2.
\end{equation}

Thus our fixed point $x(t_1)$ is in $H_{t_1}$, while the rest of $C^n$ lies in the positive open half-space determined by $H_{t_1}$. Obviously $x(t_1)$ is not spanned by other points of $C^n$.

§ 8. The polynomial space $F^n$.

We are now in a position to construct the dual to the convex body $D^n$. It is natural to introduce homogeneous coordinates (see § 4) by means of the 0th moment, $\gamma_0(\phi)$. Since this is always equal to 1 by (iv) of § 6, we append the coordinate $x_0 = 1$ to each point of $D^n$. We thus have

$$
\tilde{y} = (1, 0, \ldots, 0)
$$

in the normalizing relation (4.1). The cone $\Gamma(D^n)$ then can be interpreted as the moment space of the distributions defined by (i), (ii), and (iii) of § 6.

The points $y$ of the conjugate cone $[\Gamma(D^n)]^*$ are those satisfying

$$
y \cdot x \geq 0 \quad (\text{all } x \in D^n).
$$
By Theorem 7.3 we may replace $D^n$ by $C^n$ in the above condition, giving instead:

$$y \cdot x(t) \geq 0 \quad (\text{all } t \in [0,1])$$

or, by (7.2),

$$(8.1) \quad P(t) = \sum_{i=0}^{n} y_i t^i \geq 0 \quad (\text{all } t \in [0,1]).$$

This reveals that $[\mathcal{P}(D^n)]^\ast$ is the coefficient space of the polynomials of degree at most $n$, which are non-negative over the interval $[0,1]$.

It remains to select a particular cross-section of this cone to serve as a representative of the class of projectively equivalent dual convex bodies $(D^n)^\ast$. We select the polynomial space $P^n$:

$$P^n = \mathcal{X}(\mathcal{P}(D^n)^\ast; \vec{x})$$

(see §4), where

$$\vec{x} = (1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n+1}).$$

The coordinates of $\vec{x}$ are the moments of the "rectangular" distribution $\tilde{\varphi}(t) \equiv t$; we shall presently see that, since $\tilde{\varphi}$ is not a step-function, $\vec{x}$ is interior to $D^n$ for every $n$. As a result of this particular normalization, the polynomials in $P^n$ all satisfy:

$$(8.2) \quad \int_0^1 P(t) dt = 1.$$ 

This condition may be compared with the condition

$$\int_0^1 \varphi(t) dt = 1$$

which normalizes the moment cone $\mathcal{P}(D^n)$.

Hereafter, we shall say simply of a "moment cone".
above would have given us \( P(t) dq(t) \) in place of the integrand of (8.2).

Summarizing:

**THEOREM 8.1** The moment space \( D^n \) and the space \( P^n \) of \( n \)th degree polynomials, non-negative over \([0,1]\) and normalized by (8.2), are dual convex bodies.

To aid in visualizing this relationship we here show \( P^n \) and \( D^n \) for \( n = 2 \) and \( n = 3 \). As for higher dimensions, it is evident from the definitions that \( P^n \) is the cross-section \( y_{n+1} = 0 \) of \( P^{n+1} \), while \( D^n \) is the perpendicular projection of \( D^{n+1} \) on the coordinate plane \( x_{n+1} = 0 \).

**Fig. 8.1** — The moment space \( D^2 \)  
**Fig. 8.2** — The polynomial space \( P^2 \)
Fig. 8.3 — The moment space $D^3$

Fig. 8.4 — The polynomial space $P^3$
6.9. The boundary of $P^n$.

**Theorem 9.1** The boundary of $P^n$ comprises just those polynomials of $P^n$ having one or more roots in $[0,1]$.

**Proof.** (a) If $P(t)$ is strictly positive over $[0,1]$, it will remain so under small perturbations of its coefficients $y_i$. Considering just those perturbations that preserve the normalization (8.2), we see that the point $y$ must be interior to $P^n$.

(b) Conversely, if $P(t)$ has a root $t_1$ in $[0,1]$, then

$$y \cdot x(t_1) = 0.$$ 

Thus $y$ lies in a supporting hyperplane to $P^n$, by Theorem 8.1, and hence is in the boundary of $P^n$.

To help us discuss the boundary of $P^n$ we define $r(y)$ to be the number of distinct roots in $[0,1]$ of the polynomial $\sum y_i t^i$. The symbol $r'(y)$ will also denote the number of distinct roots in $[0,1]$ but with the roots at $t = 0$ and $t = 1$, if they occur, counted only half. Thus $r'(y)$ is not necessarily an integer, and

$$r(y) - 1 \leq r'(y) \leq r(y).$$

Since a non-negative polynomial must have all roots double in the interior of the interval, it follows that

$$2r'(y) \leq a.$$
for all \( y \) in \( F^n \). We shall see that the equality holds only if \( y \) is an extreme point of \( F^n \).

Let \( Q^n \) denote the closure of the subset of \( F^n \) for which \( r'(y) = \frac{n}{2} \). Each polynomial in \( Q^n \) falls into one of two sets, \( Q^m \) or \( \bar{Q}^n \), depending on whether the multiplicity of the root at \( t = 1 \) is even or odd, respectively. In \( Q^m \) polynomials have the form:

\[
q(t) = \gamma_n \prod_{j=1}^{n/2} (t - t_j)^2 \quad (n \text{ even}),
\]

\[
= \gamma_n \prod_{j=1}^{(n-1)/2} (t - t_j)^2 \quad (n \text{ odd});
\]

and in \( \bar{Q}^n \) they have the form:

\[
\bar{q}(t) = -\gamma_n t(1-t) \prod_{j=1}^{(n-2)/2} (t - t_j)^2 \quad (n \text{ even}),
\]

\[
= -\gamma_n (1-t) \prod_{j=1}^{(n-3)/2} (t - t_j)^2 \quad (n \text{ odd});
\]

with all \( t_j \) in \([0,1] \).

Since we have taken the closure, the \( t_j \) are not necessarily distinct. It is easy to see that the two sets \( Q^m \) and \( \bar{Q}^n \) are separated, for the leading coefficient \( \gamma_n \) is always positive in the first case, negative in the second. On the other hand, they are both connected sets, each of them in fact being the homeomorphic image of a simplex defined in \( F^n \) by the inequalities.
0 \leq t_1 \leq \ldots \leq t_n \leq 1

(\text{where } m \text{ is roughly half of } n).

\textbf{THEOREM 9.2} The set of extreme points of \( P^n \) is precisely \( Q^n \).

\textbf{Proof.} (a) If \( y \) is in \( \mathbb{R}^n - Q^n \) then \( y \) is not extreme. For the polynomial

\[ P(t) = \sum y_i t^i \]

has either (i) a root \( a < 0 \); (ii) a root \( b > 1 \); or (iii) a pair of complex roots \( c \pm id \). But in every case we can exhibit a convex representation of \( y \) in terms of other points of \( P^n \). Thus:

(i) \[ P(t) = (t-a)R(t) = \frac{1}{2}(t-2a)R(t) + \frac{1}{2} tR(t), \]

(ii) \[ P(t) = (b-t)S(t) = \frac{1}{2}(2b-1-t)S(t) + \frac{1}{2}(1-t)S(t), \]

(iii) \[ P(t) = [(t-c)^2 + d^2]T(t) = (t-c)^2T(t) + d^2T(t); \]

where \( R, S, \) and \( T \) are all non-negative over \([0,1]\), though not in general normalized to lie in \( P^n \). However, all three of the right-hand expressions are of the form

\[ \frac{\xi_1}{\xi_2} P_1(t) + \frac{\xi_2}{\xi_2} P_2(t), \]
where $P_1$ and $P_2$ are normalized, and $\xi_1$ and $\xi_2$ are positive with $\xi_1 + \xi_2 = 1$.

(b) Conversely, every $y$ in $Q^n$ must be extreme. For suppose that there is a convex representation

$$Q(t) = \sum y_1 t^1 - \xi_1 Q_1(t) + \xi_2 Q_2(t), \quad Q_1, Q_2 \in P^n,$$

with $0 < \xi_1 = 1 - \xi_2 < 1$. Then every root of $Q$ must be a root of both $Q_1$ and $Q_2$, of the same multiplicity or higher. But all of the real and complex roots of $Q$ are accounted for in $[0,1]$; hence we necessarily have $Q_1 = Q_2 = Q$, and the supposed convex representation collapses. This completes the proof.

We can now proceed to characterize the exceptional points in the boundary of $P^n$ (see §2). The point $y$ is in the contact set $C(y')$ of the point $y'$ if and only if every supporting hyperplane containing $y'$ also contains $y$. That is, if $y$ is not in $C(y')$ then

$$y' \cdot x = 0, \quad y \cdot x > 0 \quad \text{for some } x \in B.$$ 

Using some representation $x = \sum \xi_j x(t_j)$ for this point $x$ (Theorems 3.1 and 7.3), we obtain

$$\sum \xi_j P'(t_j) = 0, \quad \sum \xi_j P(t_j) > 0,$$

where $P'$ and $P$ correspond to $y'$ and $y$ respectively. Hence some root of $P'$ in $[0,1]$ is not a root of $P$.

Conversely, if $t'$ is a root of $P'$ but not $P$ then the simple
hyperplane \( x(t') \) contains \( y' \) but not \( y \), and \( y \) is not in \( C(y') \). This proves:

**Theorem 9.3** The contact set \( C(y') \) of a point \( y' \) of \( P^n \) comprises exactly those polynomials of \( P^n \) which vanish at all roots of \( \sum y'_it^i \) in \([0,1]\).

Now let us suppose that \( y \) is in \( C(y') \), so that we have

\[
\begin{align*}
\sum y'_it^i &= \prod (t-t_j)^{\alpha_j}R'(t) \\
\sum y_it^i &= \prod (t-t_j)^{\alpha_j}R(t)
\end{align*}
\]

(9.1)

where \( R' \) has no roots in \([0,1]\) except possibly at some of the \( t_j \).

For the appropriate \( \lambda \neq 0 \), the polynomial \( \lambda R(t) \) belongs to \( P^m \), where

\[
m = n - \sum \alpha_j = n - 2r'(y').
\]

(9.2)

It is easy to see from this that \( C(y') \) and \( P^m \) are homeomorphic. Hence \( y' \) is an inner point of \( C(y') \) if and only if the coefficients of \( \lambda R' \) give an inner point of \( P^m \) — that is, if and only if \( \lambda R'(t) \) is strictly positive over \([0,1]\). Referring to the definitions of §2, we see that we have proved:
**Theorem 9.4** The point \( y' \) of \( P^n \) is exceptional if and only if
\[
\sum y_i t^i
\]
has a multiple root at 0 or 1, or a root interior to \([0,1]\)
of multiplicity greater than 2. The reduced contact set \( C'(y') \) comprises
those polynomials in \( P^n \) which have roots at the roots in \([0,1]\)
of \( \sum y_i t^i \), of the same multiplicity or higher.

We have also established, by way of (9.2), the first of the following useful formulas:

**Theorem 9.5** For \( y \) in \( P^n \),
\[
c(y) = n - 2r'(y),
\]
\[
a(y) = n - r(y).
\]

**Proof of the second formula.** If the roots in \([0,1]\) of \( \sum y_i t^i \)
are \( t_1, \ldots, t_r(y) \), then we can exhibit the linearly independent
hyperplanes:
\[
x(t_1), x(t_2), \ldots, x(t_r(y)),
\]
all of which support \( P^n \) at the point \( y \). Any other such hyperplane
must be a linear combination of these, for its convex representation
cannot involve any extreme point \( x(t) \) of \( B^n \) without \( t \) being a root
of \( \sum y_i t^i \). The intersection of these \( r(y) \) hyperplanes, considered as
point sets in \( (F^n)^* \), is the set \( L(y) \) (defined in §2), whose dimension
defines the index \( a(y) \). The formula now follows directly.
The last three theorems are mainly of interest for the boundary of $P^n$. However it is easily verified that they are valid for interior points as well; consequently we have stated them in the more general form.

§10. A property of the extreme points of $P^n$.

In this section we shall prove that every point of $P^n - Q^n$ is spanned by some pair of extreme points. That is, in the notation of §3, $b(y) = 1$ or $2$ for every $y \in P^n$. Moreover, although there may be more than one spanning pair in some cases, we shall show that there is always a unique representation in which the extreme polynomials have interlocking sets of roots in $[0,1]$. This will prove a useful strengthening of the well-known theorem on the representation of a non-negative polynomial as a sum of squares.\(^7\)

The next two theorems are lemmas for the main result.

**Theorem 10.1** Let $m+1$ continuous, non-negative functions $f_0(\xi), f_1(\xi), \ldots, f_m(\xi)$ be defined on the simplex $\Xi^m$ of points $\xi$:

$$\xi = (\xi_0, \xi_1, \ldots, \xi_m), \quad \xi_m \geq 0, \quad \sum \xi_j = 1,$$

with the further property that each $f_j(\xi)$ vanishes on the face $\xi_j = 0$. Then for some $\xi$ in $\Xi^m$,

\(^7\) See for example Szego [10], p. 4.
Proof. Define

\[ F_k(\xi) = f_k(\xi) - \min_{j} f_j(\xi), \quad k = 0, 1, \ldots, m, \]

and suppose that the \( F_k(\xi) \) never all vanish at once. (At least one vanishes at each point, and all are non-negative.) Then the transformation

\[ \xi_k = \frac{F_{k+1}(\xi)}{\sum_{j} F_j(\xi)} \]

defines a new point \( \xi' \) in the boundary of \( \Xi^M \). (We reduce subscripts modulo \( m+1 \).) The mapping \( \xi \rightarrow \xi' \) is continuous; it therefore has a fixed point by the familiar theorem of Brouwer. If \( \xi' = 0 \) is a fixed point, we can set up the following chain of implications:

\[ \xi_j = 0 \implies f_j(\xi_j) = 0 \implies F_j(\xi_j) = 0 \implies b_j \xi_{j-1} = 0, \]

from which we conclude that all components of \( \xi \) vanish if any one vanishes. But we know that at least one component vanishes, and we also know that all cannot vanish. This contradiction forces us to abandon our original assumption about the \( F_k(\xi) \); there must in fact be a \( \xi \) in \( \Xi^M \) for which all vanish:

\[ F_0(\xi) = F_1(\xi) = \cdots = F_m(\xi) = 0. \]

This is equivalent to the assertion of the theorem.
THEOREM 10.2 If \( f(t) \) is continuous and positive for \( t \) in \([0,1]\),
then a non-negative, \( n \)-th degree polynomial \( S(t) \) with \( r'(S) = n/2 \)
exists satisfying
\[
S(t) \leq f(t) \quad 0 \leq t \leq 1
\]
and such that equality holds a least once between each pair of distinct
roots of \( S(t) \). Either of the further conditions:

\((\mathbf{1})\) \quad \begin{cases} S(1) = f(1) \text{ and } S(0) = f(0) & \text{if } n \text{ even} \\ S(1) = 0 \text{ and } S(0) = f(0) & \text{if } n \text{ odd} \end{cases}

or

\((\mathbf{\bar{A}})\) \quad \begin{cases} S(1) = 0 \text{ and } S(0) = f(0) & \text{if } n \text{ even} \\ S(1) = f(1) \text{ and } S(0) = 0 & \text{if } n \text{ odd} \end{cases}

determine \( S(t) \) uniquely, as a multiple of an element of \( \Omega^n \) or \( \overline{\Omega}^n \)
respectively.

Proof. We assume condition \((\mathbf{\bar{A}})\), with \( n = 2m \). The three other
cases are proved in essentially the same way. The polynomial \( S \) must
have the form:
\[
S(t) = \alpha \sum_{j=1}^{m} (t-u_j)^2 \quad (\alpha > 0)
\]
where \( u = (u_1, \ldots, u_m) \) is a point in the interior of the simplex \( U^m \)
defined by:
\[
u \in U^m \iff 0 \leq u_1 \leq \ldots \leq u_m \leq 1.
\]
We define the quantity \( z_j(u) \) to be the greatest \( k \) such that

\[ x_k^j(t) = f(t), \quad \text{all } t \in [u_j, u_{j+1}] . \]

The definition is valid for \( j = 0, 1, \ldots, m \) if we adopt the conventions \( u_0 = 0, \ u_{m+1} = 1 \). These \( m+1 \) functions are continuous and bounded away from zero throughout the interior of \( U^m \). As \( u \) approaches the boundary face defined by \( u_j = u_{j+1} \) the function \( x_j(u) \) tends to infinity. The reciprocal functions \( 1/x_j(u) \) therefore satisfy the conditions of Theorem 10.1, and we conclude that a point \( u' \) exists with

\[ a_0(u') = a_1(u') = \ldots = a_m(u') = i' . \]

The polynomial \( S'(t) = S_{u'}(t) \) is equal to \( f(t) \) at least once in each interval between roots, and clearly has the other properties required by the theorem.

To show that \( S' \) is unique, we take any \( S'' \) having the same properties and examine the difference, \( S' - S'' \), again an \( n \)-th degree polynomial. In fact, suppose that the smallest root of \( S'' \) is less than the smallest root \( u'_1 \) of \( S' \). Then it is easy to show that \( S' - S'' \) has at least one root in the open interval \( (0, u'_1) \) and two roots in each interval \( [u'_1, u'_2], \ldots, [u'_{m-1}, u'_m] \) for a total of \( 2m - 1 \) (the possible coincidence of some of the roots of \( S' \) and \( S'' \) does not affect the total, counting multiplicity). In addition, \( S' - S'' \) vanishes at 0 and at 1, so that the number of roots exceeds the degree. Hence \( S' - S'' \neq 0 \).
THEOREM 10.3 Every non-extreme point \( y \) of \( P^n \) has a unique convex representation by a pair of extreme points, one each from \( Q^n \) and \( \bar{Q}^n \), whose roots interlock, as follows:

\[
\sum_{i=0}^{n} y_i t^i = \alpha \prod_{j=1}^{m} (t-t_{2j-1})^2 + \beta t(1-t) \prod_{j=1}^{m-1} (t-t_{2j})^2
\]

if \( n = 2m \); and

\[
\sum_{i=0}^{n} y_i t^i = \alpha t \prod_{j=1}^{m} (t-t_{2j})^2 + \beta (1-t) \prod_{j=1}^{m-1} (t-t_{2j-1})^2
\]

if \( n = 2m+1 \), with \( \alpha > 0 \), \( \beta > 0 \), \( 0 \leq t_1 \leq \ldots \leq t_{n-1} \leq 1 \). Moreover, \( y \) is interior to \( P^n \) if and only if all of the inequalities are strict.

Proof. Take \( y \) interior to \( P^n \) and denote \( \sum y_i t^i \) by \( P(t) \). Then \( P \) is strictly positive over \( [0,1] \) (Theorem 9.1). Applying Theorem 10.2 (A) and (A) to \( P \) gives us polynomials

\[
S = \alpha Q \quad \text{and} \quad \bar{S} = \alpha \bar{Q} \quad (Q \in Q^n, \quad \bar{Q} \in \bar{Q}^n).
\]

But \( P - S \) is a polynomial with the same properties as \( S \); by the uniqueness we must have \( P - S = S \), or

\[
P(t) = \gamma Q(t) + \gamma \bar{Q}(t) \quad (\gamma > 0, \quad \bar{\gamma} > 0).
\]

Since \( P, Q, \) and \( \bar{Q} \) are all in \( P^n \), we have \( \sum y_i = 1 \). Moreover, the roots of \( Q \) and \( \bar{Q} \) interlock (strictly) as required.

If \( y \) is in the boundary of \( P^n \), then the same procedure works if
we start by dividing out the roots in $[0,1]$ of $P(t)$ and finish by multiplying them back into both terms of the representation. But now, with some roots common to both extreme polynomials, the two sets of roots will no longer interlock so as to satisfy the strict inequalities. This completes the proof.

We may remark that some points in $P^n$ are spanned also by pairs of extreme points whose roots do not interlock, or by pairs of extreme points from the same component of $Q^n$. However, Theorem 10.3 describes the only natural way of generating $P^n$ from $Q^n$, in which every point is represented once and only once.

§11. The boundary of $D^n$.

Returning to the moment space $D^n$ we now investigate the manner in which its boundary is spanned by the extreme points. In order to be able to apply Theorem 7.3 we assume throughout this section that $n \geq 2$.

THEOREM 11.1 The representation of the point $x$ in $D^n$ by extreme points is unique if and only if $x$ is in the boundary.

Proof. (a) The set of extreme points $C^n$ is a twisted curve (see §7) that does not meet any hyperplane in more than $n$ points; hence the contact set $C(x)$ of a boundary point $x$ can contain at most $n$ of the extreme points. But any $n$ or fewer extreme points are linearly independent (see proof (d) of Theorem 7.2), therefore $C(x)$ is a simplex. The representation (3.1) of $x$ depends only on the vertices of the simplex, and hence it is unique.
(b) If \( x \) is interior to \( D^n \), then it is inner to the segment connecting \( x(t) \) with the directly opposite boundary point \( x' \), \( x(t) \) being any point on \( C^n \). A representation for \( x \) can then be constructed by combining \( x(t) \) with the representation for \( x' \); \( x(t) \) will necessarily appear with positive weight. But since \( t \) was arbitrary in \([0,1]\), there are infinitely many distinct such representations for \( x \).

**Theorem 11.2** \( D^n \) has no exceptional points.

**Proof.** No interior point is exceptional. Let \( x \) be a boundary point of \( D^n \) and consider its unique representation

\[
x = \sum_{j=1}^{b(x)} \xi_j x(t_j), \quad \sum_{j=1}^{b(x)} \xi_j = 1, \quad \xi_j > 0, \quad j = 1, \ldots, b(x).
\]

We shall show that \( C(x) \) is precisely the simplex \( S \) spanned by the points \( x(t_j) \). Then, since \( x \) is clearly inner to \( S \), \( x \) is by definition not exceptional. We at once have \( S \subseteq C(x) \) because every supporting hyperplane at \( x \) contains all the points \( x(t_j) \). To show that \( S = C(x) \) we need only exhibit one hyperplane that contains the extreme points \( x(t_j) \) and no others. But any polynomial in \( P^n \) having just the set of roots \( \{ t_j \} \) will provide such a hyperplane.

**Theorem 11.3** For \( x \) in the boundary of \( D^n \),

\[
oc(x) = b(x) - 1.
\]
Proof. By the definitions of \( b(x) \) and \( c(x) \) (see \( \S 3 \) and \( \S 2 \)) we have

\[
c(x) = \dim C(x) = \dim S = b(x) - 1,
\]

\( S \) being taken as in the preceding proof.

**Theorem 11.4** If \( x \in D^n \) and \( y \in P^n \) are conjugate points, then

\[
b(x) = r(y).
\]

**Proof.** Theorems 5.2, 9.5, and 11.3 give us respectively:

\[
n - 1 = c(x) + a(y),
\]

\[
a(y) = n - r(y),
\]

\[
c(x) = b(x) - 1.
\]

Adding the three equations gives the desired result.

Consistently with our definitions in \( \S 6 \) and \( \S 9 \) we define \( b'(x) \) to be \( b(x) - 1/2 \) if one of \( x(0), x(1) \) occurs in the most efficient representation of \( x \in D^n \); to be \( b(x) - 1 \) if both occur; and to be \( b(x) \) if neither occurs. We then have, without difficulty:

**Theorem 11.5** If \( x \in D^n \) and \( y \in P^n \) are conjugate points, then

\[
b'(x) = r'(y).
\]
**THEOREM 11.6** For $x$ in $D^n$,

$$a(x) = 2b'(x) - 1.$$ 

**Proof.** (a) First take $x$ in the boundary of $D^n$. Theorems 5.2, 9.5, and 11.5 give us respectively:

$$n - 1 = a(x) + o(y),$$

$$o(y) = n - 2r'(y),$$

$$b'(x) = r'(y);$$

where the existence of the conjugate point $y$ in $P^n$ is assured by Theorem 5.1b. The sum of the first two equations and twice the third gives the desired result.

(b) Suppose now that $x$ is in the interior of $D^n$, so that $a(x) = n$. Pass a line through $x(0)$ and $x$, meeting the opposite boundary at $x'$. As in the proof of Theorem 11.1b we can build up a representation for $x$ out of $x(0)$ and the representation for $x'$, giving us the estimate

$$b'(x) \leq b'(x') + \frac{1}{2}.$$ 

But $a(x')$ is at most $n-1$, so that part (a) of this proof give us

$$(11.1) \quad b'(x) \leq \frac{n+1}{2}.$$ 

However, there might be a more efficient representation for $x$, giving us
If we denote the extreme points involved by \( x(t_j), \) \( j = 1, \ldots, b(x), \) then it is possible to construct a non-negative polynomial, vanishing at every \( t_j, \) whose degree would not exceed \( n. \) (See for example (9.1)) This would entail the existence of a supporting hyperplane to \( D^n \) which contains all the points \( x(t_j) \) and therefore the point \( x \) itself. Since \( x \) was assumed interior, (11.2) is impossible and the equality must hold in (11.1). This proves the theorem.

As a corollary we have

\[
b(x) \leq \frac{n+2}{2}
\]

for all \( x \) in \( D^n. \) This contrasts with

\[
b(y) \leq 2
\]

for points in \( \mathbb{R}^n \) (Theorem 10.3) and with

\[
b(z) \leq n+1
\]

for the general convex cone in \( E^n \) (Theorem 3.2).

With Theorem 11.6 at our disposal, we find it possible to classify points of \( D^n \) in a natural way. We define

\[
x \in C^n_a \iff a(x) = a.
\]
More particularly, if \( a < n \), we shall use \( \overline{C}^n_a \) for these points of \( C^n_a \) whose unique representation (see Theorem 11.1) involves the point \( x(1) \), and \( \overline{C}^n_a \) for \( C^n_a - \overline{C}^n_a \). We shall refer to these sets as the a-faces of \( D^n \). For example, we have
\[
C^n = \overline{C}^n_1 \cup \overline{C}^n_0.
\]

The partition of the boundary of \( D^n \) into a-faces, \( 0 \leq a < n \), generates a dual partition of the boundary of \( \Gamma^n \) into "c-faces" \( \overline{Q}^n_0 \), \( \overline{Q}^n_c \), \( 0 \leq c < n \), on which \( c(y) \) is constant. This follows from Theorem 5.3, since it is evident that the partition there is a refinement of the present partition. (See §5.) In particular, we have:
\[
\overline{Q}^n_0 = (C^n_{n-1})^* = \text{(ordinary points of } \overline{Q}^n)\]
\[
\overline{Q}^n_0 = (C^n_{n-1})^* = \text{(ordinary points of } \overline{Q}^n),
\]
as may be seen from Theorems 5.2, 9.5, 9.4, and the definition of \( Q^n \).

**Theorem 11.7** The two a-faces \( C^n_a \) and \( \overline{C}^n_a \), \( a < n \), in the boundary of \( D^n \) are the maximal connected components of \( C^n_a \), and have (topological) dimension \( a \).

**Proof.** A typical point \( x \) in, say, \( C^n_{n-1} \), has the unique representation
\[
x = \xi_0 x(u_1) + \xi_1 x(u_2) + \cdots + \xi_{n-1} x(u_{n-1}),
\]
since \( b'(x) = b(x) = m \). Here the \( \xi_j \) are all positive, with sum 1, and the \( u_j \) are all distinct, not 0 or 1, and arranged for the sake of uniqueness in ascending order. We can therefore establish a one-one correspondence between \( C_{2m-1}^n \) and the product of the interiors of the two simplices \( U^n \) and \( \Xi^{m-1} \):

\[(11.4) \quad u \in U^n \iff 0 \leq u_1 \leq \ldots \leq u_m \leq 1;\]

\[(11.5) \quad \xi \in \Xi^{m-1} \iff \xi_0 \geq 0, \xi_1 \geq 0, \ldots, \xi_{m-1} \geq 0;\]

\[\sum_{j=0}^{m-1} \xi_j = 1.\]

The mapping obviously does not disturb topological properties, hence \( 2m-1 \) is the (topological) dimension of \( C_{2m-1}^n \), as required. In a similar way, \( C_{2m-1}^n \) is related to the pair of simplices \( U^{m-1}, \Xi^m; C_{2m}^n \) to \( U^n, \Xi^m; \)

and \( C_{2m}^n \) again to \( U^n, \Xi^m \). The connectivity of the individual \( a \)-faces is apparent from the above, and their pairwise separation is evident from the relation:

\[(11.6) \quad (\text{closure } C_{a}^n) - C_{a}^n = \bigcup_{k=0}^{a-1} C_{k}^n = (\text{closure } C_{a}^n) - C_{a}^n;\]

which follows from (11.5). This completes the proof.

We would now like to say something about the representation of points in \( C_{n}^n \), the interior of \( D^n \). If we momentarily turn our attention to the higher-dimensional moment space \( D^{n+k}, k > 0 \), we see that there is a natural correspondence between \( C_{n}^n \) and either one of the two \( m \)-faces of \( D^{n+k} \). In fact, \( C_{a}^n \) is just the non-singular, perpendicular projection of
Consider the proof of the preceding theorem, we can therefore assert:

**Theorem 11.8** The interior of $D^{2m-1}$ is swept out by an $m$-parameter family of $(m-1)$-dimensional simplexes $=^{m-1}$, and, in a different way, by an $(m-1)$-parameter family of $m$-dimensional simplexes $=^m$. The interior of $D^m$ is swept out in two different ways by $m$-parameter families of $m$-dimensional simplexes $=^m$.

We shall make use of this parametrization in §15.
§ 12. The simplex $S^n$

The moment space $D^n$ and its dual $P^n$ are closely related to a pair of dual simplices, with whose aid we are able to geometrize some classical properties of moment sequences and positive polynomials. The first simplex, circumscribed about $D^n$, is defined by its vertices $x^{(k)}$, $k = 0, 1, \ldots, n$, with

$$x_i^{(k)} = \frac{k!(n-1)!}{n!(k-1)!} = \binom{k}{i} \binom{n}{i},$$

where, as usual, $1/(k-1)! = \binom{k}{1} = 0$ if $1 > k$. Displayed as a matrix, these coordinates are:

$$
\begin{pmatrix}
1 & 0 & 0 & \ldots & 0 & 0 \\
1 & \frac{1}{n} & 0 & \ldots & 0 & 0 \\
1 & \frac{2}{n} & \frac{2!}{n(n-1)} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \frac{n-1}{n} & \frac{n-2}{n} & \ldots & \frac{1}{n} & 0 \\
1 & \frac{1}{n} & 1 & \ldots & 1 & 1
\end{pmatrix}
$$

(12.1)

We shall denote this simplex by $S^n$. Figure 12.1 shows $S^2$ in relation to $D^2$. 


Theorem 12.1 \( S^n \) contains \( D^n \).

Proof. The key to the proof is the identity

\[
(12.2) \quad t^i = \sum_{k=0}^{n} \binom{n}{k} t^k (1-t)^{n-k} \frac{k}{i!} \quad i = 0, 1, \ldots, n.
\]

Accepting this, we obtain by direct substitution:

\[
(12.3) \quad x(t) = \sum_{k=0}^{n} \binom{n}{k} t^k (1-t)^{n-k} x^{(k)},
\]

with

\[
x^{(k)} = \binom{n}{k} t^k (1-t)^{n-k} \geq 0.
\]

A simple calculation (or (12.2) with \( i=0 \)) gives us
\[
\sum_{k=0}^{n} \binom{n}{k} = 1.
\]

This shows that the extreme points \( x^{(k)} \) of \( S^n \) span the extreme points \( x(t) \) of \( D^n \), and hence that \( S^n \) contains \( D^n \).

To verify the identity (12.2) we observe that

\[
\binom{n}{k} \binom{k}{1} = \binom{n-1}{k-1} \binom{n}{1}.
\]

The right-hand member of (12.2) may therefore be written:

\[
(12.4) \quad \sum_{k=0}^{n} \binom{n-1}{k-1} t^k (1-t)^{n-k}.
\]

With the substitutions \( \ell = k-1 \), \( m = n-1 \), (12.4) becomes

\[
\sum_{\ell=-1}^{m} \binom{m}{\ell} t^{\ell+1} (1-t)^{m-\ell} = t^1 \sum_{\ell=0}^{m} \binom{m}{\ell} t^\ell (1-t)^{m-\ell} = t^1,
\]

\( \lambda_{nk}(\phi) \) were introduced by Hausdorff [11], using the successive differences \( \Delta^\ell \) of the sequence of moments of

\[
(12.5) \quad \lambda_{nk}(\phi) = (k) \Delta^{n-k} \mu_{k}(\phi) = \binom{n}{k} \sum_{\ell=0}^{n-k} (-1)^\ell \binom{n-k}{\ell} \mu_{k+\ell}(\phi).
\]

(See also Widder [9], pp. 100 ff; Shohat and Tamarkin [12], pp. 93 ff.)
These quantities have a simple geometric interpretation. Applying 
\[ (6.2) \] to the right-hand expression above gives us
\[
\lambda_{nk}(\phi) = \int_0^1 \binom{n}{k} t^k (1-t)^{n-k} d\phi(t).
\]

If we denote by \( x_{\phi} \) the moments of \( \phi \), we then have
\[
x = \int_0^1 x(t) d\phi(t) = \sum_{k=0}^{n} \lambda_{nk}(\phi)x(k),
\]
by (12.3) and (12.6), with
\[
\lambda_{nk} \geq 0, \quad \sum_{k=0}^{n} \lambda_{nk} = 1.
\]

Thus, the \( \lambda_{nk}(\phi) \) are just the barycentric coordinates of \( x \) in the

**§13. The dual simplex \( \mathbb{S}^n \)**

Turning to the dual space, we consider the "Bernstein" polynomials:
\[
B_{nk}(t) = \binom{n}{k} t^k (1-t)^{n-k}, \quad k = 0, 1, \ldots, n.
\]

By Theorem 9.2 these polynomials are, up to a positive factor, extreme points
of \( \mathbb{P}^n \). In fact we have
\[
(n+1)B_{nk} \leq \begin{cases} 
\frac{n!}{(n-k)!} & \text{if } n-k \text{ is even;}
\frac{n!}{k!} & \text{if } n-k \text{ is odd.}
\end{cases}
\]

Denoting the point \( (n+1)B_{nk} \) by \( y(k) \) we obtain the following equations
for its coordinates:
The matrix of the \( y^{(k)}_1 \) is substantially the inverse of the matrix (12.1), for we have

\[
y^{(k)}_1 = (-1)^{1-k} \frac{(m+1)!}{(m-1)!(1-k)!} k!
\]

The simplex spanned by the \( n+1 \) points \( y^{(k)} \) we denote by \( P^n \); it is obviously inscribed in \( P^n \). Figure 13.1 indicates the configuration for \( n = 2 \).

![Diagram](image-url)
THEOREM 13.1 \( B^n \) is dual to \( S^n \).

**Proof.** It suffices to show that the vertices \( x^{(l)} \) of \( S^n \), interpreted in the dual space, are the hyperplanes containing the \((n-1)\)-dimensional faces of \( S^n \). But, by (15.2), each hyperplane \( x^{(l)} \) contains exactly \( n \) of the vertices \( y^{(k)} \) of \( B^n \), and the result follows.

It is now evident that the hyperplanes which determine the \((n-1)\)-dimensional faces of \( S^n \) are supporting hyperplanes to \( D^n \) as well, so that in some sense \( S^n \) is the most closely fitting simplex that can be circumscribed about \( D^n \). Dually, \( B^n \) is in some sense a maximal inscribed simplex in \( F^n \). A precise meaning to these statements will be given in the next two sections.

A simple calculation shows that the centroids of the two simplices \( S^n \) and \( B^n \) are respectively

\[
\overline{x} = (1, \frac{1}{2}, \ldots, \frac{1}{n+1})
\]

and

\[
\overline{y} = (1, 0, \ldots, 0).
\]

These will be recognized from § 8 as the normalizing vectors used in selecting the cross-sections \( P^n \) and \( D^n \) of the conjugate, convex cones \( \Gamma(F^n) \) and \( \Gamma(D^n) \). They correspond to the "rectangular" distribution \( \phi(t) = t \) and the constant polynomial \( P(t) = 1 \).

§ 14. Fit of \( S^n \) and \( B^n \) to \( D^n \) and \( F^n \).

We have already noted that \( P^n \) is a cross-section of \( P_{B^n} \). Similarly, the corresponding cross-section of the inscribed simplex \( P_{B^n} \) is not just
$B^m$, but a larger, polyhedral body, more nearly filling out the interior of $P^m$.

**Theorem 14.1** If $y$ is interior to $P^m$, then for sufficiently large $m$, the point
\[ y(m) = (y_0, y_1, \ldots, y_n, 0, \ldots, 0) \]
is in $B^m$.

*Proof*. Denote by $x^{(k)}(m)$ the vertices of $S^m$, and hence also the hyperplanes in $(E^n)^*$ carrying the boundary of $B^m$. We must show that

\[ (14.1) \quad y(m) \cdot x^{(k)}(m) \geq 0, \quad k = 0, 1, \ldots, n \]

holds (for fixed $m$) if $m$ is taken sufficiently large. Writing $tm = k$, we have for each $i = 0, 1, \ldots, n$:

\[ x^{(k)}(m) = \frac{tm(tm-1) \ldots (tm-i)}{m(m-1) \ldots (m-i+1)} \]

by (12.1). As $m$ increases this converges (uniformly in $t$) to $t^i$. But from the hypothesis and Theorem 9.1, we have:

\[ \sum_{i=0}^{n} y_1 t^i \geq \delta > 0, \quad 0 \leq t \leq 1. \]

It follows that (14.1) holds for sufficiently large $m$, as was to be shown.

---

\[ \text{See Hausdorff [11], p. 224.} \]
The proof has shown that as \( m \) increases the vertices \( x^{(k)} \) of \( S^m \) tend to the points \( x(k/m) \) on \( C^n \). The projections of \( S^m \) on \( R^n \) (in fixed) form a nested sequence of polyhedral, convex bodies tending to \( D^n \). However, the maximum distance of \( S^m \) to \( D^n \) does not tend to zero as \( m \) increases. For example,

\[
\left| x_n^{(m-1)} - x_n^{(m-1)} \right|^2 = (1-1/m)^m \to 1/e.
\]

We shall also see in the next section that the volumes of \( S^m \) and \( D^n \) do not approach each other asymptotically.

THEOREM 14.2 Given the sequence

\[
x_0, x_1, \ldots, x_n, \ldots
\]

then \( x(m) = (x_0, x_1, \ldots, x_n) \) is in \( S^m \) for all \( m \) if and only if \( x \) is in \( D^n \) for all \( m \).

Proof. This is essentially the dual form of Theorem 14.1, it follows from it at once by means of Theorems 12.1 and 14.3.

Translating these theorems out of geometric terminology we obtain two well-known results:

THEOREM 14.3 Any polynomial positive on \([0,1]\) can be represented as a finite sum with positive coefficients of polynomials

\[
P_{nk}(t) = \binom{n}{k} t^k (1-t)^{n-k}
\]
of sufficiently high degree.

**Theorem 14.4** A necessary and sufficient condition that

\[ \{x_0, x_1, \ldots, x_n, \ldots \} \]

be the moments of some distribution function on \([0,1]\) is that the sequence \(\Delta x_1\) of all orders be all non-negative.

The latter follows from the expression (12.5) relating the \(\Delta x_1\) to the barycentric coordinates of \(x\) in \(S^{k+1}\).

**§ 15. Comparison of volumes.**

We now calculate the \(n\)-dimensional volumes of \(S^n\) and \(D^n\), to obtain further insight into the relation between the two bodies. The result is somewhat special -- unlike our other results, for example, the extension to moment spaces based on the general finite interval \([a,b]\), though not difficult, is not immediately apparent. But we feel that the remarkably neat formula for \(\text{vol } D^n\) in terms of the beta and gamma functions justifies the inclusion of a portion of the calculation.

**Theorem 15.1** The \(n\)-dimensional volume of \(S^n\) is

\[
\text{vol } S^n = \frac{1}{n!} \prod_{k=0}^{n} \left[ \binom{n}{k} \right]^{-1} = \frac{\Gamma(n+1)}{\prod_{k=1}^{n} \Gamma(k)}.
\]
Proof. We omit this elementary calculation.

**THEOREM 15.2** The \( n \)-dimensional volume of \( \mathbb{B}^n \) is

\[
\text{vol} \mathbb{B}^n = \prod_{k=1}^{n} B(k, k) = \prod_{k=1}^{n} \frac{\Gamma(k)}{\Gamma(2k)}.
\]

Proof. We outline the proof for the case \( n = 2m-1 \). By Theorem 11.6 we may regard the interior of \( \mathbb{B}^n \) as the product of the interiors of \( U^m \) and \( X^{m-1} \), defined by (11.4) and (11.5). It is convenient to replace \( U^m \) by the unit \( m \)-cube \( I^m \), thereby multiplying the volume by \( m! \). Thus

\[
\text{vol} \mathbb{B}^n = \int_{\mathbb{B}^n} dx_1 \ldots dx_n = \frac{1}{m!} \int_{I^m} \int_{X^{m-1}} |J| \, dx_1 \ldots dx_{m-1} du_1 \ldots du_m;
\]

\( J \) being the jacobian of the transformation (11.3) with \( f \) replaced by \( 1 - \frac{f_1}{2} \ldots - \frac{f_{m-1}}{2} \). A calculation yields

\[
|J| = \prod_{j=1}^{m} \frac{\xi_j}{\xi_j + 1} \prod_{j=2}^{m} \frac{u_{k_j} - u_j}{u_{k_j}} (u_k - u_j)^4,
\]

enabling us to split up the integral. Thus:

\[
\text{vol} \mathbb{B}^n = \frac{1}{m!} \int_{I^m} \prod_{j=1}^{m} \xi_j \, dx_1 \ldots dx_{m-1} \prod_{j=1}^{m} \frac{(u_k - u_j)^4}{(u_k - u_j)^2} du_1 \ldots du_m.
\]

The first integral is \( 1/(2m) \). By a result of Selberg [13] the value of the second is

\[
\prod_{k=1}^{m} \frac{\Gamma(2k+1) \Gamma(2k-1)}{2 \Gamma(2m+2k-2)}.
\]
Combining these results yields:

\[ \text{vol } D^n = \frac{1}{\Gamma(2m)} \frac{1}{\prod_{k=1}^{m} \frac{(2k+1)[(2k+1)]^2}{2k \Gamma(2m+2k-2)}}. \]

From this the theorem can be verified directly, or by induction on \( m \). The case \( n = 2m \) is treated similarly.

We are now in a position to compare the sizes of \( S^n \) and \( D^n \), as \( n \) increases. A reasonable measure might be the \( n \)-th root of the ratio of volumes, which could be expected to approach 1 for large \( n \), even if the ratio itself does not. However, it is not difficult to show, from the theorems just proved, that

\[ \left( \frac{\text{vol } D^n}{\text{vol } S^n} \right)^{\frac{1}{n}} = O(2^{-n \lambda n/2}) \rightarrow 0. \]

This result makes an interesting contrast with Theorem 14.2.
CHAPTER IV

ALGEBRAIC DESCRIPTION OF THE MOMENT SPACES

§ 16. Moment sequences and quadratic forms.

We turn first to the question of whether a given finite sequence constitutes the first \( n \) moments of some function in \( \mathbb{R}^n \) — that is, whether a given point

\[
\mathbf{x} = (x_0, x_1, \ldots, x_n)
\]

is in \( P^n \).

By Theorem 8.1 we have

\[
(16.1) \quad \mathbf{x} \in D^{2m} \iff x \cdot y \geq 0 \quad \text{for all } y \in P^{2m}
\]

(considering first the even-dimensional case). It is equivalent, however, to have \( y \) range over just the extreme points of \( P^{2m} \); thus:

\[
(16.2) \quad \mathbf{x} \in D^{2m} \iff x \cdot y \geq 0 \quad \text{for all } y \in \mathbb{Q}^{2m}.
\]

We have seen in § 9 that the polynomials of \( \mathbb{Q}^{2m} \) all have one or the other of the two forms

\[
(16.3) \quad \left[R_m(t)\right]^2 \quad \text{or} \quad t(1-t)\left[R_{m-1}(t)\right]^2
\]

(subscripts here indicate the degree). Furthermore, all polynomials \((16.3)\), though not necessarily in \( \mathbb{Q}^{2m} \), are certainly in \( P^{2m} \), or positive multiples of elements of \( P^{2m} \). Thus \((16.1)\) and \((16.2)\) are equivalent to:

The criterion of Theorem 11.1, of course, applies only to infinite sequences.
$x + D^{2x} \iff x \cdot y \geq 0$ for all $y$ such that $\sum_{i=0}^{2m} y_i t^i$ has either the form $\left[ \sum_{j=0}^{m} \alpha_j t^j \right] x$ or the form $t(1-t) \left[ \sum_{j=0}^{m-1} \beta_j t^j \right]^2$.

Eliminating $y$ gives us finally:

$x + D^{2x} \iff \sum_{j=0}^{m} \sum_{k=0}^{m} x_{j+k} \alpha_j \beta_k \geq 0,$ all $(\alpha_0, \ldots, \alpha_m)$, and

$$\sum_{j=0}^{m-1} \sum_{k=0}^{m-1} (x_{j+k+1} - x_{j+k+2}) \beta_j \beta_k \geq 0,$$ all $(\beta_0, \ldots, \beta_{m-1})$.

We thus have the well-known result\(^{10}\):

**THEOREM 16.1a** A *necessary and sufficient* condition that $x$ be a point of $D^{2x}$ is that the two quadratic forms:

$$\sum_{j,k=0}^{m} x_{j+k} \alpha_j \beta_k$$ and $$\sum_{j,k=0}^{m-1} (x_{j+k+1} - x_{j+k+2}) \beta_j \beta_k$$

be positive definite or semidefinite.

In an analogous manner we may establish:

**THEOREM 16.1b** A *necessary and sufficient* condition that $x$ be a point of $D^{2m+1}$ is that the quadratic forms:

\(^{10}\text{See for example Shohat and Tzarkis [12], p. 7.} \)
The proof of the next theorem follows the same lines as above, making use of Theorem 4.2.

**Theorem 16.2** A necessary and sufficient condition that \( x \) be an interior point of \( B^n \) is that the quadratic forms of Theorem 16.1a or 16.1b (whichever applies) be positive definite.

**q.1**. The determinants \( \Delta_m \) and their relation to the faces of \( I^n \).

We now introduce a special notation for the "Hankel" determinants associated with the quadratic forms of the last section:

\[
\begin{vmatrix}
1 & x_1 & \ldots & x_k \\
\vdots & & & \\
x_k & x_{k+1} & \ldots & x_{2k} \\
\end{vmatrix}
\]

\[\Delta_{2k} = \begin{vmatrix}
1 & x_1 & \ldots & x_k \\
\vdots & & & \\
x_k & x_{k+1} & \ldots & x_{2k} \\
\end{vmatrix}
\]

\[
\begin{vmatrix}
1 & x_1 & \ldots & x_{k+1} \\
\vdots & & & \\
x_{k+1} & x_{k+2} & \ldots & x_{2k+1} \\
\end{vmatrix}
\]

\[\Delta_{2k+1} = \begin{vmatrix}
1 & x_1 & \ldots & x_{k+1} \\
\vdots & & & \\
x_{k+1} & x_{k+2} & \ldots & x_{2k+1} \\
\end{vmatrix}
\]
The subscripts have been chosen so as to indicate the highest moment occurring in each determinant. The upper and lower bars will be seen in due course to agree with our previous usage.

**Theorem 17.1** A necessary and sufficient condition that the quadratic form

\[ \sum_{i,j} a_{ij}x_i x_j \]

be positive definite is that the first principal minors of its symmetric matrix all be positive.

**Note.** By the "first principal minors" of an array such as the matrix of \( \Delta_{2k} \) given above, we mean the \( k+1 \) subdeterminants \( \Delta_0, \Delta_2, \ldots, \Delta_{2k} \). For a proof of this standard result, see for example Ferrer [14], page 158.
THEOREM 17.2  The point \( x \) is interior to \( D^n \) if and only if all of the determinants
\[
(17.1) \quad \Delta_0, \overline{\Delta}_0, \Delta_1, \overline{\Delta}_1, \ldots, \Delta_n, \overline{\Delta}_n
\]
are positive.

Proof. By Theorems 16.2 and 17.1 \( x \) is interior to \( D^n \) if and only if \( \Delta_n, \overline{\Delta}_n, \Delta_{n-2}, \overline{\Delta}_{n-2}, \) etc., are positive. It only remains to remark that if \( x \) is interior to \( D^n \), then the point
\[
x_{(n-1)} = (x_0, x_1, \ldots, x_{n-1})
\]
is necessarily interior to \( D^{n-1} \), and the theorem follows at once.

Now suppose that \( x \) is in the boundary of \( D^n \) — say in the face \( C_{n-1} \) (see §11). It follows that \( x_{(n-1)} \) is interior to \( D^{n-1} \), so that all but the last two determinants \((17.1)\) are necessarily positive, and one of these last two must vanish. Since the polynomial \( \sum y_i t^i \) associated with the unique supporting hyperplane \( y \neq 1 \) at \( x \) has a root at \( t=1 \), we can see that the second quadratic form of Theorem 16.1 (a or b) is positive semi-definite, while the first form is easily shown to be positive definite. Hence
\[
\Delta_n > 0, \quad \overline{\Delta}_n = 0.
\]

If \( x \) had been in the face \( C_{n-1} \) the upper and lower bars would have been reversed.
Applying the same argument to the lower-dimensional faces gives us the following characterization theorem for the a-faces of \( D^n \):

**THEOREM 17.3** The point \( x \in D^n \) is in \( C^n_a \) if and only if

\[
\Delta_0, \overline{\Delta}_0, \Delta_1, \overline{\Delta}_1, \ldots, \Delta_a, \overline{\Delta}_a, \text{ and } \Delta_{a+1}
\]

are positive and

\[
\Delta_{a+1} \text{ and } \Delta_{a+2}, \overline{\Delta}_{a+2}, \ldots, \Delta_n, \overline{\Delta}_n
\]

are zero. Similarly \( x \) is in \( C^n_a \) if and only if

\[
\Delta_0, \overline{\Delta}_0, \Delta_1, \overline{\Delta}_1, \ldots, \Delta_a, \overline{\Delta}_a, \text{ and } \Delta_{a+1}
\]

are positive and

\[
\Delta_{a+1} \text{ and } \Delta_{a+2}, \overline{\Delta}_{a+2}, \ldots, \Delta_n, \overline{\Delta}_n
\]

are zero.

All of the determinants of index \( a+2 \) and higher vanish because of the fact that \( C^n_a \) is contained in the closures of both \( C^n_m \) and \( C^n_m \), for \( a < m < n \). (See (11.6)).

It is essential here to specify that \( x \) be in \( D^n \), because the analogues of Theorems 17.2 and 17.1 for non-negative determinants do not hold. For an illustrative example, see Widder [9], pages 135-6.
§12. The lower and upper boundaries of $D^n$.

Equating $\Delta_n$ to zero gives us a particular value $x_n$ for the $n$-th moment as a function of the preceding moments. We may write this relationship in the compact form:

$$x_n = x_n - \frac{\Delta_n}{\Delta_{n-2}}$$

which is actually independent of $x_n$, as it should be. In similar fashion, we see that

$$\bar{x}_n = x_n + \frac{\bar{T}_n}{\bar{T}_{n-2}}$$

is the value for the $n$-th moment that makes $\bar{T}_n$ vanish.

For any point $x$ in $D^n$ we can define the associated points

$$\underline{x} = (x_0, x_1, \ldots, x_{n-1}, x_n)$$

$$\bar{x} = (x_0, x_1, \ldots, x_{n-1}, \bar{x}_n).$$

Since we always have

$$\underline{x} \leq x_n \leq \bar{x}_n$$

we can interpret $\underline{x}$ and $\bar{x}$ as the projections "downward" and "upward" of $x$ on the boundary of $D^n$.

Since, moreover, we always have by Theorem 17.3

$$\underline{x} = \text{closure of } \underline{C}_n$$

$$\bar{x} = \text{closure of } \bar{C}_n$$

we shall refer to these two closed sets as respectively the lower and upper boundaries of $D^n$.\[\]
CHAPTER V

DISTRIBUTIONS HAVING GIVEN MOMENTS

§19. The polynomials $\Delta_m(t)$ and $\overline{\Delta}_m(t)$.

Our next task will be to find out what can be said about the distribution functions which give rise to a given point $x$ of $D^n$. We first need an explicit form for the hyperplanes which support $D^n$ at the associated upper and lower boundary points $x$ and $\overline{x}$ (see §16); this form is provided by the following polynomials, closely related to the determinants $\Delta_m$ and $\overline{\Delta}_m$ of §17. We define:

\[
\Delta_{2k}(t) = \begin{vmatrix}
1 & x_1 & \cdots & x_{k-1} & 1 \\
& & & & t \\
& & & & \\
x_k & x_{k+1} & \cdots & x_{2k-1} & t^k \\
\end{vmatrix}
\]

\[
\Delta_{2k+1}(t) = \begin{vmatrix}
1 & x_1 & \cdots & x_k & 1 \\
& & & & t \\
& & & & \\
x_{k+1} & x_{k+2} & \cdots & x_{2k} & t^k \\
\end{vmatrix}
\]

\[
\overline{\Delta}_{2k}(t) = \begin{vmatrix}
x_1 - x_2 & x_2 - x_3 & \cdots & x_{k-1} - x_k & 1 \\
& & & & t \\
& & & & \\
x_k - x_{k+1} & x_{k+1} - x_{k+2} & \cdots & x_{2k-2} - x_{2k-1} & t^{k-1} \\
\end{vmatrix}
\]
We further define:

\[
\begin{pmatrix}
1 - x_1 & x_1 - x_2 & \cdots & x_{k-1} - x_k & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
x_k - x_{k+1} & x_{k+1} - x_{k+2} & \cdots & x_{2k-1} - x_{2k} & t^k
\end{pmatrix}
\]

\[
\mathcal{X}_{2k+1}(t)
\]

\[
\bar{P}_n(t) = \begin{cases} 
\frac{1}{t} \mathcal{A}_n(t)^2 & \text{if } n \text{ is even}, \\
\frac{1}{t} \mathcal{A}_n(t)^2 & \text{if } n \text{ is odd}; \\
\frac{t(1-t)}{(1-t)} \mathcal{A}_n(t)^2 & \text{if } n \text{ is even}, \\
\frac{(1-t)}{(1-t)} \mathcal{A}_n(t)^2 & \text{if } n \text{ is odd}.
\end{cases}
\]

\[
P_n(t) \text{ and } \bar{P}_n(t) \text{ are obviously in } \mathbb{P}^n, \text{ except for a positive normalizing factor.}
\]

**Theorem 19.1** If \( x_{n-1} \) is interior to \( \mathbb{P}^{n-1} \), then the unique supporting hyperplanes to \( \mathbb{P}^n \) at \( x \) and \( \bar{x} \) are given respectively by \( P_n(t) \) and \( \bar{P}_n(t) \).

**Proof.** We give the projector \( x \), with \( n = 2m+1 \), as a typical case. By definition, the determinant \( \mathcal{A}_n \) of the point \( x \) is zero. Hence an \( m+1 \)-tuple

\[
\beta = (\beta_0, \beta_1, \ldots, \beta_m) \neq 0
\]

exists with

\[
\sum_{j=0}^{m} x_{j+k+1} \beta_j = 0 \quad \text{for } k = 0, 1, \ldots, m.
\]
Let
\[ R(t) = \sum_{j=0}^{m} \beta_j t^j \]
and define \( y \) in \( \mathbb{R}^n \) by
\[ \sum_{i=0}^{n} y_i t^i = t R(t)^2 \cdot \text{const.} \]

Then
\[ y \cdot x = \sum_{j=0}^{m} \sum_{k=0}^{m} \beta_{j+k+1} \cdot \beta_j \cdot x_k = 0, \]
showing that \( y \) is the unique supporting hyperplane at \( x \). We must show that the polynomials \( y \) and \( P_0(t) \) are the same or, equivalently, that \( R(t) \) and \( \Delta_m(t) \) are the same (in all cases up to a constant factor). The matrix product of \( y \) (as a row matrix) with the matrix of \( \Delta_m(t) \) is equal to
\[ (0, 0, \ldots, 0, R(t)); \]
hence every root of \( R(t) \) is a root of \( \Delta_m(t) \). But
\[ r'(y) = \frac{\alpha(x) + 1}{\rho} = m + 1/\rho, \]
by Theorems 11.5 and 11.6 and the fact that (by hypothesis) \( \alpha(x) = n-1 = 2m \).

This tells us that \( y \) has \( m \) distinct roots besides the root at \( t=0 \), and consequently that \( R(t) \) has \( m \) distinct roots. Since \( \Delta_m(t) \) is, like \( R(t) \), a polynomial of \( m \)-th degree, it is therefore the same as \( R(t) \) up to a constant factor. This completes the proof.

Theorem 19.1 is restricted to points interior to \( \mathbb{R}^n \), or in the \((n-1)\)-faces \( C_{n-1}^n \) and \( C_{n-1}^n \), these being just the points whose supports and
"lower" supporting planes are unique. The associated points \( x \) and \( \bar{x} \) are no longer distinct if \( x \) is in a lower-dimensional face of \( D^n \). If \( x \) is in \( C_{n-2} \), then there is a one-dimensional set of supporting hyperplanes at \( x = \bar{x} = x \), and the polynomials \( P_n \) and \( \overline{P_n} \) represent the extreme points of that set. If \( x \) is in \( C_{n-3} \), then the supporting hyperplanes form a two-dimensional convex set resembling \( D^2 \) (see Figure 7.2), whose extreme points consist of a curve and an isolated point. One of the two polynomials \( P_n \) and \( \overline{P_n} \) represents the isolated point; the other vanishes identically.

For \( x \) in \( C_{n-4} \) and lower faces, both polynomials vanish identically.

As a corollary to the preceding theorem, we may state:

**THEOREM 10.2** If \( x_{(n-1)} \) is interior to \( D^{n-1} \), then all the zeros of \( P_{n-1}(t) \) and \( \overline{P_{n-1}(t)} \) are real, distinct, and interior to \( 0, 1 \).

This result is also valid for \( x_{(n-1)} \) not interior to \( D^{n-1} \), except that zeros may occur also at 0 or 1, or one or both polynomials may vanish identically. We might also remark that, unless they vanish identically, the polynomials always have the maximum degree -- namely \( n/2 \) and \( (n-2)/2 \) if \( n \) is even; \( (n-1)/2 \) and \( (n-1)/2 \) if \( n \) is odd.
Construction of distribution functions.

By Theorem 11.1 we have at once:

**Theorem 20.1** The points in $D^n$ to which unique distribution functions correspond are precisely the boundary points.

If $\phi$ corresponds to $x \in D^n$, then we designate by $\phi$ and $\overline{\phi}$ the unique distribution functions in $\mathcal{L}$ corresponding to the associated boundary points $x$ and $\overline{x}$. The functions $\phi$ and $\overline{\phi}$ thus agree with each other and with $\phi$ in their first $n-1$ moments, but differ with each other in their $n$-th moments unless $\phi = \overline{\phi} = \phi^1$.

By Theorem 19.1 we have:

**Theorem 20.2** If $x_{(n-1)}$ is interior to $D^{n-1}$, then $\phi$ and $\overline{\phi}$ are arithmetic distribution functions whose steps occur at the roots of $P_n(t)$ and $\overline{P}_n(t)$ respectively.

This theorem provides us with an effective means of constructing distribution functions corresponding to points in the moment spaces. Indeed, suppose first that $x$ is in the boundary of $D^n$, and take

$$m = a(x) + 1 \leq n.$$  

Then $x_{(n-1)}$ is interior to $D^{n-1}$ and $x_{(m)}$ is in the lower (upper) boundary of $D^m$. The roots $t_j$ of $P_m$ ($\overline{P}_m$) determine the location of the steps, and the linear system.

Since $\phi$ and $\overline{\phi}$ depend on $n$, as well as on $x$, we shall only use this notation when $n$ has a fixed value in the discussion.
\[ x_j = \frac{b(x_j)}{\sum_{j=1}^{m} t_j^i}, \quad i = 0, 1, \ldots, m \]

determines the jumps \( \overline{t}_j \). The unique distribution function corresponding to the point \( x \) is then

\[ \psi = \frac{b(x)}{\sum_{j=1}^{m} t_j^i} \overline{t}_j \mathbb{I}(t-t_j). \]

If the given point \( x \) is interior to \( D^2 \), then the way to construct "minimal" distribution functions \( (b' = \frac{a}{2}) \) is to use \( \overline{P}_{n-1}(t) \) and \( \overline{P}_{n-1}(t) \) (neither of which depends on the \( n \)th moment) in conjunction with Theorem 20.1. Another construction makes use of the fact that \( x \) is a convex combination of \( \overline{x} \) and \( \overline{z} \); one can verify by means of (18.1) and (18.2) that

\[ \psi = \frac{\overline{A}/\overline{A}_{n-2}}{(\overline{A}/\overline{A}_{n-2}) + (\overline{A}/\overline{A}_{n-2})} \psi + \frac{\overline{A}/\overline{A}_{n-2}}{(\overline{A}/\overline{A}_{n-2}) + (\overline{A}/\overline{A}_{n-2})} \psi \]

is a distribution function with the moments \( 1, x_1, \ldots, x_n \). Here \( b'(\psi) = n \).


In general there will be many distribution functions having the moments \( x_0, x_1, \ldots, x_n \). These form a convex set in \( F \) which we denote by \( \mathcal{F}^n | x \).

We first consider the convex subset \( \mathcal{F}^n | x \) of arithmetic distribution functions in \( \mathcal{F}^n | x \).
THEOREM 21.1 The extreme points of $\mathcal{A}|_x$ are those functions $\phi$ with $b(\phi) \leq n + 1$.

Proof. An arbitrary arithmetic distribution $\phi$ can be represented:

$$\phi(t) = \sum_{j=1}^{b(\phi)} \frac{b(\phi)}{\mathcal{A}} I(t, t_j)$$

(see (6.1)). If $\phi$ is in $\mathcal{A}|_x$ then we have

$$b(\phi) = \min(b(\phi), n+1).$$

Since the $t_j$ are all distinct, the rank of the system (21.1) is

$$\min(b(\phi), n+1).$$

The dimension of the manifold of solutions $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_{b(\phi)})$ of (21.1) is therefore

$$b(\phi) - \min(b(\phi), n+1) = \max(0, b(\phi) - n-1).$$

Every non-negative solution of (21.1) corresponds to a point in $\mathcal{A}|_x$. The solution corresponding to $\phi$ itself is strictly positive. Hence, if it is not the only solution it will be expressible as a convex combination of other non-negative solutions. But then $\phi$ will be the same convex combination of the corresponding points in $\mathcal{A}|_x$. Therefore, if $b(\phi) > n+1$ then $\phi$ is not extreme.

On the other hand, any convex representation of $\phi$ must involve functions with spectra contained in the spectrum of $\phi$; hence functions corresponding to non-negative solutions of (21.1). But if $b(\phi) \leq n+1$ then the
solution of (21.1) is unique, and \( \phi \) must consequently be extreme. This completes the proof.

**Theorem 21.2** \( \mathcal{A} \backslash x \) is spanned by its extreme points.

**Proof.** Theorem 3.1 does not apply in general to infinite-dimensional convex sets. However, it is clear from the proof just given that we can span any non-extreme \( \phi \) in \( \mathcal{A} \backslash x \) by a set of step-functions each having actually fewer jumps than \( \phi \). If any of these is not extreme, then we replace it by functions having still fewer jumps. After a finite number of such reductions we obtain a finite, convex representation of \( \phi \) by extreme points only.

One might wish to regard the full set \( \mathcal{B} \backslash x \) as being spanned by the same extreme points, making use of infinite convex representations of some sort. This becomes permissible if we adopt the weak * topology in \( \mathcal{B} \), for in that topology \( \mathcal{A} \backslash x \) is dense in \( \mathcal{B} \backslash x \). (The weak * topology on \( \mathcal{B} \) may be defined by the neighborhoods

\[
E(t, f_1, \ldots, f_m; \phi), \quad t > 0, \quad \phi \in \mathcal{B} \backslash x
\]

where \( \{f_h(t)\} \) is any finite set of functions continuous on \( [0,1] \); \( \phi \) is in the neighborhood (21.2) if and only if

\[
\int_0^1 f_h(t) d\phi'(t) - \int_0^1 f_h(t) d\phi(t) < \varepsilon \quad h = 1, \ldots, m
\]

In fact, consider a fixed neighborhood (21.2) of a fixed \( \phi \) in \( \mathcal{B} \backslash x \), and choose a set \( \{R_h\} \) of polynomials satisfying
\[ |R_h(t) - f_h(t)| < \varepsilon/2, \quad \text{all } t \in [0,1], \quad h = 1, \ldots, m. \]

Then construct a \( \psi' \) in \( \mathcal{B}A|X \) with moments satisfying

\[ \mathcal{K}_1(\psi') - \mathcal{K}_1(\psi) \quad 1 = 0, 1, \ldots, \max(d_1, \ldots, d_m, n) \]

where \( d_h \) is the degree of \( R_h(t) \). Since

\[ \int_0^1 R_h(t)d\psi'(t) = \int_0^1 R_h(t)d\psi(t) \quad h = 1, \ldots, m, \]

it is evident that this \( \psi' \) satisfies (21.3). It follows that \( \mathcal{B}A|X \) is weak * dense in \( \mathcal{B}X \). This proves:

**THEOREM 21.3** \( \mathcal{B}X \) is spanned in the weak * topology by the extreme points of \( \mathcal{B}A|X \).

For the special case \( n = 0 \) this theorem describes how \( \mathcal{B} \) is spanned by the pure distribution functions \( I(t-t') \), \( 0 \leq t' \leq 1 \), as mentioned in §6.

**§22. Intertwining property of functions in \( \mathcal{B}X \)**

**THEOREM 22.1** If \( \psi \) and \( \psi' \) are distinct functions in \( \mathcal{B}X \), then the difference

\[ \psi(t) = \phi(t) - \phi'(t) \]

has at least \( n \) sign changes in \([0,1] \).
The unique representations in the higher sets go into "minimal" representations in \( C_n \), involving exactly \( b' = (n+1)/2 \) extreme points. Each \( x \) in \( C_n \) has precisely two such minimal representations, formally identical with the representations of the inverse images \( \overline{x}_{(n+k)} \) and \( \overline{x}_{(n+k)} \) of \( x \) in \( C_{n+k} \) and \( C_{n+k} \), respectively.

Considering the proof of the preceding theorem, we can therefore assert:

**Theorem 11.6** The interior of \( D^{2m-1} \) is swept out by an \( m \)-parameter family of \((m-1)\)-dimensional simplices \( = m-1 \), and, in a different way, by an \((m-1)\)-parameter family of \( m \)-dimensional simplices \( = m \). The interior of \( D^m \) is swept out in two different ways by \( m \)-parameter families of \( m \)-dimensional simplices \( = m \).

We shall make use of this parametrization in §15.
CHAPTER III

THE SIMPLEXES $S^n$ AND $B^n$

§ 12. The simplex $S^n$

The moment space $D^n$ and its dual $F^n$ are closely related to a pair of dual simplices, with whose aid we are able to geometrize some classical properties of moment sequences and positive polynomials. The first simplex, circumscribed about $D^n$, is defined by its vertices $x^{(k)}$, $k = 0, 1, \ldots, n$, with

$$x^{(k)}_i = \frac{x_i (n-1)!}{n! (k-1)!} = \frac{k}{n}, \quad i \leq k$$

where, as usual, $1/(k-1)! = \binom{k}{i} = 0$ if $i > k$. Displayed as a matrix, these coordinates are:

$$
\begin{pmatrix}
1 & 0 & 0 & \ldots & 0 & 0 \\
1 & \frac{1}{n} & 0 & \ldots & 0 & 0 \\
1 & \frac{2}{n} & \frac{2-1}{n(n-1)} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \frac{n-1}{n} & \frac{n-2}{n} & \ldots & \frac{1}{n} & 0 \\
1 & 1 & 1 & \ldots & 1 & 1
\end{pmatrix}
$$

We shall denote this simplex by $S^n$. Figure 12.1 shows $S^n$ in relation to $L^2$. 
**Theorem 12.1** $S^n$ contains $D^n$.

**Proof.** The key to the proof is the identity

\[ t^i = \sum_{k=0}^{n} \binom{n}{k} t^k (1-t)^{n-k} = \binom{n}{i} \quad \forall i = 0, 1, \ldots, n. \]

Accepting this, we obtain by direct substitution:

\[ x(t) = \sum_{k=0}^{n} \binom{n}{k} x^k (1-t)^{n-k} \]

with

\[ x^k = \binom{n}{k} t^k (1-t)^{n-k} \]

A simple calculation for (12.2) with $i=0$ gives us...
\[
\sum_{k=0}^{n} s_k = 1.
\]

This shows that the extreme points \( x^{(k)} \) of \( S^n \) span the extreme points \( x(t) \) of \( D^n \), and hence that \( S^n \) contains \( D^n \).

To verify the identity (12.2) we observe that

\[
\binom{n}{k} \binom{k}{1} = \binom{n-1}{k-1} \binom{n}{1}.
\]

The right-hand member of (12.2) may therefore be written:

\[
(12.4) \quad \sum_{k=0}^{n} (n-1) t^k (1-t)^{n-k}.
\]

With the substitutions \( \ell = k-1, \quad m = n-1 \), (12.4) becomes

\[
\sum_{\ell = -1}^{m} \binom{m}{\ell} t^{\ell+1} (1-t)^{n-\ell} = t^1 \sum_{\ell = 0}^{m} \binom{m}{\ell} t^\ell (1-t)^{n-\ell} = t^1,
\]

where a distribution function \( f \) in \( R^n \), constant outside

\( \lambda_{nk}(\phi) \) were introduced by Hausdorff [11], using the successive

differences \( \triangle \) of the sequence of moments of \( \phi \).

\[
(12.5) \quad \lambda_{nk}(\phi) = \binom{n}{k} \triangle^{n-k} \mu_k(\phi) = \binom{n}{k} \sum_{\ell=0}^{n-k} (-1)^\ell \binom{n-k}{\ell} \mu_{k+\ell}(\phi).
\]

(See also Widder [9], pp. 100 ff; Shohat and Tamarkin [12], pp. 93 ff.)
These quantities have a simple geometric interpretation. Applying (6.2) to the right-hand expression above gives us

\begin{equation}
\lambda_{nk}(\phi) = \int_0^1 \binom{n}{k} t^k (1-t)^{n-k} \phi(t) dt.
\end{equation}

If we denote by \( x_k \) the moments of \( \phi \), we then have

\[ x = \int_0^1 x(t) \phi(t) dt = \sum_{k=0}^{n} \lambda_{nk}(\phi) x(k), \]

by (12.5) and (12.6), with

\[ \lambda_{nk} \geq 0, \quad \sum_{k=0}^{n} \lambda_{nk} = 1. \]

Thus, the \( \lambda_{nk}(\phi) \) are just the barycentric coordinates of \( x \) in the simplex \( \mathbb{S}^n \).

§13. The dual simplex \( \mathbb{P}^n \).

Turning to the dual space, we consider the "Bernstein" polynomials:

\begin{equation}
B_{nk}(t) = \binom{n}{k} t^k (1-t)^{n-k}, \quad k = 0, 1, \ldots, n.
\end{equation}

By Theorem 9.2 these polynomials are, up to a positive factor, extremal points of \( \mathbb{P}^n \). In fact we have

\[ (n+1)B_{nk} \in \begin{cases} 
\mathbb{Q}^n & \text{if } n-k \text{ is even;} \\
\frac{\mathbb{Q}^{n-1}}{\mathbb{Q}^n} & \text{if } n-k \text{ is odd}.
\end{cases} \]

Denoting the point \((n+1)B_{nk}\) by \( y_{(k)} \) we obtain the following expression for its coordinates:
\[ y_{1}^{(k)} = (-1)^{1-k} \frac{(n+1)!}{(n-1)!(1-k)!k!} . \]

The matrix of the \( y_{1}^{(k)} \) is substantially the inverse of the matrix (12.1), for we have

\[ (13.2) \quad y^{(k)}_1 x^{(\ell)} = \begin{cases} 1 & \text{if } k = \ell; \\ 0 & \text{if } k \neq \ell. \end{cases} \]

The simplex spanned by the \( n+1 \) points \( y^{(k)}_1 \) we denote by \( B^n \); it is obviously inscribed in \( P^n \). Figure 13.1 indicates the configuration for \( n = 2 \).
THEOREM 15.1. $E^n$ is dual to $S^n$.

Proof. It suffices to show that the vertices $x^{(2)}$ of $S^n$, interpreted in the dual space, are the hyperplanes containing the $(n-1)$-dimensional faces of $E^n$. But, by (15.2), each hyperplane $x^{(2)}$ contains exactly $n$ of the vertices $y^{(k)}$ of $E^n$, and the result follows.

It is now evident that the hyperplanes which determine the $(n-1)$-dimensional faces of $S^n$ are supporting hyperplanes to $D^n$ as well, so that in some sense $S^n$ is the most closely fitting simplex that can be circumscribed about $D^n$. Dually, $E^n$ is in some sense a maximal inscribed simplex in $P^n$. A precise meaning to these statements will be given in the next two sections.

A simple calculation shows that the centroids of the two simplices $S^n$ and $E^n$ are respectively

$$
\overline{x} = (1, \frac{1}{2}, ..., \frac{1}{n+1})
$$

and

$$
\overline{y} = (1, 0, ..., 0).
$$

These will be recognized from (8) as the normalizing vectors used in selecting the cross-sections $P^n$ and $D^n$ of the conjugate, convex cones $C(P^n)$ and $C(D^n)$. They correspond to the "rectangular" distribution $f(t) = t$ and the constant polynomial $\Phi(t) = 1$.

§14. Fit of $S^n$ and $E^n$ to $D^n$ and $P^n$.

We have already noted that $P^n$ is a cross-section of $P^{2n+1}$. However, the corresponding cross-section of the inscribed simplex $E^{2n+1}$ is not just
B\(n\), but a larger, polyhedral body, more nearly filling out the interior of \(P^n\).

**Theorem 1b.1** If \(y\) is interior to \(P^n\), then for sufficiently large \(m\) the point

\[y(m) = (y_0, y_1, \ldots, y_n, 0, \ldots, 0)\]

is in \(B^n\).

**Proof.** Denote by \(x^{(k)}(m)\) the vertices of \(S^n\), and hence also the hyperplanes in \((E^n)^\perp\) carrying the boundary of \(B^n\). We must show that

\[(1b.1) \quad y(m) \cdot x^{(k)}(m) \geq 0, \quad k = 0, 1, \ldots, n\]

holds (for fixed \(m\)) if \(m\) is taken sufficiently large. Writing \(tm = k\), we have for each \(i = 0, 1, \ldots, m:\)

\[x^{(k)}(m) = \frac{tm(tm-1) \ldots (tm-i+1)}{m(m-1) \ldots (m-i+1)}\]

by (12.1). As \(m\) increases this converges (uniformly in \(t\)) to \(t^i\). But from the hypothesis and Theorem 9.1, we have:

\[\sum_{i=0}^{m} y_1 t^i \geq \delta > 0, \quad 0 \leq t \leq 1.\]

It follows that (1b.1) holds for sufficiently large \(m\), as was to be shown.

\[\delta\] See Hausdorff [11], p. 224.
The proof has shown that as $a$ increases the vertices $x^{(k)}$ of $S^a$ tend to the points $x(k/a)$ on $C^a$. The projections of $S^a$ on $E^n$ ($n$ fixed) form a nested sequence of polyhedral, convex bodies tending to $D^n$. However, the maximum distance of $S^a$ to $D^n$ does not tend to zero as $a$ increases. For example,

$$|x_m^{(\ell-1)/a} - x_m^{(n-1)}| = (1-1/m)^n \to 1/e.$$ 

We shall also see in the next section that the volumes of $S^a$ and $D^n$ do not approach each other asymptotically.

**Theorem 14.2** Given the sequence

$$x_0, x_1, \ldots, x_n, \ldots,$$

then $x_m = (x_0, x_1, \ldots, x_m)$ is in $S^a$ for all $a$ if and only if $x$ is in $D^a$ for all $a$.

**Proof.** This is essentially the dual form of Theorem 14.1; it follows from it at once by means of Theorems 12.1 and 4.3.

Translating these theorems out of geometric terminology we obtain two well-known results:

**Theorem 14.5** Any polynomial positive on $[0,1]$ can be represented as a finite sum with positive coefficients of polynomials

$$P_{nk}(t) = \sum_{k} t^k (1-t)^{n-k}$$
of sufficiently high degree.

**THEOREM 14.4** A necessary and sufficient condition that

\[ x_0, x_1, \ldots, x_n, \ldots \]

be the moments of some distribution function on \([0,1]\) is that the sequence

be "completely monotonic", i.e., that the \(x_i\) and their successive differences \(\Delta^k x_i\) of all orders be all non-negative.

The latter follows from the expression (12.5) relating the \(\Delta^k x_i\) to the barycentric coordinates of \(x\) in \(S^{k+1}\).

§15. Comparison of volumes.

We now calculate the n-dimensional volumes of \(S^n\) and \(D^n\), to obtain further insight into the relation between the two bodies. The result is somewhat special -- unlike our other results, for example, the extension to moment spaces based on the general finite interval \([a,b]\), though not difficult, is not immediately apparent. But we feel that the remarkably neat formula for \(\text{vol } D^n\) in terms of the beta and gamma functions justifies the inclusion of a portion of the calculation.

**THEOREM 15.1** The n-dimensional volume of \(S^n\) is

\[
\text{vol } S^n = \frac{1}{n!} \prod_{k=0}^{n} (n)_k^{-1} = \prod_{k=1}^{n} \frac{\Gamma(k) \Gamma(n+1)}{\Gamma(n+1)}.
\]
Proof. We omit this elementary calculation.

**Theorem 15.2** The n-dimensional volume of $D^n$ is

$$\text{vol } D^n = \prod_{k=1}^{n} B(k, k) = \prod_{k=1}^{n} \frac{n!}{(2k-1)!}.$$  

Proof. We outline the proof for the case $n = 2m-1$. By Theorem 11.9, we may regard the interior of $D^n$ as the product of the interiors of $U^m$ and $\Xi^{m-1}$, defined by (11.4) and (11.5). It is convenient to replace $U^m$ by the unit m-cube $I^m$, thereby multiplying the volume by $m!$. Thus

$$\text{vol } D^n = \int_{y^n} dx_1 \ldots dx_n = \frac{1}{m!} \int_{y^m} \int_{\Xi^{m-1}} |J| \, d\xi_1 \ldots d\xi_{m-1} \, du_1 \ldots du_m;$$

$J$ being the Jacobian of the transformation (11.7) with $\xi_j$ replaced by $1 - \xi_1 - \ldots - \xi_{m-1}$. A calculation yields

$$|J| = \prod_{j=1}^{m} \xi_j \prod_{j=2}^{m} \prod_{k=1}^{1-l} (u_k - u_j)^4,$$

enabling us to split up the integral. Thus:

$$\text{vol } D^n = \frac{1}{m!} \prod_{j=1}^{m} \xi_j \prod_{j=2}^{m} \prod_{k=1}^{1-l} (u_k - u_j)^4 du_1 \ldots du_m.$$  

The first integral is $1/(2m)$. By a result of Selberg 13, the value of the second is

$$\prod_{k=1}^{m} \frac{(2k-1)!!}{2^k (2m+2k-2)}.$$
Combining these results yields:

\[ \text{vol } D^n = \frac{1}{\Gamma(2m)} \sum_{k=1}^{m} \frac{(2k+1) \prod (2k-1)}{2k \cdot (2m+2k-2)} . \]

From this the theorem can be verified directly, or by induction on \( m \). The case \( n = 2m \) is treated similarly.

We are now in a position to compare the sizes of \( S^n \) and \( D^n \), as \( n \) increases. A reasonable measure might be the \( n \)-th root of the ratio of volumes, which could be expected to approach 1 for large \( n \), even if the ratio itself does not. However, it is not difficult to show, from the theorems just proved, that

\[ \left( \frac{\text{vol } D^n}{\text{vol } S^n} \right)^{\frac{1}{n}} = o(2^{-\frac{n}{2}}) \to 0. \]

This result makes an interesting contrast with Theorem 14.2.
§ 16. Moment sequences and quadratic forms.

We turn first to the question of whether a given finite sequence constitutes the first \( n \) moments of some function in \( \mathbb{R}^n \) — that is, whether a given point

\[ x = (x_0, x_1, \ldots, x_n) \]

is in \( D^n \).

By Theorem 8.1 we have

\[ (16.1) \quad x \cdot D^n \iff x \cdot y \geq 0 \quad \text{for all } y \text{ in } P^n \]

(considering first the even-dimensional case). It is equivalent, however, to have \( y \) range over just the extreme points of \( P^n \); thus:

\[ (16.2) \quad x \cdot D^n \iff x \cdot y > 0 \quad \text{for all } y \text{ in } C^n. \]

We have seen in \( \S \, \S \) that the polynomials of \( C^n \) all have one or the other of the two forms

\[ (1 \cdot t) \quad P_m(t)^2 \quad \text{or} \quad t(1-t) P_{m-1}(t)^2 \]

(subscripts here indicate the degree). Furthermore, all polynomials (16.3), though not necessarily in \( C^n \), are certainly in \( D^n \), or positive multiples of elements of \( D^n \). Thus (16.1) and (16.2) are equivalent to:

The criterion of Theorem 14.4, of course, applies only to infinite sequences.
x + D^{2m} \iff x \cdot y \geq 0 \text{ for all } y \text{ such that } \sum_{i=0}^{2m} y_i t^i \text{ has either the form } \sum_{j=0}^{m} \alpha_j t^j \text{ or the form } t(1-t) \left[ \sum_{j=0}^{m-1} \beta_j t^j \right]^2.

Eliminating } y \text{ gives us finally:

\begin{align*}
x + D^{2m} & \iff \sum_{j=0}^{m} \sum_{k=0}^{m} x_j x_k \alpha_j \alpha_k \geq 0, & \text{all } (\alpha_0, \ldots, \alpha_m), \text{ and} \\
& \sum_{j=0}^{m-1} \sum_{k=0}^{m-1} (x_j x_{j+1} - x_j x_{j+2}) \beta_j \beta_k \geq 0, & \text{all } (\beta_0, \ldots, \beta_{m-1}).
\end{align*}

We thus have the well-known result:\(^{10}\)

THEOREM 16.1a  \text{A necessary and sufficient condition that } x \text{ be a point of } D^{2m} \text{ is that the two quadratic forms:

\begin{align*}
\sum_{j,k=0}^{m} x_j x_k \alpha_j \alpha_k \quad \text{and} \quad \sum_{j,k=0}^{m-1} (x_j x_{j+1} - x_j x_{j+2}) \beta_j \beta_k
\end{align*}

be positive definite or semidefinite.}

In an analogous manner we may establish:

THEOREM 16.1b  \text{A necessary and sufficient condition that } x \text{ be a point of } D^{2m+1} \text{ is that the quadratic forms:

\begin{align*}
\sum_{j,k=0}^{m} x_j x_k \alpha_j \alpha_k \quad \text{and} \quad \sum_{j,k=0}^{m-1} (x_j x_{j+1} - x_j x_{j+2}) \beta_j \beta_k
\end{align*}
\[
\sum_{j, k=0}^{m} x_{j+k+1}a_{j-k} \quad \text{and} \quad \sum_{j, k=0}^{m} (x_{j+k} - x_{j+k+1})b_{j-k}
\]

be positive definite or semidefinite.

The proof of the next theorem follows the same lines as above, making use of Theorem 4.2.

**THEOREM 16.2** A necessary and sufficient condition that \( x \) be an interior point of \( B^n \) is that the quadratic forms of Theorem 16.1a or 16.1b (whichever applies) be positive definite.

-1. The determinants \( \Delta_m \) and their relation to the faces of \( B^n \).

We now introduce a special notation for the "Hankel" determinants associated with the quadratic forms of the last section:

\[
\begin{pmatrix}
1 & x_1 & \cdots & x_k \\
-2 & x_2 & \cdots & x_{k+1} \\
& \ddots & \ddots & \vdots \\
& & x_k & \cdots & x_{2k} \\
& & & x_{k+1} & \cdots & x_{2k+1}
\end{pmatrix}
\]
The subscripts have been chosen so as to indicate the highest moment occurring in each determinant. The upper and lower bars will be seen in due course to agree with our previous usage.

**Theorem 17.1**  
A necessary and sufficient condition that the quadratic form

\[
\sum_{i,j} a_{ij} x_i x_j
\]

be positive definite is that the first principal minors of its symmetric matrix all be positive.

**Note.** By the "first principal minors" of an array such as the matrix of \(A_{2k}\) given above, we mean the \(k+1\) subdeterminants \(x_1 x_2 \ldots x_{k+1}\). For a proof of this standard result, see for example Ferrer [4], page 158.
THEOREM 17.2 The point \( x \) is interior to \( D^n \) if and only if all of the determinants

\[
\Delta_0, \ \overline{\Delta}_0, \ \Delta_1, \ \overline{\Delta}_1, \ \ldots \ \Delta_n, \ \overline{\Delta}_n
\]

are positive.

Proof. By Theorems 16.2 and 17.1, \( x \) is interior to \( D^n \) if and only if \( \Delta_n, \ \overline{\Delta}_n, \ \Delta_{n-2}, \ \overline{\Delta}_{n-2}, \ \text{etc.} \), are positive. It only remains to remark that if \( x \) is interior to \( D^n \), then the point

\[
x_{(n-1)} = (x_0, x_1, \ldots, x_{n-1})
\]

is necessarily interior to \( D^{n-1} \), and the theorem follows at once.

Now suppose that \( x \) is in the boundary of \( D^n \) — say in the face \( \gamma_{n-1} \) (see \( \gamma_{11} \)). It follows that \( x_{(n-1)} \) is interior to \( D^{n-1} \), so that all but the last two determinants (17.1) are necessarily positive, and one of these last two must vanish. Since the polynomial \( \sum y_i t^i \) associated with the unique supporting hyperplane \( y \ell \) at \( x \) has a root at \( t = \ell \), we can see that the second quadratic form of Theorem 16.1 (a or b) is positive semi-definite, while the first form is easily shown to be positive definite. Hence

\[
\Delta_n > 0, \ \overline{\Delta}_n = 0
\]

if \( x \) had been in the face \( \gamma_{n-1} \), the upper and lower bars would have been reversed.
Applying the same argument to the lower-dimensional faces gives us the following characterization theorem for the \( a \)-faces of \( \Delta^n \):

**Theorem 1.3** The point \( x \in \Delta^n \) is in \( \Delta_a^n \) if and only if

\[
\Delta_0, \Delta_0', \Delta_1, \Delta_1', \ldots, \Delta_a, \Delta_a', \text{ and } \Delta_{a+1}
\]

are positive and

\[
\Delta_0, \Delta_0', \Delta_1, \Delta_1', \ldots, \Delta_a, \Delta_a', \text{ and } \Delta_{a+1}
\]

are zero. Similarly, \( x \) is in \( \Delta_a^n \) if and only if

\[
\Delta_0, \Delta_0', \Delta_1, \Delta_1', \ldots, \Delta_a, \Delta_a', \text{ and } \Delta_{a+1}
\]

are positive and

\[
\Delta_0, \Delta_0', \Delta_1, \Delta_1', \ldots, \Delta_a, \Delta_a', \text{ and } \Delta_{a+1}
\]

are zero.

All of the determinants of index \( a+2 \) and higher vanish because of the fact that \( \Delta_a^n \) is contained in the closures of both \( \Delta_m^n \) and \( \Delta_m^n \), for \( a < m \leq n \). (See (1.1.6)).

It is essential here to specify that \( x \) be in \( \Delta^n \), because the analogues of Theorems 1.2 and 1.1 for non-negative determinants do not hold. For an illustrative example, see Widder [9], pages 155-6.
8.17. The lower and upper boundaries of $D^n$.

Equating $\Delta_n$ to zero gives us a particular value $x_n$ for the $n$-th moment as a function of the preceding moments. We may write this relationship in the compact form:

$$(18.1) \quad x_n = x_n - \frac{x_n}{\Delta_{n-2}},$$

which is actually independent of $x_n$, as it should be. In similar fashion, we see that

$$(18.2) \quad \bar{x}_n = x_n + \frac{x_n}{\Delta_{n-2}},$$

is the value for the $n$-th moment that makes $x_n$ vanish.

For any point $x$ in $D^n$ we can define the associated points

$$x = (x_0, x_1, \ldots, x_{n-1}, x_n)$$

$$\bar{x} = (x_0, x_1, \ldots, x_{n-1}, \bar{x}_n).$$

Since we always have

$$x_n \leq x_n \leq \bar{x}_n$$

we can interpret $x$ and $\bar{x}$ as the projections "downward" and "upward" of $x$ on the boundary of $D^n$.

Since, moreover, we always have by Theorem 18.3

$$x = \text{closure of } C^n_{n-1},$$

$$\bar{x} = \text{closure of } C^n_{n-1},$$

we shall refer to these two closed sets as respectively the lower and upper boundaries of $D^n$. 
CHAPTER V

DISTRIBUTIONS HAVING GIVEN MOMENTS

\[ \xi_{19}. \] The polynomials \( \Omega_m(t) \) and \( \overline{\Omega}_m(t) \).

Our next task will be to find out what can be said about the distribution functions which give rise to a given point \( x \) of \( D^n \). We first need an explicit form for the hyperplanes which support \( D^n \) at the associated upper and lower boundary points \( x \) and \( \overline{x} \) (see \( \xi_{16} \)); this form is provided by the following polynomials, closely related to the determinants \( \Omega_m \) and \( \overline{\Omega}_m \) of \( \xi_{17} \). We define:

\[
\begin{align*}
\Omega_{2k}(t) &= \begin{vmatrix} 1 & x_1 & \cdots & x_{k-1} & 1 \\ \vdots & \vdots & & \vdots & \vdots \\ x_k & 2^{k+1} & \cdots & 2^{2k-1} & t \\ \vdots & \vdots & & \vdots & \vdots \\ x_{k+1} & x_{k+2} & \cdots & x_{2k} & t^k \end{vmatrix} \\
\overline{\Omega}_{2k}(t) &= \begin{vmatrix} x_1 & x_2 & \cdots & x_k & 1 \\ \vdots & \vdots & & \vdots & \vdots \\ x_k & x_{k+1} & \cdots & x_{2k} & t_k \\ \vdots & \vdots & & \vdots & \vdots \\ x_{k+1} & x_{k+2} & \cdots & x_{2k} & t^k \end{vmatrix} \\
\end{align*}
\]
We further define:

\[
\begin{align*}
\tilde{P}_n(t) &= \begin{cases} 
P_n(t)^2 & \text{if } n \text{ is even,} \\
\frac{t}{\tilde{P}_n(t)} & \text{if } n \text{ is odd;}
\end{cases} \\
\bar{P}_n(t) &= \begin{cases} 
\frac{t(1-t)}{\tilde{P}_n(t)^2} & \text{if } n \text{ is even,} \\
(1-t) \tilde{P}_n(t)^2 & \text{if } n \text{ is odd.}
\end{cases}
\end{align*}
\]

\(\tilde{P}_n(t)\) and \(\bar{P}_n(t)\) are obviously in \(\mathbb{P}^n\), except for a positive normalizing factor.

**Theorem 19.1** If \(x_{n-1}\) is interior to \(\mathbb{P}^{n-1}\), then the unique supporting hyperplane to \(\mathbb{P}^n\) at \(x\) and \(x_{n-1}\) are given respectively by \(\tilde{P}_n(t)\) and \(\bar{P}_n(t)\).

**Proof:** We give the problem \(x\) with \(n = 2m+1\), as a typical case. By definition, the determinant \(\tilde{A}_n\) of the point \(x\) is zero. Hence an \(m+1\)-tuple

\[
\beta = (\beta_0, \beta_1, \ldots, \beta_m) \neq \emptyset
\]

exists with

\[
\sum_{k=0}^{m} \sum_{\beta \in \beta} x_{i+k+1} \beta_j = 0, \quad k = 0, 1, \ldots, m.
\]
Let
\[ R(t) = \sum_{j=0}^{m} A_j t^j \]
and define \( y \) in \( \mathbb{R}^n \) by
\[ \frac{\sum_{i=0}^{m} y_i t^i}{t} = t R(t) \cdot \text{const.} \]
Then
\[ y^T x = \sum_{j=0}^{m} \sum_{k=0}^{m} x_{j+k+1} A_j t^j x_k = 0, \]
showing that \( y \) is the unique supporting hyperplane at \( g \). We must show that the polynomials \( y \) and \( P_n(t) \) are the same or, equivalently, that \( R(t) \) and \( P_n(t) \) are the same linear maps up to a constant factor \( \alpha \). The matrix product of \( y \) (as an \( n \times n \) matrix) with the matrix of \( P_n(t) \) is equal to
\[ (0, 0, \ldots, 0, R(t))' \]
hence every root of \( R(t) \) is a root of \( \Delta_n(t) \). But
\[ r'(y) = \frac{a(x) + 1}{2} = m + 1/2 \]
by Theorems 11.5 and 11.7 and the fact that (by hypothesis) \( a(x) = n-1 = 2m \).
This tells us that \( y \) has \( m \) distinct roots besides the root at \( t=0 \), and consequently that \( R(t) \) has \( m \) distinct roots. Since \( \Delta_n(t) \) is, like \( R(t) \), a polynomial of \( m \)-th degree, it is therefore the same as \( R(t) \) up to a constant factor. This completes the proof.

Theorem 19.1 is restricted to points interior to \( U^n \), or in the \((m-1)\)-faces \( C_{n-1}^n \) and \( S_{n-1}^n \), these being just the points whose support is and...
"lower" supporting planes are unique. The associated points \( x \) and \( \bar{x} \) are no longer distinct if \( x \) is in \( \mathbb{R}^{n-2} \) then there is a one-dimensional set of supporting hyperplanes at \( x = \bar{x} = x \), and the polynomials \( P_n \) and \( \bar{P}_n \) represent the extreme points of that set. If \( x \) is in \( \mathbb{R}^{n-1} \), then the supporting hyperplanes form a two-dimensional convex set resembling \( \mathbb{R}^2 \) (see Figure 1.2), whose extreme points consist of a curve and an isolated point. One of the two polynomials \( P_n \) and \( \bar{P}_n \) represents the isolated point; the other vanishes identically.

For \( x \) in \( \mathbb{R}^{n-1} \) and lower faces, both polynomials vanish identically.

As a corollary to the preceding theorem, we may state:

**Theorem 1.2** If \( x^{(n-1)} \) is interior to \( \mathbb{R}^{n-1} \), then all the zeros of \( P_n(t) \) and \( \bar{P}_n(t) \) are real, distinct, and interior to \( 0, 1 \).

This result is also valid for \( x^{(n-1)} \) not interior to \( \mathbb{R}^{n-1} \), except that zeros may occur also at 0 or 1, or one or both polynomials may vanish identically. We might also remark that, unless they vanish identically, the polynomials always have the maximum degree -- namely \( n/2 \) and \((n-2)/2\) if \( n \) is even; \((n-1)/2\) and \((n-1)/2\) if \( n \) is odd.

By Theorem 11.1 we have at once:

**Theorem 20.1** The points in $D^n$ to which unique distribution functions in $D$ correspond are precisely the boundary points.

If $\phi$ corresponds to $x \in D^n$, then we designate by $\phi$ and $\overline{\phi}$ the unique distribution functions in $D$ corresponding to the associated boundary points $x$ and $\overline{x}$. The functions $\phi$ and $\overline{\phi}$ thus agree with each other and with $\phi$ in their first $n-1$ moments, but differ with each other in their $n$-th moments unless $\phi = \overline{\phi} = \phi^{(1)}$.

By Theorem 19.1 we have:

**Theorem 20.2** If $x_{(n-1)}$ is interior to $D^{n-1}$, then $\phi$ and $\overline{\phi}$ are arithmetic distribution functions whose steps occur at the roots of $P_n(t)$ and $\overline{P}_n(t)$ respectively.

This theorem provides us with an effective means of constructing distribution functions corresponding to points in the moment spaces. Indeed, suppose first that $x$ is in the boundary of $D^n$, and take

$$m = a(x) + 1 \leq n.$$  

Then $x_{(n-1)}$ is interior to $D^{n-1}$ and $x_{(m)}$ is in the lower (upper) boundary of $D^m$. The roots $t_k$ of $P_m$ ($\overline{P}_m$) determine the location of the steps, and the linear system

Since $\phi$ and $\overline{\phi}$ depend on $m$, as well as on $\phi$, we shall only use this notation when $m$ has a fixed value in this discussion.
determines the jumps $\Delta_j$. The unique distribution function corresponding to the point $x$ is then

$$f = \frac{b(x)}{\sum_{j=1}^m t_j} t_j (t-t_j).$$

If the given point $x$ is interior to $D^n$, then the way to construct "minimal" distribution functions ($b' = a/2$) is to use $P_{n+1}(t)$ and $P_{n+1}(t)$ (neither of which depends on the $n^{th}$ moment) in conjunction with Theorem 10.4. Another construction makes use of the fact that $x$ is a convex combination of $\bar{x}$ and $x$: one can verify by means of (18.1) and (18.2) that

$$f = \frac{(Z_n/Z_{n-2}) f + (\theta_n/\varphi_{n-2}) \bar{f}}{(Z_n/Z_{n-2}) + (\theta_n/\varphi_{n-2})}$$

is a distribution function with the moments $1, x_1, \ldots, x_n$. Here $b'(\theta) = n$.

**31. Characterization of the set of distribution functions with given moments.**

In general there will be many distribution functions having the moments $x_0, x_1, \ldots, x_n$. These form a convex set in $f$ which we denote by $D^* x$. We first consider the convex subset $A^* x$ of arithmetic distribution functions in $D^* x$. 
THEOREM 21.1 The extreme points of $\mathcal{A}^n x$ are those functions $\phi$ with $b(\phi) \leq n + 1$.

Proof. An arbitrary arithmetic distribution $\phi$ can be represented:

$$\phi(t) = \sum_{j=1}^{b(\phi)} t_I(t)$$

(see (6.1)). If $\phi$ is in $\mathcal{A}^n x$ then we have

$$\phi(t) = \sum_{j=1}^{b(\phi)} t_I(t) = x_i, \quad i = 0, 1, \ldots, n.$$  

Since the $t_j$ are all distinct, the rank of the system (21.1) is $\min(b(\phi), n+1)$. The dimension of the manifold of solutions $\mathfrak{L} = (\frac{1}{b(\phi)}, \ldots, \frac{b(\phi)}{b(\phi)})$ of (21.1) is therefore

$$b(\phi) - \min(b(\phi), n+1) = \max(0, b(\phi) - n-1).$$

Every non-negative solution of (21.1) corresponds to a point in $\mathcal{A}^n x$. The solution corresponding to $\phi$ itself is strictly positive. Hence, if it is not the only solution it will be expressible as a convex combination of other non-negative solutions. But then $\phi$ will be the same convex combination of the corresponding points in $\mathcal{A}^n_x$. Therefore, if $b(\phi) > n+1$ then $\phi$ is not extreme.

On the other hand, any convex representation of $\phi$ must involve functions with spectra contained in the spectrum of $\phi$; hence functions corresponding to non-negative solutions of (21.1). But if $b(\phi) \leq n+1$ then the
solution of (21.1) is unique, and \( \phi \) must consequently be extreme. This
completes the proof.

**Theorem 21.2** \( A x \) is spanned by its extreme points.

**Proof.** Theorem 3.1 does not apply in general to infinite-dimensional
convex sets. However, it is clear from the proof just given that we can
span any non-extreme \( \psi \) in \( A x \) by a set of step-functions each
having actually fewer jumps than \( \psi \). If any of these is not extreme, then
we replace it by functions having still fewer jumps. After a finite number
of such reductions we obtain a finite, convex representation of \( \psi \)
by extreme points only.

One might wish to regard the full set \( A x \) as being spanned by the
same extreme points, making use of infinite convex representations of some
sort. This becomes permissible if we adopt the weak * topology in \( A \),
for in that topology \( A x \) is dense in \( A x \). (The weak * topology
on \( A \) may be defined by the neighborhoods

\[
(21.2) \quad E : t > 0, \quad \phi \cdot \xi ,
\]

where \( f = (f_1, \ldots, f_m) \) is any finite set of functions continuous on \( 0,1 \); \( \phi \)
is in the neighborhood (21.2) if and only if

\[
(21.3) \quad \left\| \int_0^1 f(t) \psi'(t) - \int_0^1 f(t) \phi'(t) \right\| < \varepsilon, \quad h = 1, \ldots, m.
\]

In fact, consider a fixed neighborhood (21.2) of a fixed \( \phi \) in \( A x \),
and choose a set \( R_h \) of polynomials satisfying
\[ |R_h(t) - f_h(t) < \epsilon/2, \quad \text{all } t \in [0,1], \quad h = 1, \ldots, m. \]

Then construct a \( \phi' \) in \( \mathcal{X}_A \) with moments satisfying

\[ \mathcal{A}_1(\phi') = \mathcal{A}_1(\phi) \quad i = 0, 1, \ldots, \max(d_1, \ldots, d_m, n) \]

where \( d_h \) is the degree of \( R_h(t) \). Since

\[ \int_0^1 R_h(t) d\phi'(t) = \int_0^1 R_h(t) d\phi(t) \quad h = 1, \ldots, m, \]

it is evident that this \( \phi' \) satisfies (21.3). It follows that \( \mathcal{X}_A \) is weak * dense in \( \mathcal{X}_A \). This proves:

**THEOREM 21.3** \( \mathcal{X}_A \) is spanned in the weak * topology by the extreme points of \( \mathcal{X}_A \).

For the special case \( m=0 \) this theorem describes how \( \mathcal{X}_A \) is spanned by the pure distribution functions \( I(t-t'), 0 \leq t' \leq 1 \), as mentioned in §6.

**22. Interchanging property of functions in \( \mathcal{X}_A \).**

**THEOREM 22.1** If \( \phi \) and \( \phi' \) are distinct functions in \( \mathcal{X}_A \), then the difference

\[ \psi(t) = \phi(t) - \phi'(t) \]

has at least \( m + 1 \) sign changes in \( [0,1] \).
(Starting from any $t'$ for which $\psi(t') \neq 0$, the next greater sign change of $\psi$ may be defined as the greatest lower bound of all $t > t'$ such that $\psi(t) \psi(t') < 0$. The set of all sign changes is them found by considering all values of $t'$.)

**Proof.** Suppose $\psi$ has fewer than $n$ sign changes. Then there is a polynomial $P_{n-1}$ of degree $n-1$ with $P_{n-1}(t) \psi(t)$ non-negative in $[0,1]$. Since $\psi$ is right-continuous and not identically zero we have

$$
(22.1) \quad \int_0^1 P_{n-1}(t) \psi(t) \, dt > 0.
$$

Putting

$$
R_n(t) = \int_0^t P_{n-1}(t) \, dt
$$

and integrating (22.1) by parts gives us:

\[
R_n(t) \psi(t) \bigg|_0^1 - \int_0^t R_n(t) \left( d\phi(t) - d\phi^\prime(t) \right) > 0.
\]

The second term vanishes because the first $n$ moments of $\phi$ and $\phi'$ coincide. But the first term also vanishes since $\phi(0-) = \phi'(0-) = 0$, $\phi(1) = \phi'(1) = 1$. The resulting contradiction proves the theorem.

**Theorem 22.2** The differences $\phi - \phi$ and $\phi - \phi'$, if not identically zero, each have exactly $n-1$ sign changes in $[0,1]$.

**Proof.** We first observe that the number of sign changes in $[0,1]$ of $\psi - \phi_A$, where $\phi$ is an arbitrary non-decreasing function and $\phi_A$ is in $\mathcal{D}_A'$, can never exceed $2b'(\phi_A) - 1$. Now $\phi$ and $\phi'$, if they are to be
distinct from $\phi$, must lie in $\binom{a}{n-1}$, so that $b'(\phi) - b'(\Phi) = a/2$ (Theorem 11.6). Hence $\phi - \phi$ and $\phi - \Phi$ have at most $n-1$ sign changes.

However, $\phi$, $\Phi$, and $\Phi$ are all in $\delta(a - 1)$. By the preceding theorem, therefore, $\phi - \phi$ and $\phi - \Phi$ have at least $n-1$ sign changes. This completes the proof.

As a particular case of Theorem 11.2, we have:

**THEOREM 22.3** If $\phi$ and $\Phi$ are distinct, then their spectra form strictly interlocking sets in $[0, 1]$.

The sets of values of $\phi(t)$ and $\Phi(t)$ for $0 < t < 1$ are also strictly interlocking in $[0, 1]$.

The functions $\phi$ and $\Phi$ control in a certain sense the shape of the other functions in $\delta x_{(n-1)}$, for the graph of each $\phi(t)$ must cross every step of both $\phi(t)$ and $\Phi(t)$ (see Figure 22.1).

![Figure 22.1](attachment:image.png)
6.25. Orthogonality of the $p$-polynomials.

**Theorem 23.1** Given $\phi$ in $L^2$ with the moments $1, x_1, \ldots, x_n, \ldots,$ then the system of polynomials $\{\omega_k(t)\}, \quad k = 0, 1, \ldots,$ is orthogonal with respect to the weight function $d\phi(t)$, thus:

\[
\int_0^1 \omega_k(t) \omega_{-1}(t) d\phi(t) = 0 \quad \text{for} \quad k \neq \ell.
\]

Likewise $\omega_{-2k+1}(t), \omega_{-2k+2}(t),$ and $\omega_{-2k+3}(t)$ are orthogonal with respect to $t^2d\phi(t), t(1-t)d\phi(t),$ and $(1-t)d\phi(t)$, respectively.

**Proof.** It is only necessary to observe that

\[
\int_0^1 t^L \omega_k(t) d\phi(t) = \begin{vmatrix} 1 & \cdots & x_{k-1} & x_k \\ \vdots & & \vdots & \vdots \\ x_k & \cdots & x_{2k-1} & x_{2k} \end{vmatrix} = 0
\]

for $L < k$. The three other cases work out similarly.

The four systems are not orthonormal as they stand. We have instead:

\[
\int_0^1 [\omega_k(t)]^2 d\phi(t) = \omega_k^2 \omega_{2k-2},
\]
\[
\omega_{2k+1}(t) \int_0^1 t^k \phi(t) = \omega_{2k+1}(2k+1) - 1,
\]

\[
\omega_{2k-2}(t) \int_0^1 t(1-t) \phi(t) = \omega_{2k-2}(2k-2),
\]

\[
\omega_{2k+1}(t) \int_0^1 (1-t) \phi(t) = \omega_{2k+1}(2k+1) - 1,
\]

as a simple calculation employing the orthogonality confirms.

We recall that the complete orthogonal system with respect to a given weight function is substantially unique. Hence all of the classical systems (referred to the interval \([0,1]\)) can be expressed by means of the polynomials \(\omega_{2k}(t)\). Using Theorem 18.1, we can identify these polynomials with the hyperplanes which support the even-dimensional moment spaces at the lower boundary points associated with the moment points of the given weight function. Of course, any one of the three other systems of Theorem 25.1 can also be used if we adapt the weight function in the proper way. This provides a geometrical approach to the theory of orthogonal polynomials which we shall illustrate in the next two sections, and develop more fully in a future paper.

If the weight function is arithmetic, the orthogonal systems of Theorem 25.1 are all finite, since all of the \(\omega\)-polynomials are identically zero beyond a certain point (see (17)). If, conversely, \(x_{(n)}\) is interior to \(D^R\) for every \(n\), all four systems are infinite. For the reminder of this chapter we shall be concerned with the finite case.

We shall refer to the systems \(\omega_{2k}(t)\), \(\omega_{2k+2}(t)\), or

\[\text{See Szego [10], p. 25.}\]
\{$A_{2k+1}(t); \ldots, \bar{A}_{2k+1}(t)\}$ as associated, since it can be shown that they
generalize the classical associated systems that arise from a differential
equation. Corresponding polynomials in associated systems have interleaving
sets of roots:

**Theorem 23.2** The roots of the $\triangle$-polynomials are real and distinct.
Between every two roots of $A_n(t)$ lies a root of $\bar{A}_n(t)$, and conversely
(n even or odd).

**Proof.** By Theorems 19.2, 20.1, and 22.3.

\section{24 \ Separation of roots. Christoffel numbers.}

In working with a finite segment $A_0(t), A_2(t), \ldots, A_n(t)$ (n even)
of an orthogonal system, we may use the weight functions $d\varphi$, $d\bar{\varphi}$, and
$\bar{d}\varphi$ interchangeably, since their first $n-1$ moments agree. This simple
fact enables us to prove easily some of the standard properties of orthog- 

normal polynomials. We give here two examples.

**Theorem 24.1** There is a root of $A_{n-2}(t)$ between every pair of
roots of $A_n(t)$; similarly for $\bar{A}_{n-2}(t)$, $\bar{A}_n(t)$.

**Proof.** It suffices to consider $A_{n-2}(t), \bar{A}_n(t)$, with $n = 2m$,
since the other cases can be put into this form by changing the weight
function. Construct a polynomial $R(t)$ of degree $n-2$ which vanishes
at all $n$ roots of $A_m(t)$ except a consecutive pair $t_1, t_2$. Then
\[
\int_0^1 R(t) \zeta_{n-2}(t) d\phi(t) = \int_0^1 R(t_1) \zeta_{n-2}(t_1) + \int_0^1 R(t_2) \zeta_{n-2}(t_2)
\]

where \( \theta_1 > 0 \) and \( \theta_2 > 0 \) are the jumps of the step-function \( \phi \) at \( t_1 \) and \( t_2 \). But the integral vanishes, by (23.2). Also, \( \theta_1 R(t_1) \) and \( \theta_2 R(t_2) \) have like signs, and are not zero. Therefore \( \zeta_{n-2}(t) \) must change sign between \( t_1 \) and \( t_2 \), as was to be shown.

The Christoffel numbers of a distribution function \( \phi \), relative to a fixed \( n = 2m \), may be defined:

\[
\Lambda_j = \int_0^1 \frac{\phi(n(t))}{\zeta_n(t_j)(t-t_j)} d\phi(t), \quad j = 1, \ldots, m,
\]

where \( t_j \) are the roots of \( \zeta_n(t) \). (Compare Szego, 10, pp. 46-48.)

If we replace \( \phi \) by \( \phi \) in this formula, we see that \( \Lambda_j \) is exactly the jump of \( \phi \) at \( t_j \):

\[
(24.1) \quad \Lambda_j = \phi(t_j) - \phi(t_j - 0).
\]

If \( R(t) \) is any polynomial of degree \( n-1 \) or less, we have at once:

\[
\int_0^1 R(t) d\phi(t) = \int_0^1 R(t) d\phi(t) = \sum_{j=1}^{m} \Lambda_j R(t_j)
\]

— the Gauss-Jacobi quadrature formula.
THEOREM 24.2. If $t_1, \ldots, t_m$ are the roots of $\omega_m(t)$, then there exists an interlacing set $u_1, \ldots, u_{m-1}$ such that

$$t_j \leq u_j \leq t_{j+1}, \quad j = 1, \ldots, m-1,$$

such that

$$\phi(u_j) \geq \frac{1}{k} \geq \phi(u_j-\epsilon).$$

Proof. From (24.1) we obtain

$$\phi(u) = \frac{1}{k} \quad \text{for} \quad t_j \leq u < t_{j+1}.$$

The present theorem is therefore essentially a restatement of Theorem 22.2, regarding the intertwining of $\phi$ and $\phi$.


Throughout this section the asterisk (*) will identify quantities derived from the particular distribution function $\phi^* \in C$ defined by

$$d\phi^*(t) = \sqrt{\frac{dt}{t(1-t)}}.$$

Its moments are readily calculated by means of the beta function; the $k$-th moment is

$$(25.1) \quad x_k^p = \frac{2k-1}{2k} x_{k-1}^p = \frac{2k-2k}{2k}.$$
The orthogonal systems \( \phi_{k}^{(t)} \) and \( \bar{\phi}_{k}^{(t)} \) based on \( \phi^{e} \) are the so-called Tchebycheff polynomials of the first and second kinds, respectively; we have:

\[
\text{const. } \phi_{k}^{(t)} = T_{k}^{(t)} = \cos k\omega,
\]

\[
\text{const. } \bar{\phi}_{k}^{(t)} = \bar{T}_{k}^{(t)} = \frac{\sin k\omega}{\sin \omega},
\]

where \( \omega = \cos^{-1}(t-1) \). The systems \( \phi_{k}^{(t+1)} \) and \( \bar{\phi}_{k}^{(t)} \) based on \( \phi^{e} \) are the Jacobi systems commonly denoted by \( (-1/2, 1/2) \) and \( (1/2, -1/2) \); we have:

\[
\text{const. } \phi_{k+1}^{(t)} = \cos \frac{(k+1)\omega}{2},
\]

\[
\text{const. } \bar{\phi}_{k+1}^{(t)} = \sin \frac{(k+1)\omega}{2},
\]

These polynomials, when viewed as supporting hyperplanes to the moment spaces, display a number of interesting geometrical properties.

Theorem 1.4 For each \( n \), the hyperplanes supporting \( J^{n} \) at \( x_{n} \) and \( \bar{x}_{n} \) are parallel; this property determines \( \phi^{e} \) uniquely.

Hence, \( \bar{x}_{n} - x_{n} \) is the width of \( J^{n} \) in the \( x_{n} \) direction.

Proof. Parallelity of the lower and upper supporting hyperplanes is equivalent to the relation
\[ \frac{1}{n} = c_n \bar{r}_n, \]

\( c_n \) being some constant. Thus,

\[
\begin{align*}
\bar{A}_n(t) &= c_n t(1-t)\bar{A}_n(t), & (n \text{ even}), \\
\bar{A}_n(t) &= c_n (1-t)\bar{A}_n(t), & (n \text{ odd}).
\end{align*}
\]

If we take \( x = x^* \), we find that all four derivatives in (25.4) are proportional to \( \sin n\phi/\sin \Theta \). This establishes the first assertion of the theorem. The uniqueness can be shown geometrically. Suppose that some point \( x' \) had the parallel property, with \( x', x^* \) different from \( x^*, x^* \). Then, clearly, we would have \( x' = x' = x^* = x^* \), and the parallel segments \( (x', x^*) \) and \( (x^*, x^*) \) would lie in the boundary of \( D^n \). But this is impossible, since a straight segment in the upper boundary of \( D^n \) can terminate only when it reaches the lower boundary, and vice versa. Hence the only points in \( D^n \) with the parallel property are those whose first \( n-1 \) coordinates agree with \( x^* \). By Theorem 7.1b \( \phi^* \) is uniquely determined.

It is instructive to establish the uniqueness also in terms of the identities (25.4). Let us consider the even case, \( n = 2m \), and write \( \bar{A}_m(t) \) for \( A_m(t) \), \( \bar{A}_{m-1}(t) \) for \( A_{m-1}(t) \), to indicate more plainly the degrees of these polynomials. The polynomials in (25.4) have degree \( 2m-1 \),
and yet must vanish at every root of both $\lambda_m$ and $\bar{\lambda}_{m-1}$, as can be verified from the identity in Theorem 11, ... Therefore we have

\[ a_m \bar{\lambda}_{m-1} = e_m \lambda_m \]

and

\[ a(-t) \bar{\lambda}_{m-1} \cdot (1-t) \lambda_{m-1} = e_m \lambda_{m-1} \]

with $e_m$ and $e_{m-1}$ being constants. Eliminating $\bar{\lambda}_{m-1}$ and $\lambda_{m-1}$ in turn, yield

\[ a(-t) \bar{\lambda}_{m} \cdot (1-t) \lambda_{m} = \lambda_{m-1} \]

\[ a(-t) \lambda_{m} \cdot (1-t) \bar{\lambda}_{m} = \lambda_{m-1} \]

$m$ and $m-1$ depending on $m$ as $e_m$. From we see that $\bar{\lambda}_m$ and $\lambda_m$ are $m$-th degree polynomial eigenfunctions of a pair of differential operators. Their uniqueness, for each $m$, is evident from the form of the equations (25.6). The Chebyshev polynomials in fact form complete orthogonal systems of eigenfunctions for these operators. (See Szego [10], p. 59, for the form of (25.6) for the general Jacobi polynomials $P_n^{(a, b)}$.)

Theorem 11 is expressed in geometrical language to reflect an extremal property of the Chebyshev polynomials of the first kind.
THEOREM 4.4. Among all m-th degree polynomials with the same leading coefficient, \( T_m \) has the least maximum absolute value in the unit interval.

Proof. We observe that the distance in the \( x_j \) direction from the point \( x^* \in \mathbb{R}^n \) to the hyperplane defined by \( y \cdot x = 0 \) is \((y \cdot x^*)/y_m\). Let

\[
\beta_m(t) = \sum_{j=1}^{m} a_j t^j, \quad a_m \neq 0,
\]

be an arbitrary polynomial of degree \( m \). The distance in the \( x_m \) direction from the point \( x(t) = (1, t, \ldots, t^m) \) to the hyperplane corresponding to \( \beta_m \) is then \( \beta_m(t)/a_m \). The maximum of this distance as \( t \) runs from 0 to 1 cannot be less than the \( x_m \)-width of \( x^* \), since \( x(t) \) describes the set of all extreme points of \( S^m \) while the hyperplane supports or bounds \( S^m \). By the last theorem, \( T_m \) achieves this lower bound for the maximum distance. This is equivalent to the statement of the present theorem.

Each moment of \( \Phi^* \) is at the midpoint of the range permitted by its prececssor.

THEOREM 4.5. For each \( n, \)

\[
x = \frac{1}{2} (x^* \cdot x^*);
\]

this property determines \( x \) uniquely.
Proof. It is sufficient to show that $x^0$ satisfies (4.6). For each $n$, since $x^0$ splits successively for $n = 1, 2, \ldots$, the relation (4.6) clearly determines a unique moment sequence. Since direct calculation of $x^0$ and $x^n$ is difficult, we proceed as follows. Suppose $a = \sigma m$, by the definitions of $\sigma$ and $\theta$, we have it once

\begin{align}
(4.8) \quad \int_{\sigma}^{1} t^{m-1} \varphi(t) \, dt &= 0, \\
(4.9) \quad \int_{\sigma}^{1} t^{m-1} \varphi(t) \, dt &= 1.
\end{align}

The first of these involves $x^0$, the second $x^n$. Using the special property (15.5) of $\sigma$, we obtain from (4.8)

\begin{align}
(4.10) \quad \int_{\sigma}^{1} t^{m-1} \varphi(t) \, dt &= 0.
\end{align}

written as determinant, (4.9) and (4.10) differ only in the first column. Subtracting (4.10) from $n$ times (4.9) yields:

$$
\begin{vmatrix}
X^0 & \cdots & X_{m-1} & \max_{n} \\
X_{1} & \cdots & X_{n} & X_{n+1} - X_{0} \\
\vdots & \cdots & \cdots & \cdots \\
X_{1} & \cdots & X_{n} & X_{n+1} - X_{0} \\
\vdots & \cdots & \cdots & \cdots \\
\end{vmatrix} = 0.
$$

$$
\begin{vmatrix}
X^0 & \cdots & X_{m-1} & \max_{n} \\
X_{1} & \cdots & X_{n} & X_{n+1} - X_{0} \\
\vdots & \cdots & \cdots & \cdots \\
X_{1} & \cdots & X_{n} & X_{n+1} - \frac{m}{m+1} \max_{n} \\
\vdots & \cdots & \cdots & \cdots \\
\end{vmatrix} = \max_{n+1} - \max_{n}.
In this determinant, the last two columns are proportional except for the last row, for we have:

\[ \lambda_{m-1} x_{n-1} = \lambda_{m+k} x_{n+k} = \alpha x_{n+k-1}, \]

as may easily be verified from (1.8.1). Hence, (1.8.11) reduces to

\[ \Delta_n = \sum_{k=0}^{n} \frac{\lambda_{n+k}}{k!} x^k = \frac{\lambda_{n-1}}{n-1} x_n = \frac{\lambda_{n-1}}{n-1} x_{n-1} = x_n, \]

and we the minor \( \Delta_{n-1} \). Since not vanishing, we obtain

\[ \frac{\lambda_{n+k}}{k!} x^k = \frac{\lambda_{n-1}}{n-1} x_{n-1} = \frac{x^k}{k!}, \]

as was to be shown. The other may be treated similarly.

Theorem 8.5. For every \( n \), \( \Delta_n = \frac{1}{n!} \), this property determines \( \phi^a \) uniquely.

Proof. By (1.8.1), (1.8.2), and the preceding theorem, we have

\[ \Delta_n = \frac{\lambda_{n+k}}{k!} x^k = \frac{\lambda_{n-1}}{n-1} x_n = \alpha x_{n-1} = 0. \]

A direct check reveals that \( \Delta_0 = \frac{1}{0!} \) and \( \Delta_1 = \frac{1}{1!} \). It follows by induction that \( \Delta_n = \frac{1}{n!} \) for any \( n \). Conversely, if any sequence \( 1, x_1, x_2, \ldots \) has the property that \( \Delta_n = \frac{1}{n!} \) for each \( n \), then (1.8.11), without the asterisks, taken with the preceding theorem, shows that it must be the moment sequence of \( \phi^a \).
Finally, we give some numerical results, with brief indications of
the steps we obtained. They depend, of course, on the particular interval
of orthogonality $[a,b]$ with which we have been working. The earlier
theorems of this section, on the other hand, are equally valid after
suitable adjustments in the definitions for any finite interval.

THEOREM 4.4. The width in the $x_i$ direction of $S_{n}^{\theta}$ is $\sqrt{n}$.  

Proof. The leading coefficient of the normalized Chebyshev
polynomial of $n$-th degree, evaluated directly, turns out to be
$\frac{\sin \frac{\pi}{n}}{\sin \frac{\pi}{n}}$. However, (12.1), it is also equal to $\sqrt{n}$.

By (12.1) and (12.2), and the last theorem, we therefore have:

$$x_{i} = x_{0} = \frac{2\pi}{n}, \quad v_{n}^{i} = \sqrt{n}. $$

For $n$ even, a similar procedure establishes (12.11) for $n$ odd.

Theorem 5.1. The functions $\cos \theta_{i}$ satisfy

$$x_{i}^{p} = x_{0}^{p} = \frac{2\pi}{n^{p}}, \quad v_{n}^{i} = \sqrt{n^{p}}. $$

Proof. The first comes out by induction from (12.1).

The other follow from (12.11), (12.12), and (12.4).
CHAPTER VII

SYMMETRIES OF THE MOMENT SPACES

26. Reversal of the unit interval.

Any continuous, one-one transformation of the fundamental interval
\( [0,1] \) onto itself induces a corresponding one-one transformation of \( [0,1] \)
onto itself, which may be specified by the requirement that for every
continuous function \( f \):

\[
\int_0^1 f(t) \, d\phi'(t) = \int_0^1 f(t') \, d\phi(t)
\]

(primes denoting the transformed objects). This leads in turn to a one-one
transformation of the boundary of \( D^n \) onto itself (Theorem 20.1), which is
again continuous. However, for the transformation to be well-defined in the
interiors of the moment spaces, we must demand that for each \( n \) the first
\( n \) moments of \( \phi \) uniquely determine the first \( n \) moments of \( \phi' \). In
particular,

\[
\mu_{1}(\phi') = F(\mu_{1}(\phi)), \quad \text{all } \phi \in \mathcal{S}.
\]

Setting \( \phi(t) = I(t-t_i) \), we have \( \phi'(t) = I(t-t_i) \) and hence

\[ t'_i = F(t_i), \]

determining the function \( F \). Therefore, for any \( \phi \in \mathcal{S} \):

\[
\mu_1(\phi') = \int_0^1 \phi(t) \, d\phi'(t) = \int_0^1 \phi(t) \, d\phi - \int_0^1 t \, d\phi = \int_0^1 F(t) \, d\phi.
\]
But from (2.3) and (2.6) it follows that

$$\int_0^\infty F(t)\,d\phi(t) = \left[\int_0^1 t\,d\phi(t)\right]$$

for every $\phi$ in $L^1$.

and hence that $F$ is linear. We conclude that the only transformation of $[0,1]$ which produces a non-trivial symmetry of the full moment spaces is

$$t \rightarrow t' = 1 - t,$$

reversing the interval rigidly. We shall devote the rest of this section to properties of this transformation.

We have at once

$$\phi'(t) = 1 - \phi(1 - t - 0),$$

$$\phi'' = \phi,$$

the limit operation indicated by "$\to$" serving to preserve right-continuity (see (26.4)). By (26.1) and (26.4) we have

$$\phi'(\phi') = \int_0^\phi t\,d\phi = \sum_{h=0}^{\infty} (-1)^{h+1} h! \cdot \phi(h) = \lambda^1 \phi'(\phi).$$

Let

$$\phi = \phi(t)$$

stand for the "difference" matrix:

$$\phi_{ij} = (-1)^{i-j}, \quad \begin{cases} 1, & j = 0, 1, \ldots, n. \\ 0, & j > n. \end{cases}$$

Then we have shown:
THEOREM 26.1  The correspondence (26.4) transforms points of $\mathbb{D}^n$ according to

$$(26.6) \quad x' = -nx.$$

Since $x'' = x$, we see that $n^{-1}x = x'$. This could also be verified directly.

In the barycentric coordinates based on the simplex $S^n$ (see § 2),

$$(26.6) \text{ becomes:}$$

$$nk = n,n-k \quad k = 0, 1, \ldots, n.$$  

This follows directly from the defining formula (12.5) and the relation:

$$(26.7) \quad x_k' = x_{n-k},$$

which holds for any $x$ in $\mathbb{E}^{n+1}$. The vertices of $S^n$ are therefore interchanged as follows:

$$x(k) = x(n-k), \quad k = 0, 1, \ldots, n.$$  

The step-function having jumps of $t_1, \ldots, t_m$ at $t_1, \ldots, t_m$ respectively, goes into the step-function with jumps of $t_m', \ldots, t_1'$ at $1-t_m', \ldots, 1-t_1'$ respectively. If we recall that the "upper" faces of $\mathbb{D}^n$ are those associated with jumps at $t = 1$, we obtain at once from Theorem 11.6:

THEOREM 26.2  The correspondence (26.4) transforms the $a$-faces of $\mathbb{D}^n$ according to
\[ C_a^n = \overline{C}_a^n, \quad \overline{C}_a^n = \overline{C}_a^n, \quad \text{if } a \text{ is even,} \]

\[ C_a^{n'} = \overline{C}_a^n, \quad \overline{C}_a^n = \overline{C}_a^n, \quad \text{if } a \text{ is odd.} \]

As a corollary we have, for \( x \) in \( P^n \),

\[ x' = x', \quad \overline{x}' = \overline{x}, \quad \text{if } a \text{ is odd,} \]

\[ x' = x', \quad \overline{x}' = \overline{x}, \quad \text{if } n \text{ is even,} \]

since the lower and upper projections of \( x \) are distinct only when they are in \( C_{n-1}^n \).

In the polynomial space the induced transformation is

\[ P(t) \rightarrow P'(t) = P(1-t). \]

(Renormalization is not necessary, as the original normalization \((\text{6.2})\) was symmetric.) We therefore have

\[ y_i' = \frac{n}{h=1} (-1)^h \frac{1}{i} y_h \]

for \( y \) in \( P^n \). Let \( n^* \) stand for the transpose of \( n \). Then we have shown:

**Theorem 26.3** The correspondence \((2.4)\) transforms points of \( P^n \) according
\[ y' = c_n y. \]

**THEOREM 26.4** \( x' \) and \( y' \) are conjugate if and only if \( x \) and \( y \) are conjugate.

**Proof.** (26.6) and (26.3) give us:

\[ (26.9) \quad x' \cdot y' = c_n x' \cdot c_n y = x' \cdot y. \]

The result now follows, since the linear transformations (26.6) and (26.3) preserve convexity.

Turning to the Hankel determinants for \( x, x' \), in \( \mathbb{R}^n \), we find the following relationships:

**THEOREM 26.3** Under the transformation (26.4):

\[ \omega_{2k}' = \omega_{2k}, \quad \widetilde{z}_{2k}' = \widetilde{z}_{2k}, \]
\[ \omega_{2k+1}' = \omega_{2k+1}, \quad \widetilde{z}_{2k+1}' = \widetilde{z}_{2k+1}. \]

**Proof.** Let \( \tilde{A}_k \) denote the matrix corresponding to \( A_k \). By direct verification it follows from (26.6) and (26.7) that \( \tilde{A}_k \cdot \tilde{A}_k \). Hence \( \tilde{A}_k \cdot \tilde{A}_k \). In a similar manner the other statements of the theorem follow.

Theorem 16.1, already proved, can also be verified immediately from this theorem and Theorem 17.3.
The last theorem, in conjunction with the formulas of § 1.5, gives us the interesting result:

\[ x_1' - x_1 - x_2 - x_3. \]

That is, the symmetry preserves the \( x_\text{n} \)-width of \( \mathbb{R} \) at all points.

2. Moment space of symmetric distributions.

Let \( \mathcal{G}_\mathbb{R} \) stand for the set of \( \phi \) in \( \mathcal{G} \) with \( \phi = \psi' \), and let \( D_\mathbb{R}^n \) denote their \( n \)-th moment space. \( \mathcal{G}_\mathbb{R} \) therefore consists of those \( \phi \) in \( D_\mathbb{R}^n \) with \( \phi = \psi' \).

**Theorem 2.1** \( D_\mathbb{R}^n \) is convex, closed, bounded, and \( n/2 \)-dimensional.

**Proof.** (Compare Theorem 1.2.) We observe that \( D_\mathbb{R}^n \) is precisely the intersection of \( D^\mathbb{R} \) with the variety defined by the linear system of equations

\[ n_1 x_1 = x. \]

This can be solved for each odd moment in terms of the lower even moments:

\[ x_1 = 1/2, \]
\[ x_2 = (3/2) x_1 - 1/4, \]
\[ x_3 = (5/2) x_2 - (5/8) x_1 + 1/8, \text{ etc.}, \]

leaving exactly \( n - n/2 \) independent linear relations. \(^1\) Hence, since \( D_\mathbb{R}^n \)

---

\(^1\) Had we taken \(-1,1\) as the fundamental interval, the relations would have been simply \( x_1 = 0, \ x_2 = 1, 3, 5, \ldots \).
is a convex body in \( \mathbb{R}^n \), \( D^n_S \) is a convex set of dimension \( n/2 \); and

since \( D^n \) is closed and bounded, \( D^n_S \) is likewise.

In \( D^n_S \) the two-jump symmetric distribution functions:

\[
(2'.1) \quad \frac{1}{2} \left[ I(t-t_1) + I(t-t_1') \right]
\]

play a role similar to the role in \( D^n \) of the pure distribution functions

\( I(t-t_1) \). The moment points of (27.1):

\[
x_{(i)}(t_1) = \frac{1}{2} (x(t_1) + x(t_1')) \quad , \quad 0 \leq t_1 \leq \frac{1}{2}
\]

describe a curve in \( D^n_S \) which we may call \( C^n_S \).

**Theorem 27.2** The set of extreme points of \( D^n_S \), for \( n > 4 \), is precisely \( C^n_S \).

**Proof.** The proof does not differ essentially from that of Theorem 7.3.

In place of the hyperplane \( (7.3) \) one may use

\[
h(x) = 1 - 2t_1 t_1' + 2(t_1 t_1')^2 - 4(1 - t_1 t_1') x_2 + 2x_4 = 0,
\]

which has the property:

\[
h(x_3(t)) = 2(t_1 - t)^2(t_1' - t)^2
\]

corresponding to \( (7.4) \).

The combinatorial boundary structure of \( D^n_S \) is like that of \( D_{n/2} \).
for the two spaces are closely related. In fact, we have:

THEOREM 4.3 The spaces $D^n_0$ and $D^{n/2}$ are connected by a 1:1 linear transformation.

Proof. First we observe that a change of the fundamental interval results in a linear transformation of the moment spaces. In particular, if we go from $D^n$ to the moment space $D^n_{(i)}$ based on the interval $\Lambda = [-1, 1]$, then $D^n_0$ is mapped onto the moment space $D^n_{(i)}$ of distribution functions $\{\mu_i\}_{i=0}^{n}$ defined over 1 and symmetric with respect to $u_i = -1$. A one-one correspondence between these $\gamma_i$ and the functions $\phi$, $\varphi$ can be defined as follows:

$$
\gamma_i \rightarrow \phi : \int_0^1 f(t) \psi(t) dt = \int_{-1}^1 f(t^2) dt,
$$

$$
\phi \rightarrow \varphi : \int_{-1}^1 g(t) dt = \frac{1}{2} \int_{-1}^1 g(t^2) dt + \frac{1}{2} \int_{0}^1 g(-t) dt;
$$

the equalities to hold for all continuous functions $f$ and $g$ on $[0,1]$ and $\frac{1}{2}$, respectively. The moments of $\gamma_i$ are then given by

$$
\gamma_{2k}(\gamma_i) = \gamma_{2k}(\phi), \quad \gamma_{2k+1}(\gamma_i) = 0, \quad k = 0, 1, 2, \ldots .
$$

This describes the linear transformation from $D^n_{(i)}$ to $D^{n/2}$, and completes the proof.

In view of Theorem 4.3, the symmetric subset $D^n_0$ of $D^n$ characterised by $y = y'$ cannot be the dual of $D^n_0$. However, both sets have dimension
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[1.2] If required, $a$ convex body in the suitable $\mathbb{R}^n$-dimensional
subspaces of $\mathbb{R}^n$ and $[n]$, the two sets are then finite. Indeed, by
definition, $y \in \mathbb{R}^n$ is in the $m$-dimensional dual of $\mathbb{R}^n$ if and
only if
\begin{equation}
y = y' \quad \text{and} \quad x \cdot y \geq 0 \quad \text{all } x, \quad y \in \mathbb{R}^n.
\end{equation}

By the relation:
\[x \cdot y = \frac{(x+x')}{2} \cdot y, \quad \text{all } y = y', \quad x \in \mathbb{R}^n,
\]

which proceeds from (26.9), condition (27.2) is equivalent to the condition:
\[y = y' \quad \text{and} \quad x \cdot y \geq 0 \quad \text{all } x, \quad y \in \mathbb{R}^n.
\]

But this exactly defines $\mathbb{R}^n$.

28. Other symmetries.

If we set out to find a symmetry of only the boundary of $\mathbb{R}^n$, arising
originally from a symmetry of the unit interval, we are no longer forced to
make the transformation $t \rightarrow t'$ linear, as in 26; we have only to demand
continuity and the property $t^{n+1} = t$. (Symmetries of order higher than 2 are clearly
impossible.) Many non-trivial such symmetries exist having various properties
corresponding to the results of the last two sections. All of them, however,
reverse the unit interval:
\[0' = 1, \quad 1' = 0.
\]

Consequently Theorem 26.2, on the behavior of the $a$-faces of $\mathbb{R}^n$, applies
for them all.

--- We omit the simple argument for $\mathbb{R}^n$. ---
The combinatorial structure of the boundary of $B^N$ is perfectly symmetrical in each dimension, by (11.1). It is intuitively clear that other symmetries must exist which lead to all possible variants of Theorem 20.2. It is not especially interesting to attempt to define these directly for points in $B^N$; nor, as we have just indicated, is it possible to do so indirectly by starting in $O,1$. But there is one symmetry, at least, which can be defined in a simple fashion for functions in $\mathcal{X}$ and then extended to the moment spaces, producing a new version of Theorem 20.2.

Consider the transformation, for $\phi \in \mathcal{X}$:

\[(\phi', t) \rightarrow \phi : \quad \phi'(t) = \begin{cases} \inf \{ u \in \mathbb{R} : \phi(u) \leq t \} , & 0 \leq t < 1, \\ \phi(t) , & t < 0, \ t \geq 1. \end{cases} \]

Then $\phi'' = \phi$. Intuitively, $\phi'$ is the inverse of $\phi$ in $0,1$. The first moments of $\phi$ and $\phi'$ are related by

\[\mu_1(\phi') = 1 - \mu_1(\phi) , \quad \text{all } \phi \in \mathcal{X} .\]

as may be shown by integration by parts. Such relations do not exist for the higher moments. Hence the induced symmetry in $B^N$, $n \geq 2$, is well-defined only for the boundary.

The step-function

\[\phi(t) = \sum_{j=1}^{m} \delta_j(t-t_j) , \quad t < t_2 < \ldots < t_m , \]

is carried by (20.1) into the step-function with jumps of

\[t_1 , t_2-t_1 , t_3-t_2 , \ldots , t_m-t_{m-1} , 1-t_m .\]
located at
\[ 0, \gamma, \ldots, \gamma + \xi_1, \ldots, \gamma + \xi_n + \ldots + \gamma \xi_{m-1} \]
respectively — with the first and last jumps possibly vacuous. It is easy
to see that \( b'(\phi') = b'(\phi) \), and hence that \( a(x') = a(x) \). Moreover, \( \phi' \)
has a jump at \( t = 1 \) if and only if \( \phi \) does not. Therefore:

**Theorem 26.1** The correspondence (26.1) transforms the \( a \)-faces of \( B^n \)
according to

\[ \frac{\xi}{\gamma} = \frac{\xi'}{\gamma'}, \quad \frac{\xi}{\gamma} = \xi', \quad \gamma = 1, \ldots, n-1. \]

Another symmetry may be defined by the product of either order of
the transformations (26.5) and (26.1). The corresponding theorem would
involve the product of the transformations of Theorems 26.6 and 26.1.

The symmetry defined by (26.1) interchanges the roles of the "root"
simplex \( U^a \) and the "weight" simplex \( \mathbb{R}^m \) \( = \{ \mathbf{x} \in \mathbb{R}^m \mid a(x) \} \), which parametrize
the typical \( a \)-face of \( B^n \) (see the proof of Theorem 11.7). The points of \( U^a \)
correspond (before the transformation) to the maximal convex sets in the \( a \)-face
\( (a < m) \), while the points of \( \mathbb{R}^m \) correspond to sets in the \( a \)-face which
are not themselves convex and which contain no convex subsets other than points.
Our present symmetry therefore destroys all convex sets in the boundary of \( B^n \).
In contrast, transformations of \( (0,1) \), whether linear or not, always pre-
serve convexity when extended to the spaces \( \mathbb{R}^a \) and \( B^n \).
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