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ABSTRACT

Base recirculation data were obtained on a 5.47-percent-scale model of the Saturn I-Block II booster at trajectory Mach numbers of 1.16 and 1.63. The rocket nozzle flow was produced by use of the Cornell Aeronautical Laboratory short-duration combustor. The turbine exhaust gases were simulated by hydrogen. The test objectives were (1) to compare results obtained by the short-duration technique to those obtained by long-duration test methods and (2) to evaluate the operational advantages of the short-duration method as compared to other techniques. A comparison of model test to flight test data is also presented.
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NOMENCLATURE

A  Area, \text{ft}^2
a  Acoustic velocity, \text{ft/sec}
F  View factor of radiation heat transfer gage
h_c Film coefficient, \text{Btu/ft}^2\text{-sec\textdegree R}
k  Thermal conductivity, \text{Btu/ft\text{-sec\textdegree R}}
\ell Length
M  Mach number
O/F Oxidizer-to-fuel ratio
Pr Prandtl number
p  Pressure, \text{lb}_f/\text{in.}^2
q  Heat transfer rate, \text{Btu/ft}^2\text{-sec}
R  Gas constant, \text{ft-lb}_f/\text{lb}_m\text{-°R}
Re/\ell Reynolds number per unit length
S  Entropy
T  Temperature
TE Turbine exhaust
t  Time
w  Mass flow rate, \text{lb}_m/\text{sec}
\gamma Ratio of specific heats
\delta Thermal diffusivity, \text{ft}^2/\text{sec}
\epsilon Emissivity
\lambda Dummy integration variable (time units)
\[ \rho \quad \text{Density, lb}_m/ft^3 \]

\[ \sigma \quad \text{Stefan-Boltzmann constant } 0.1713 \times 10^{-8}, \]

\[ \text{Btu}/ft^2-hr-°R^4 \]

**SUBSCRIPTS**

- **b**: Base
- **c**: Combustor or combustion chamber
- **FS**: Flame shield
- **m**: Mass
- **w**: Wall
- **\( \infty \)**: Free stream
SECTION I
INTRODUCTION

Nearly all rocket-powered vehicles having sustained periods of powered flight have encountered the problem of base heating. While the techniques of using two or more engines on one booster stage and multiple nozzles on one combustion chamber have proved successful as a means of obtaining required thrust and shortening nozzle length, respectively, both have magnified the problem of base heating by the increased complexity of the base flow field. A survey of the main sources of base heating and a discussion of their characteristics are presented in Ref. 1.

Work in the field of base heating was started at the Rocket Test Facility with a series of tests in 1958, using small cold-flow nozzles (Ref. 2). Since that time many experiments have been conducted at the RTF and at other research laboratories to explore the physical laws governing base heating; however, base heating has not yet proved amenable to theoretical prediction. It is necessary, therefore, to obtain base heating data for each missile configuration by scale model testing at trajectory conditions.

This report presents the results of base heating tests conducted with a 5.47-percent-scale model of the Saturn I-Block II in Propulsion Engine Test Cell (T-1) at Mach number 1.16 at 26,600 ft, and at Mach number 1.63 at 38,000-, 40,000-, and 50,000-ft altitudes. The model utilized a short-duration combustor (single chamber with 8 nozzles) developed by the Cornell Aeronautical Laboratory (CAL) to provide the rocket gases (Ref. 3). Charge tubes were used for propellant storage and a fast-acting propellant valve gave rapid start and stop capability to the system. The basic objectives of this test were (1) to evaluate the short-duration technique as applied to base recirculation testing, (2) to compare results obtained with previous long-duration model data, and (3) to compare these data with Block II flight test data. Previous testing was conducted using water-cooled, long-burning (10 to 55 sec), liquid-propellant rockets (Refs. 4 and 5).

The advantages of this short-duration system are (1) single chamber (therefore, all engines have equal pressure), (2) no water cooling required, (3) one control system (for all nozzles)'as opposed to one control system per rocket, and (4) capability of many firings during a short time period. The disadvantages of the system are (1) precise timing required for sequencing all systems, (2) special high response instrumentation is required (Refs. 6, 7, and 8), and (3) the short test time may not be sufficient for the flow field to develop fully.
This report presents an evaluation of (1) base and flame shield pressure data and (2) base and flame shield heat transfer data obtained by the short-duration technique using a 5.47-percent-scale Saturn I-Block II model. These data are compared to previous model data and flight test data. Tunnel test conditions were Mach number 1.16, 26,600 ft and Mach number 1.63, 38,000 to 50,000 ft.

SECTION II
APPARATUS

2.1 TEST ARTICLE

A model of the Saturn I-Block II (SI-II) afterbody built to a linear scale of 5.47 percent was used as the test article. A comparison of model external shroud contour with the full-scale vehicle is shown in Fig. 1. Simulation of the aft shroud contours was provided from model station 0 forward to model station 14, equivalent to the aft-most 224 in. of the full-scale booster. The portion of the model forward of model station 14 was cylindrical in cross section. The model assembly consisted of the scale model afterbody, a propellant system, combustion chamber assembly, and a turbine exhaust simulation system.

The propellant system (Fig. 2) contained charge tubes, sonic flow-metering venturis, a fast-acting bipropellant automatic valve (autovalve), and a bipropellant injector. The propellants, gaseous oxygen (GO2) and gaseous ethylene (C2H4), were stored under high pressure in separate charge tubes, each 28 ft long, 1.5-in. ID, and 2.5-in. OD. The propellants were heated (to prevent condensation during expansion) with strip heaters, which were mounted on the outside charge-tube walls, and the charge tubes were insulated to retain heat.

The length of the charge tubes and the gas used determined the steady-state test time. After the propellant gas flows were initiated by the autovalve opening, the maximum steady-state test time was governed by the time for the expansion wave to travel from the autovalve to the forward end of the charge tubes and reflect back to the combustor. The expansion time is given in Ref. 9 as \( t = 2l/a \), where \( l \) is the charge-tube length and \( a \) is the acoustic velocity of the gas contained by the charge tube. With the 28-ft charge tubes, \( t = 45 \) msec for both oxygen and ethylene. The engine starting transient was approximately 15 msec, resulting in a steady-state test time of approximately 30 msec.

Propellant flow rates were controlled by sonic flow metering venturis (Fig. 3) located near the charge tube-autovalve junction. Flow coefficients
for both venturis were assumed to be 0.99. The venturi contours were established by criteria presented in Ref. 10, and the mass flow versus charge-tube pressure curves were supplied by CAL. Appendix I outlines the method by which the flow curves were determined.

The autovalve (Figs. 4 and 5) consists of two mechanically linked, pneumatically operated piston valves housed in a single body and was located between the charge tubes and the injector. The autovalve had externally mounted strip heaters to help maintain gas temperature. The autovalve opened in 15 msec; closing time was approximately the same.

The injector (Fig. 6) was located at the exit of the autovalve and introduced the gaseous fuel and oxidizer into the combustor. Since the propellants were already in a gaseous state, atomization was not required, and a simple direct-impinging spray pattern was used. Approximately 20 percent of the ethylene flow was injected through film cooling orifices in the combustor extension insert ring, which directed the flow onto the copper combustion chamber extension to reduce wall heating and erosion.

The model used a single brass combustion chamber with an eight exhaust nozzle configuration. Nominal combustor pressures were 500 and 600 psia. The O/F ratios were varied from 2.16 to 2.45. Ignition was accomplished by a single spark plug located in the combustion chamber wall.

The combustion gases were exhausted through eight, scaled, convergent-divergent, rocket nozzles (Fig. 7) constructed of steel and copper. The model engines were clustered with the four inboard engines fixed in a 3-deg outboard cant, and the four outboard engines were fixed at a 6-deg outboard cant from the model centerline. The arrangement was the same as that of the full-scale booster engines when in the null position.

The full-scale propellant pump turbine exhaust gases were simulated by hydrogen gas which was simultaneously discharged through 360-deg exhausterators (Figs. 8a and b) located circumferentially about each of the four outboard engines (Figs. 8c and d are schematics of the long-duration and flight exhausterators) and from overboard ducts for each of the four inboard engines (Fig. 9). The hydrogen gas was supplied from two manifolds (Fig. 2) having eight outlets; gas metering was accomplished with a 0.0625-in.-diam sonic orifice in each line. The 150-ft-long H2 supply manifold functioned the same as the propellant charge tubes, providing approximately 70 msec of steady flow.
The quantity of hydrogen gas flow was scaled to provide the heat content of the full-scale missile turbine exhaust gases (Appendix II).

The model external hardware consisted of the instrumented base plate and flame shield, outer engine shrouds with air scoops, base flow deflectors, and aerodynamic fins (Fig. 10). The steel base plate (Fig. 11) and flame shield (Fig. 12) were instrumented with iron-constantan (IC) thermocouples, reference pressure taps, short-duration base pressure gage taps, and heat gages.

2.2 INSTALLATION

The assembled model showing outer engine shrouds with air scoops, flow deflectors, fins, and turbine exhaust ducts is shown in Fig. 13. Testing was conducted in Propulsion Engine Test Cell (T-1), which is a continuous-flow, open-circuit, wind tunnel (Ref. 11). For Mach number 1.63 testing, the test cell was equipped with an axisymmetric, supersonic nozzle (37.5-in.-diam test section) with a centerbody contoured to conform to the stream surface in the flow field necessary to obtain Mach 1.63 (Figs. 13a and b and Ref. 12). Mach 1.16 testing was conducted with the centerbody installed in a perforated 42-in.-diam test section which had a cylindrical approach section and a minimum area throat where the perforated section and the cylindrical section meet (Figs. 13c and d). The model and centerbody are cantilever-mounted from a spider arrangement in the plenum chamber of the test cell and extend aft through the nozzle or cylindrical transonic approach section into the test section. The Mach 1.16 test section exhausted into a 72-in.-diam diffuser, whereas the Mach 1.63 test section expanded into a conical section, then into the 72-in.-diam diffuser.

All model instrumentation lines, electrical control lines, and propellant and turbine exhaust charge tubes were routed through the centerbody and out the support spider into the plenum chamber. All lines except the propellant charge tubes were routed out the plenum chamber through a pressure-tight porthole to the proper facility supply or recording system. The propellant charge tubes extended upstream into the inlet ducting.

2.3 INSTRUMENTATION

Model base heat transfer rates were obtained from thin-film-type resistance thermometers (Refs. 6 and 7). The thin-film resistance thermometer can be represented by a one-dimensional slab of finite thickness mounted on a dissimilar, semi-infinite material. The first
slab functions as a temperature sensor, and the semi-infinite body acts mechanically as a mount for the sensor and thermally as a heat sink. Reference 13 presents a solution of this problem for constant heat transfer to the exposed surface, and Ref. 14 presents a solution for the time dependent case. The gages utilized for these tests were dual-element units (Fig. 14); the front face is utilized to determine total heating rate, and the rear face is utilized to determine radiant heating. The two strips are at right angles to each other to minimize the shadowing of the rear face. The temperature sensing elements were strips of a platinum-alloy, approximately 4μ in. thick, which are deposited on quartz substrate (heat sink) by brushing on a platinum solution and firing the units in a furnace. A thin magnesium fluoride coating is painted over the gage element to provide both mechanical protection of the film and electrical insulation to preclude any possibility of short-circuiting of the film when immersed in an ionized medium. The resulting platinum strips are approximately 0.030 in. wide and 0.25 in. long. Silver tabs are deposited at the terminals of these film strips for lead wire attachment. The change in resistance (of the platinum film) with change in temperature was determined by calibrations furnished by CAL. During any given run the change in resistance is measured, and therefore the temperature of the film or front side of the semi-infinite slab is determined. Initially some of the heat gage outputs were put into an electronic passive differentiator, which converted the ΔT signal of the gage into an output proportional to q. This output was displayed on a dual-channel oscilloscope and photographically recorded (see Fig. 15 for a typical trace). During the latter portion of the test, the resistance change of all the thin-film gages was measured by making the gage one leg of a Wheatstone bridge and recording the output of that bridge by an analog-to-digital converter onto magnetic tape (see Fig. 16 for schematic of heat gage circuit). Playback of this tape on a computer gave a digital printout of temperature rise versus time. Heat transfer rates were calculated using a modified semi-infinite solid heat conduction equation (Ref. 15 and Appendix III).

Base pressure measurements were obtained from flush-mounted, shock-mounted self-generating piezoelectric differential transducers having lead-zirconium titanate crystals (Ref. 9 and Fig. 17). During an early portion of this test, short-duration base pressure outputs were put into an analog-to-frequency converter and recorded on magnetic tape. Playback of the tape on a computer gave a digital printout of pressure versus time. During the latter phase of the test, the millivolt outputs of these transducers were recorded on a photographically recording galvanometer-type oscillograph. Each transducer output was fed through high impedance field effect transistors and amplified for recording. Oscillograph galvanometers with frequency response of 600 and 1000 cps were utilized to record base pressure. The galvanometers served a primary purpose of
a data measuring device and a secondary purpose of a high frequency filter. The transistors and the oscillograph were calibrated simultaneously by putting a "step" pressure input at the base pressure orifice and recording each transducer output. Since the transducer/transistor combination does not have dc response, the calibrations were reduced at approximately the same time interval after initiation of the step pressure input as the data were taken after ignition of the combustor. Reference pressures for each base pressure location were measured by mercury manometers referenced to atmosphere. The ΔP obtained from the short-duration pressures was then added to or subtracted from the reference pressure to obtain the absolute base pressure. The short-duration transducers were shock-mounted. Locations of base pressure transducers are shown in Fig. 11b.

Combustor pressure, GO2 and C2H4 injector and venturi pressures, and turbine exhaust manifold pressures were measured by crystal-type transducers with charge amplifiers and recorded on a direct-printing, photographically recording, galvanometer-type oscillograph at a recorder speed of 64 in./sec. Charge-tube and system operating pressures were measured with strain-gage-type transducers and recorded on continuous-inking, null-balance potentiometers.

Charge-tube, turbine exhaust, and base plate temperatures were measured with Chromel®-Alumel® (CA) thermocouples and recorded by continuous-recording or intermittent-recording null-balance potentiometers. Tunnel and diffuser pressures were measured by mercury manometers and photographically recorded.

A summary of model and test cell instrumentation showing the accuracy of the measuring and recording systems is given in Table II.

Selected runs were photographically recorded by a high-speed, motion-picture camera operating at 5000 to 6000 frames/sec. The cameras were mounted at the test section camera port at the exit plane of the engine nozzles.

SECTION III
PROCEDURE

Prior to each test period, a new combustor spark plug was installed, and a spark check was made to ensure satisfactory operation during the ignition phase. All other pre-operational procedures were performed to ensure safe and reliable operation of all systems. Pre-fire sea-level calibrations were completed, the test cell pressure was reduced to
2.0 psia, and altitude calibrations were performed. After completion of all calibrations and preoperational procedures, tunnel flow was established.

The tunnel pressure settings were determined from the desired simulated altitude in the test section and from the pressure ratio corresponding to the desired Mach number. For the Mach 1.16 portion of the test, pitot-static probes were used to determine altitude and Mach number. For the Mach 1.63 portion of the test, the test section Mach number was determined from a pre-test total pressure survey; the pressure ratio corresponding to the calibration Mach number was used to determine tunnel operating conditions. Nozzle inlet temperature for all testing was maintained at 100 ± 3°F.

At a pre-selected time prior to initiation of airflow, the charge-tube and propellant valve heaters were turned on to allow the charge-tube gas temperatures and autovalve temperatures to stabilize at 250°F. During this period, propellant charge tubes were pressurized to the desired level. The desired pressure level was dictated by the desired mass flow rates of each gas.

After tunnel flow was established and stabilized and after charge-tube and propellant temperatures stabilized, each heat gage bridge was balanced so that its output was approximately 10 percent of the maximum output which could be recorded (this was done because the gages were extremely sensitive and slight changes in base temperature would cause the gage output to exceed that which could be recorded).

When all procedures and calibrations were completed, the firing was initiated. The sequence of events was as follows:

- **t-5 sec** Continuous, null-balance recorders - on; analog-to-digital recorder - on
- **t-2 sec** Oscillographs - on
- **t-0 sec** Fire switch - on, (fire switch initiates automatic sequencer and timers with the following chain of events) - Timer No. 1 starts
- **t-0 sec** High-speed cameras - on
- **t+2800 msec** Timer No. 1
  1. signals autovalve to open
  2. signals Timer No. 2 to begin (H2)
  3. signals Timer No. 3 to begin (closing valve)
Timer No. 2 signals H₂ turbine exhaust valve to open.

Propellant valve starts to open; opening of valve does the following:
(1) triggers a microswitch which is used as time correlation of data - activates a backup propellant valve closing system
(2) triggers a second microswitch which closes spark plug circuit and ignites the combustible gases in chamber

Autovalve fully open, start of steady-state operation
Propellant valve begins to close
Propellant valve closed; turbine exhaust valve closed
Start switch - off

See Fig. 18 for a typical trace of model sequence of operation and pressures.

All timers utilized for this sequencer were resistance-capacitor network timers and during this test were repeatable to ±5 msec.

SECTION IV
RESULTS AND DISCUSSION

The 5.47-percent-scale model of the Saturn I-Block II afterbody was tested (1) to evaluate the short-duration technique as applied to base recirculation testing, (2) to compare results obtained with previous long-duration model data, and (3) to compare these data with Block II flight test data. Testing was conducted at a simulated altitude of 26,600 ft at Mach number 1.16 and at simulated altitudes of 38,000 to 50,000 ft at Mach number 1.63.

Pressure distribution on the model base and the effects of varying chamber pressure on base pressure and flame shield pressure are discussed. The effects of varying chamber pressure and various O/F ratios on base and flame shield heat transfer are also presented.
4.1 BASE PRESSURE

Typical base pressure oscillograph traces for firings at Mach numbers 1.16 and 1.63 are presented in Fig. 18. Base pressure stabilized at the same time the chamber pressure stabilized (10 to 15 msec after initiation of the combustion event; this is as predicted in Ref. 16). At Mach number 1.16, the base pressures were steady for approximately 25 msec, at which time a tunnel flow disturbance occurred which invalidated further model base data. Testing was also conducted at Mach number 0.8; however tunnel flow stabilization time exceeded the operating time on the short-duration combustor, and, therefore, no valid base pressure or base heat transfer data were obtained at this test condition. The Mach 1.63 base pressure (Fig. 18b) were steady during the entire combustion event (after combustor pressure stabilized) with no tunnel flow disturbance evident. An exception to this occurred at 50,000 ft where a base pressure rise occurred after 25 msec of combustor operation; this disturbance was also observed on the tunnel wall at approximately the same time. Sufficient short-duration transducers were not available to define the cause of this flow disturbance; therefore, an analysis of this disturbance is not possible. It should be noted that the severity of this disturbance increased with increasing combustor pressure. The disturbance also increased in severity when H₂, simulating the turbine exhaust gas, was flowed. These effects of chamber pressure and turbine exhaust simulation indicate that afterburning may possibly be occurring downstream of the model base causing a back pressure or diffuser pressure rise sufficient to affect nozzle flow.

Typical hot flow base pressure distribution was as shown in Fig. 19. Repeatability of base pressure data for runs at similar operating conditions was well within the measuring accuracy (Table II). Since there was no apparent drastic pressure profile across the base, the arithmetic average of the individual base pressures will be utilized in discussions to follow.

4.1.1 Cold Flow Base Pressure

Average cold flow (engines off) base pressure ratios as a function of Mach number are presented in Fig. 20a. The trend of the base pressure data is one of decreasing base pressure ratio with increasing Mach number. These data are compared with data from Ref. 17, which were obtained at turbulent boundary layer conditions. Reference 17 also notes that, for a constant Mach number, base pressure ratio remains constant when the boundary layer is turbulent. Data presented in Fig. 20b (Mach number 1.63) indicate that the model boundary layer was turbulent since no change in $p_b/p_m$ is evident at altitudes from 38,000 ft.
to 50,000 ft. Two-dimensional data presented in Fig. 20a (from Ref. 18) indicate the same base pressure ratio trend as the model data but lower in value. Reference 19 presents cold flow axisymmetric base pressure data using Zumwalt's method; cold flow model data in Fig. 20a are in good agreement with these data.

The Mach 1.63 test section extended only one model diameter downstream of the model base; therefore, a test was conducted to determine if variations in the diffuser pressure affected base pressure, since undisturbed supersonic flow must exist to a sufficient distance downstream of the model base to allow the subsonic wake to fully close to keep pressure disturbances from feeding up this subsonic wake. This required distance is a function of model diameter and free-stream Mach number. The downstream diffuser pressure was raised almost 1.8 psi above test conditions utilized for Mach 1.63 testing before any pressure effect was noted on the model base. This type test could not be accomplished at Mach number 1.16 since the test section Mach number and altitude are a function of upstream and downstream pressure and pressure ratio. It should be noted that valid cold flow base pressures are not a necessity for true simulation of base conditions during hot flow since the model wake will be filled by the engine nozzle plume during rocket operation, and therefore, the downstream pressure disturbances will not affect base pressure.

### 4.1.2 Effects of Altitude and Combustor Pressure on Hot Flow Base Pressure

The effects of altitude are shown for chamber pressures of 500 and 600 psia in Fig. 21a; the effects of H₂ turbine exhaust simulation are also shown. At Mach number 1.63, base pressure ratio increased with increasing altitude. This increase in base pressure ratio was attributed to increasing exhaust plume diameter (Fig. 22), with increasing altitude resulting in increased mass rejection into the base (see Appendix IV for method of calculation of plume shape). Although the base pressure ratio increases, the absolute value of base pressure decreases. Theory (Ref. 18) indicates that base pressure ratio (with no base mass addition) is a function only of Mach number and stream total temperature to base temperature ratio and not a function of ambient pressure; therefore, the trend of increasing pressure ratio with increasing altitude is totally attributed to the effects of the rocket plume geometry change.

It would be expected that for a constant free-stream Mach number, the base pressure ratio \( \frac{p_b}{p_a} \) would be equal when the ratio of \( \frac{p_a}{p_C} \) was equal since plume size is a function of this ratio; however, this was not true. This is illustrated by the example outlined in Fig. 23 where for
\( \frac{p_a}{p_C} = 5.0 \times 10^{-3} \), \( \frac{p_b}{p_a} \) should be equal at 38,000 and 42,000 ft for \( p_c = 500 \) and 500 psia, respectively. The base pressure ratio for \( p_c = 500 \) psia (42,000 ft) was 0.695, whereas for \( p_c = 600 \) psia (38,000 ft) this ratio was 0.745. Since the base pressure ratios for the two chamber pressures at similar ambient-to-chamber pressure ratios are not similar, this suggests that the mass rejected into the flame shield region from impingement of the four inboard engines is exhausted into the base and has a significant effect on base pressure. The analysis of flame shield pressure is discussed in a later section.

The effect of turbine exhaust simulation on base pressure ratio was an increase in base pressure compared to runs where no H\(_2\) was flowed (Fig. 21a). The rise in pressure ratio was attributed to hydrogen burning in the base region in addition to the mass addition into the base. This pressure rise from hydrogen burning is confirmed by (1) the base heating was higher during the TE simulation than during runs without H\(_2\) and (2) several runs were made with an inert gas (Argon) through the turbine exhaust with no increase in base pressure.

Data obtained with a long-duration model (10- to 55-sec burn time) Saturn I-Block II (Refs. 4 and 5) are shown in Fig. 21 compared with short-duration data. The long-duration Mach number 1.16 data (26,600 ft) were obtained from Ref. 4 with an eight-engine model utilizing LO\(_2\)-RP-1 propellants (see Table I for model characteristics). The Mach number 1.63 (Ref. 5) data were obtained by the author using the same model and technique reported in Ref. 4. The long-duration model is identical in outside dimensions to the short-duration model. As shown in Fig. 21, the long-duration base pressure ratio data at a chamber pressure of 500 psia are significantly higher at all altitudes than the 500-psia short-duration data. Possible reasons for this disagreement are (1) differences in plume shape as a result of change in the isentropic exponent of the long- and short-duration combustion products, (2) difference in engine efficiency, (3) difference in nozzle wall temperature, and (4) unequal engine nozzle mass flow distribution.

The values of the isentropic exponent of the products of combustion (equilibrium flow) for the long- and short-duration model data are given in Table I as 1.25 and 1.15, respectively. The inviscid plume shape for a given value of \( \frac{p_a}{p_C} \) and given nozzle is a function of the isentropic exponent, as is the value of the nozzle exit gas properties such as pressure, density, and temperature. As shown in Fig. 22e, the inviscid plume diameter for \( \gamma = 1.25 \) is smaller than the plume diameter for \( \gamma = 1.15 \) (all other parameters constant). Therefore, the difference in plume shape is not the reason for the higher base pressure since the larger plume has a lower base pressure.
As shown in Table I, the c* efficiency of the long-duration engine was approximately 80 percent, whereas the c* efficiency of the short-duration engine was approaching 100 percent. The total weight flow rate of propellants was 17.84 lb_m/sec for the eight-engine long-duration model, whereas the total weight flow rate for the short-duration model was only 12.5 lb_m/sec. This difference in total propellant weight flow rate gives a corresponding difference in combustion chamber gas density and of exhaust gas density at the nozzle exit. Therefore, if the plume shapes for both techniques were similar, the mass of gas rejected would be greater for the long-duration test. Also, since the long-duration c* efficiency was low, the rejected partially burned propellants of the long-duration model could react with air in the base regions and burning could occur, with a resulting rise in base pressure. Of the two factors, density and burning, the latter is probably the more significant.

Different nozzle wall temperatures of the short- and long-duration models could have an effect on nozzle boundary layer, base heating, and base pressure. The effect on base heating has been investigated by CAL (Ref. 20) and a significant increase noted when the nozzles were heated. However, no base pressure data were obtained with the heated nozzle and base by CAL.

Data obtained from CAL indicate that individual nozzle exit static pressures are within ±5 percent of the average of the nozzle exit static pressures. Therefore, the differences are in nozzle flow distribution are probably not the reason for the base pressure difference.

4.1.3 Comparison of Model Data to Flight Test Data

Average base pressure data from flights SA-6 and SA-7, Saturn I-Block II vehicle obtained from Refs. 21 and 22 are presented in Fig. 21b. These data are an average of five base pressure measurements. The relative base location of these pressures is shown in Fig. 11b. Reference 22 indicates that the SA-7 flight trajectory resulted in slightly higher base pressures than had previous SI-Block II flights (SA-5 and SA-6). Therefore, the difference in the SA-6 and SA-7 data indicates a data spread which may be expected from similar flights. The approximate Mach numbers at which these data were obtained are shown over each data point. The trend of the base pressure data of the model and flight test data is in agreement, but the magnitude of the flight test data is higher. The long-duration model data were obtained at a chamber pressure of 500 psia because of rocket engine limitations. Had the long-duration data been obtained at combustion chamber pressure of 600 psia (as was the case with the flight vehicle) and the same percent rise exhibited as with the 500- and 600-psia short-duration data, agreement
would have been much better. Three calculated points are shown in Fig. 21, which assume a rise in base pressure proportional for the 500- and 600-psia long-duration technique and the 500- to 600-psia short-duration technique.

4.1.4 Flame Shield Pressure

Model and flight test flame shield pressure are presented in Fig. 24 (all flame shield pressure data were obtained from the pressure tap location most closely approximating the location of the tap on the flight vehicle). The short-duration model data exhibit a decrease in pressure with increasing altitude; the decrease being very slight from 38,000 to 50,000 ft. Both 500- and 600-psia pressures exhibit the same trend, with the pressure level of the 600-psia data being higher. The long-duration model data are similar in trend to the short-duration data but are higher in magnitude. The flame shield pressure data from flights SA-6 and SA-7 are also presented in Fig. 24. The measured flame shield pressure for the SA-7 test flight became constant at about 32,500 ft, whereas the SA-6 flame shield pressure continued to decrease with increasing altitude up to 48,000 ft, at which time the pressure became constant at approximately 2.7 psia. No reason for this difference in measured flame shield pressure of the two flights was given. The higher flame shield pressure of the SA-7 flight as compared to that of the SA-6 flight is consistent with the trend of the base pressure, SA-7 being higher than SA-6.

Since the gases rejected into the flame shield region are exhausted into the base region and the flame shield pressure is probably strongly influenced by the base region pressure, the flame shield pressure is presented as a ratio to the base pressure in Fig. 25. Once again the long-duration data are in good agreement with flight test data. The short-duration data are significantly lower than either long-duration or flight test data. The three differences which should be most significant are (1) the short-duration and flight test vehicle inboard engines are canted outboard 3 deg from missile centerline; the long-duration model was not canted, (2) the flight vehicle had 600-psia chamber pressure; the long-duration model had only 500, and (3) the isentropic exponent varied as shown in Table I. The differences between the long-duration test and flight vehicle test should be offsetting and not cumulative. The reasoning given for the lack of agreement of short-duration and long-duration base pressure data are applicable here also. In addition, since long-duration base pressures were higher than short-duration base pressures this would result in an effect on flame shield pressure.
4.2 BASE AND FLAME SHIELD HEATING

4.2.1 Short-Duration Base Heating

The total heat transfer distribution on the short-duration model base at chamber pressures of 500 and 600 psia is presented in Fig. 26. Symmetry is assumed about the lines which pass through the outboard engines and the model centerline; these dashed lines are shown in Fig. 26 at 45, 135, 225, and 315 deg. The base is also divided into two basic regions, the inner and the outer regions. The outer region is that base region outside of a circle which passes through the centerline of the outboard engines; the inner region is the region inside this circle with the exception of the area under the flame shield. The location of each calorimeter is shown in Fig. 11c.

Heating on the base was not symmetrical with this model. In both the inner and outer base regions (Fig. 26), the maximum heating occurred in the 135- to 225-deg quadrant of the base. Heating distribution was similar for both the 500- and 600-psia chamber pressure runs, with the higher heating rates occurring during the higher chamber pressure runs. The effects of the H$_2$ turbine exhaust simulation are more evident with the 600-psia data; the increase in base heating, when compared to no turbine exhaust simulation, is much higher than with the 500-psia tests. The general shape of the heating distribution did not change with the turbine exhaust simulation; however, the heating in the inner region was slightly higher than in the outer region. As previously mentioned, the base pressure increased (for both 500- and 600-psia tests) when H$_2$ turbine exhaust simulation was utilized. Since it has previously been assumed that the rise in base pressure during tests conducted with H$_2$ TE simulation as opposed to tests without H$_2$ was attributed to the burning of the H$_2$ gas in the base, a higher rise in base heating for the H$_2$ tests would have been anticipated at 500-psia chamber pressure.

Several tests were run with varying oxidizer-to-fuel ratios. No discernible difference in base heating was evident over an O/F range from 2.16 to 2.44.

Although there was a systematic variation of heating with location as defined by the local heat transfer data, the radiation heating was constant over the base. At Mach number 1.16, the average radiation heating was 1.2 Btu/ft$^2$-sec for the 500- and 600-psia chamber pressure data. At Mach number 1.63 the average radiation was 0.75 Btu/ft$^2$-sec, over the range of altitude and chamber pressure investigated. Hydrogen turbine exhaust simulation had no measurable effect on base radiation heating.
4.2.2 Comparison of Short-Duration to Long-Duration Base Heating

Total heat transfer rates measured on the base of a long-duration Saturn I-Block II model (Refs. 4 and 5) are presented in Fig. 27. However, before a comparison of the heat transfer data of the long-duration to the short-duration data can be made, some discussion of the method of data acquisition is necessary. The heat transfer gage characteristics and method of data reduction for the short-duration data have previously been discussed. Long-duration heat transfer data were obtained by the use of copper slug calorimeters and reduced using the expression

$$\dot{q} = \frac{c_p m}{A} \frac{dT}{dt}$$

No correction was made for radiation or conduction losses. In general, the slug temperature was low enough (200 to 300°F) such that radiation was less than 0.2 Btu/ft²·sec, and the slug installation was designed to hold the conduction losses to a minimum. Data for turbine exhaust simulation and no turbine exhaust simulation were obtained during each test firing by initiating H₂ flow after several seconds of steady-state engine operation. A typical temperature/heat transfer rate time history is shown in Fig. 28. The heat rate indicated by A (in Fig. 28) was defined as the "engines only" heating, whereas the heating indicated by C minus B was defined as heat rate from hydrogen burning, and A + (C - B) was defined as total heating (Ref. 4). For short-duration testing, separate tests were run to obtain turbine exhaust and no turbine exhaust simulation data. This was necessitated by the fact that the 40-msec test time was not sufficient to conduct the test in the same manner as the long-duration. When turbine exhaust flow was simulated (during short-duration testing), the H₂ flow was initiated prior to combustor ignition, which allowed H₂ to flow into the base prior to ignition. Had both tests been conducted in the same manner to determine effects of turbine exhaust, this variable of test method could be eliminated, and therefore correlation of data would be more meaningful.

4.2.3 Comparison of Model Data to Flight Test Base Heating Data

Flight test heat transfer data obtained from Refs. 21 and 22 are presented in Fig. 27. Location of the gages are shown in Fig. 11c. As was the case with the comparison of the two model techniques, the type gage used on the flight vehicle, the method of data reduction, and the difference between tunnel model testing and flight testing must be investigated before any conclusion can be made as to data correlation.

First, one must consider that the flight test data presented in Fig. 27 were obtained at an altitude of 38,000 ft, after approximately 68.5 sec of
powered flight. A typical temperature and heat transfer time history for a flight test gage is presented in Fig. 29. The data presented in Fig. 27 were obtained using a slug-type calorimeter; one data point was obtained from an asymptotic-type gage whose millivolt output is proportional to heat input. The asymptotic gage data were reduced by use of a pre-flight laboratory-radiation calibration such as that mentioned in Ref. 23. The slug heat transfer rates (total and radiation) were reduced by use of the "in-flight calibration" method as outlined in Ref. 24. This "in-flight" method is basically a heat balance performed after main engine cutoff:

\[ \dot{q}_{\text{in}} = \dot{q}_{\text{stored}} + \dot{q}_{\text{out}} = \dot{q}_{\text{conduction}} + \dot{q}_{\text{radiation}} \]

The \( \dot{q}_{\text{stored}} \) term is readily calculated from

\[ \dot{q}_{\text{stored}} = \rho C_p \ell \frac{dT}{dt} \]

The radiation loss is evaluated as

\[ \dot{q}_{\text{radiation}} = \epsilon \sigma F T_w^4. \quad (\epsilon \text{ and } F \text{ assumed } = 1.0) \]

The conduction loss term is evaluated at booster engine cutoff by assuming \( \dot{q}_{\text{in}} \) equal to zero and solving the heat balance equation. The conduction loss is said to be \( K(T_W - T_{\text{initial}}) \) where \( K \) is the loss coefficient.

This method leads to several possible sources of error which must be evaluated prior to comparison to model data. Several of these errors are (1) assumption that the form factor \( (F) \) and emissivity \( (\epsilon) \) are equal to 1.0, (2) effect of difference of reradiation with gage location, and (3) effect of rocket exhaust contamination on measurement of base heat transfer.

If the emissivity and form factor are both assumed equal to 1, any actual value of the two less than 1 will result in excessive estimated values of radiation loss and consequently a lower value for the loss coefficient. Also, conduction losses at engine cutoff will be different from those encountered during the boosted phase since a good portion of the base will be heat soaked by the time engine cutoff occurs. During any given test, the field of view for any given calorimeter may vary as the plume shape increases with increasing altitude. Some gages, such as the flame shield gages and gages located between nozzles, may have no reradiation during the latter portion of the test as the only area these gages see is that of the rocket plume and therefore cannot radiate to this area. The third error, which has just recently been investigated, considers the effect on base heating measurements of rocket exhaust contaminants (Ref. 25). The results of this investigation indicate that
rocket exhaust contaminants deposited on the calorimeter tend to give measured heating rates less than actual. Since this contaminant thickness probably increases with test time, the error will also increase. Contaminants are probably not a problem with the radiation gages if the gaseous nitrogen which is used to purge the gage window of deposits is effective. Although this contaminant deposit is common to all the bases and therefore the results as measured are indicative of the base heating, an analysis of the contaminants must be made prior to comparison to model data.

Examination of the flight test and model data presented in Fig. 27 reveals two significant facts (1) the general level of total heat transfer rate of the model data and the flight data are comparable, whereas there is a marked difference in the measured radiation heat transfer rates for the model and the flight data, and (2) the fact that similarly located gages of the flight test data indicated a marked difference between flights SA-6 and SA-7. Flight data (Refs. 21 and 22) indicate that the primary source of base heating is the radiation of the plumes and that there is convective cooling on the base since the measured total heat transfer rate is less than the measured radiation heat rate. Short-duration model data, on the other hand, indicate that convective heating is the primary source of base heating and that the radiation heating is from 5 to 20 percent of the total. The difference in the base heat transfer data of the two test flights is possibly indicative of the band of data scatter which can be expected.

4.2.4 Flame Shield Heat Transfer

The average heating rates for the long- and short-duration model tests and the flight test flame shield calorimeters are presented in Fig. 30. The total heat transfer data are presented as a function of calorimeter location from the center of the flame shield. When analyzing these data, the differences previously discussed concerning instrumentation, model characteristics, and test technique must still be considered.

All data presented show the trend of decreasing heating with increasing distance from the center of the flame shield. Although the trends of the data are similar, the heating rates for similar test conditions for the different test techniques are not consistent. Good agreement exists between long- and short-duration data at Mach number 1.63 at 38,000 ft, whereas there is a big difference in the data obtained at Mach number 1.16 at 26,600 ft. This disagreement of the data can be better understood by examination of flame shield pressure data (Figs. 24 and 25 and Table I). Based on the measured radiation heating (0.75 Btu/ft$^2$-sec) of the short-duration model at $M = 1.63$, it is
assumed that the heating is primarily convection and not radiation. Since convective heat transfer is basically

$$\dot{q} = h_c (T_g - T_w)$$

the factors which affect these three variables must be examined. The gas temperature or chamber temperature is given in Table I where \( T_{chamber} \) (long-duration) is only 62 percent of \( T_{chamber} \) (short-duration). Initial wall temperature was 70 to 100°F for both tests. The gas film coefficient is a function of several factors which can be quantitatively analyzed and compared. For a flat plate, the film coefficient is

$$h_c = \frac{l}{k} c (Re)^a (Pr)^b$$

where

- \( l \) = length
- \( k \) = thermal conductivity of gas
- \( a, b, c \) = constants (value of these determined by type of flow and velocity of flow)
- \( Re \) = Reynolds number = \( \frac{\rho V l}{\mu} \)
- \( Pr \) = Prandtl number

It is assumed that, for comparison of the flame shield data, all of the above can be assumed constant except Reynolds number which will vary with velocity and density. The velocity of the gas will vary with the ratio of the flame shield pressure to the base pressure, a high ratio corresponding to high velocity. The gas density will vary with composition, temperature, and pressure. The pressure ratios \( \left( \frac{p_{fs}}{p_b} \right) \) at 26,600 ft for both the long- and short-duration models are equal; therefore, the density and Reynolds number, will vary inversely as the square root of the temperature only, which will result in a lower \( Re \) for the short-duration flame shield. The higher heat transfer is therefore attributed to the greater \( (T_g - T_w) \) term of the short-duration model. At 38,000 ft, Mach number 1.63, the flame-shield gas density of the short-duration model is much lower than for the long-duration model because of the lower flame shield pressure and higher temperature; the pressure ratio \( \left( \frac{p_{fs}}{p_b} \right) \) is much lower than for the long-duration model, resulting in lower velocity potential for the short-duration model and the gas temperature of the short-duration model is higher. The first two items would predict lower values of \( \dot{q} \) for the short-duration model, whereas the latter would predict a higher value; the results are almost equal values of \( \dot{q} \) for both test techniques. The \( P_C = 600 \text{ psia} \) short-duration heat transfer values are presented for reference.
The flight test data points obtained at 26,600 and 38,000 ft are presented in Fig. 30. The flight gage located at $x/l = 0.275$ is a total heat transfer gage, whereas the other gage is a radiation gage. As was the case with base heat transfer comparisons, the different techniques utilized to acquire the model and flight test data must be thoroughly studied prior to comparison of the flame shield heat transfer data.

Although the short-duration heat transfer and the flight test data were acquired in the same manner as discussed previously, the long-duration data were obtained in a slightly different manner. The raw temperature-time data were reduced by

$$\dot{q} = \frac{mc_p}{A} \frac{dT}{dt}$$

and this $\dot{q}$ value plotted versus the average temperature for that $\dot{q}$ value. This $\dot{q}/T$ curve was then extrapolated linearly to the temperature of the calorimeter prior to the firing.

No attempt is made to correlate the model data to the flight data because of the many differences discussed.

4.3 EVALUATION OF THE SHORT-DURATION BASE HEATING TECHNIQUE

During this series of tests, the short-duration base heating technique was evaluated. The results of this evaluation are:

1. The test duration (=45 msec) is sufficiently long for base pressure adjustment due to the pressure disturbance caused by ignition and burning of the rocket engines. However, base and flame shield pressures obtained during these tests were significantly lower than comparable long-duration model or flight test data.

2. The test duration is sufficiently long for the $\text{H}_2$ gas (used to simulate the turbine exhaust gas) to flow into the base region and ignite.

3. The base total heat transfer rates obtained using the short-duration test technique are in agreement with comparable long-duration and flight test data. It is not known, however, if temperature equilibrium is reached in the base flow region.

Although the absolute values of the base pressure data are lower than flight test data, a relative evaluation of various model configurations (turbine exhaust, flow deflectors, scoops, etc.) can easily be obtained by the short-duration technique.
SECTION V
SUMMARY OF RESULTS

A short-duration (45 msec) and a long-duration (10 to 15 sec) 5.47-percent-scale model of the Saturn I-Block II were tested at Mach numbers 1.16 and 1.63 and at altitudes from 26,600 to 50,000 ft. The results of these tests, concerning base pressure and base heating, and an evaluation of the short-duration technique are summarized as follows:

1. The short-duration model base pressure and flame shield pressure were significantly lower than corresponding long-duration model data.

2. At test conditions simulating flight trajectory conditions, the short-duration model base pressure and flame shield pressure were significantly lower than flight test data.

3. Short-duration model test data indicate that the primary source of base heating is convection, whereas flight test data indicate the primary source of heating is radiation.

4. The short-duration technique for base heat testing is an effective tool for a relative evaluation of various model configurations even though the model base pressure data are not in agreement with flight test data.
APPENDIX I
SUMMARY OF NON-STEADY FLOW EQUATIONS FOR A SONIC VENTURI

For the one-dimensional, non-steady flows of an ideal gas in a constant area duct, the continuity equation is

\[ \frac{1}{\rho} \frac{\partial \rho}{\partial t} + \frac{u}{\rho} \frac{\partial \rho}{\partial x} + \frac{\partial u}{\partial x} = 0 \]  

(1)

\( u \) = velocity in x direction

and the dynamical equation of motion (Newton's second law) is

\[ \frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = \frac{1}{\rho} \frac{\partial p}{\partial x} \]  

(2)

for a nonviscous fluid. From the definition of the local speed of sound and the first law of thermodynamics for an isentropic process,

\[ 2 \frac{d a}{a} = \frac{dT}{T} \]  

(3)

\[ \frac{2}{(\gamma - 1)} \frac{d a}{a} = \frac{dp}{p} \]  

(4)

\[ \frac{2\gamma}{(\gamma - 1)} \frac{d a}{a} = \frac{dp}{p} \]  

(5)

Substitution of Eqs. (3), (4), and (5) into Eqs. (1) and (2) will give

\[ \frac{d}{dt} \left( \frac{2}{\gamma - 1} a + u \right) = 0 \]  

(6)

In the Saturn I-Block II flow system, actuation of the automatic valve initiates the propagation of a centered, non-steady expansion wave which proceeds upstream in each of the charge tubes (see Fig. I-1). It follows from Eq. (6) then, that across the expansion,

\[ \frac{a_1}{a_2} = 1 + \frac{\gamma - 1}{2} M_e = \left( \frac{T_1}{T_2} \right)^{\frac{1}{2}} = \left( \frac{p_1}{p_2} \right)^{\frac{\gamma - 1}{2\gamma}} \]  

(7)

\[ \text{Expansion Waves} \]

\[ \text{Region (1) (Undisturbed Charge Gas)} \]

\[ \text{Region (2) (Post-Expansion)} \]

\[ \text{Region (*) (Sonic Venturi Throat)} \]

\[ \text{Automatic Valve} \]

\[ \text{To Injector} \]

Fig. I-1 Typical Flow Regimes in Charge Tube
For one-dimensional steady flow through a venturi throat, the mass flow rate is given by

$$\dot{\omega}^* = \rho^* A^* \sqrt{\frac{\gamma g}{RT_{t_2} Z^*_t}}$$  \hspace{1cm} (8)

If the flow is isentropic, then $p_{t_2}^* = p_{t_2}$, $T_{t_2}^* = T_{t_2}$, and Eq. (8) can be transformed into a standard form,

$$\dot{\omega}^* = \sqrt{\frac{\gamma g}{RT_{t_2} Z^*_t}} A^* D^* C_D p_{t_2}$$  \hspace{1cm} (9)

where:

$$D^* = \left(\frac{2}{y+1}\right)^{\frac{y+1}{2(y-1)}}$$

at $M = 1.0$

$Z_{t_2}$ = compressibility factor determined by $p_{t_2}$.

$T_{t_2}$ \[ \{(\ldots)\}_t = \text{total or stagnation conditions} \]

$C_D$ = venturi discharge coefficient

$R$ = gas constant

It should be noted at this point that throughout the development of the equations, an equation of state of the form

$$p = \rho ZRT$$  \hspace{1cm} (10)

where $Z$ = compressibility factor

has been assumed. In general, as $Z = Z(p, T)$, development of any flow equation in closed form becomes quite unwieldy. Hence, an investigation of the variation of $Z$ during an isentropic expansion for the present range of interest was carried out for both ethylene and oxygen. This investigation showed $Z$ to be very nearly constant but not necessarily equal to unity. In the equations then, the ratio of the compressibility factors for any two stations in the flow is taken to be 1.0, but the appearance of an individual compressibility factor required the insertion of a specific value (as in Eq. (9)). For convenience, this value is taken to be the value of $Z$ determined from charge conditions. The flow equations may thus be developed in a routine fashion since Eq. (10) may be considered as the equation of state for a "modified ideal gas." Equation (9) can be rewritten as

$$\dot{\omega} = \sqrt{\frac{\gamma g}{RZ_{CT}}} \sqrt{\left(\frac{1}{T_{CT}}\right)\left(\frac{T_{CT}}{T_{t_2}}\right)^{A_C T}} A_C T \left(\frac{A^*}{A_{CT}}\right) p_{CT} \left(\frac{p_{t_2}}{p_{CT}}\right) D^* C_D$$  \hspace{1cm} (11)
Combining Eq. (7) and the standard isentropic relations for steady flow with Eq. (11) gives:

\[
\dot{w} = \frac{A_{CT} P_{CT} C_D}{\sqrt{yRT_{CT} Z_{CT}}} \left[ \frac{\gamma M_2^{\gamma+1}}{(1 + \frac{y-1}{2} M_2^{y-1})} \right]
\]  

(12)

Consideration of thermal imperfections has been carried out through the examination of Eq. (10). Consideration of caloric imperfections requires that the real gas value of the isentropic exponent be examined. From the first law of thermodynamics, for an isentropic process,

\[
du = -p dv
\]  

(13)

where \( u \) = internal energy

\( v \) = volume

The definition of enthalpy and Eq. (13) give

\[
dh = \rho dp
\]  

(14)

or

\[
\frac{\partial h}{\partial u} \bigg|_s = \frac{\rho}{v} \frac{\partial p}{\partial p} \bigg|_s = \frac{\partial \ln \rho}{\partial \ln p} \bigg|_s
\]  

(15)

By definition,

\[
\frac{\partial p}{\partial p} \bigg|_s = a^2
\]

An effective isentropic exponent, \( \gamma_e \), is defined from the relation,

\[
a^2 = \frac{\gamma_e p}{\rho}
\]  

(16)

and from Eq. (15),

\[
\gamma_e = \frac{\partial \ln \rho}{\partial \ln p} \bigg|_s
\]  

(17)

Thus, \( \gamma_e \) may be determined from Mollier diagram data and is given by the local slope of \( \ln p \) versus \( \ln \rho \) along an isentrope, starting from charge conditions. Computation of Eq. (17) for the present region of interest showed straight line variations and hence constant values for the real gas isentropic exponent (although not necessarily the perfect gas value). The \( \gamma_e \) determined by these procedures may then be used directly in the perfect gas relationships developed earlier.

This "Summary of Non-steady Flow Equations for a Sonic Venturi" was furnished by CAL.
Gaseous hydrogen was used to simulate the combustible turbine exhaust gases of the full-scale missile. Hydrogen was selected because of its wide flammability limits (9- to 74-percent hydrogen to air, by volume, Ref. 26) and was discharged at a rate which simulated the heat content of the full-scale missile turbine exhaust. Full-scale engine parameters are as follows:

- Mass flow rate of turbine exhaust, \( \text{lb} \text{m/sec/eng} \)\( = 18.6 \)
- Heat of combustion in air available, \( \text{Btu/lb m} \)\( = 13,500 \)
- Temperature of exhaust products, °F\( = 800 \)
- \( \gamma \) of turbine exhaust products\( = 1.13 \)

Taking the lower heating value of gaseous hydrogen as 51,600 Btu/lb m, the model turbine exhaust flow rate,

\[
\dot{m} = 18.6 \text{ lb m/sec/eng} \times \frac{13,500 \text{ Btu/lb m}}{51,600 \text{ Btu/lb m}} \times (0.0547)^2 = 0.0145 \text{ lb m/sec/eng}
\]

Turbine exhaust gas momentum and temperature were not simulated.
APPENDIX III
METHODS OF CALCULATION

The general methods and equations used to compute the parameters presented in this report are given below:

Heat Transfer Rate

\[
\dot{Q}(t)_{gage} = \left[1 + 0.00033 \Delta T(t)\right] \sqrt{\frac{\pi \rho \ c_p \ k}{\kappa t}} \left\{ \Delta T(t) + \frac{1}{\pi} \int_{-\lambda}^{\lambda} \left( \sqrt{\lambda} - \sqrt{\lambda - \lambda^2} \right) d\lambda \right\}
\]

where

\[
\Delta T(t) = \left[1 - \sqrt{\frac{1 - 5.18 \times 10^{-6} \Delta T_{meas}}{2.59 \times 10^{-6}}} \right]
\]

The equation for \(\Delta T(t)\) is an empirical correction to account for the nonlinearity of the sensor resistance with temperature.

0.00033 \(\Delta T(t)\) is an empirical correction to match this solution to an exact solution by CAL of the classical nonlinear heat conduction equation with substrate properties given as individual functions of temperature, using numerical techniques and a digital computer. \(\lambda\) is a dummy integration variable with units of time, and the integral is a correction for nonconstant heating rate. The physical properties indicated are those of the substrate evaluated at the engine-off base heat shield temperature. The limiting conditions on the given equation are:

1. Negligible gage Joule heating
2. One-dimensional heat conduction
3. Substrate thickness infinite compared to that of the sensor
4. Thermal conductivity of the sensor is much greater than that of the substrate
5. Test time much greater than sensor characteristic time, \(t^2/\alpha\)
6. Gage temperature increasing with time

These conditions were satisfied during this test program.

To obtain actual heating rate values from the measured gage heating rates, the following constants were determined by known-heat-source radiation calibrations and furnished by Chrysler Corporation Space Division (Ref. 27):

\[
Q_{rear\ face\ gage} = 0.32 \ Q_{radiation}
\]
\[ Q_{\text{convection}} = Q_{\text{face gage}} - 0.43 \, Q_{\text{radiation}} \]

\[ Q_{\text{total}} = Q_{\text{radiation}} + Q_{\text{convection}} \]

**Mach Number**

For Mach number 1.63 testing, the Mach number was determined from a previous supersonic nozzle (total pressure survey) calibration.

For Mach number 1.18 testing, the Mach number was determined from:

\[ M = \sqrt{\frac{5}{4} \left[ \left( \frac{P_T}{P_{\infty}} \right)^{\frac{3}{2}} - 1 \right]} \]
APPENDIX IV
DETERMINATION OF JET BOUNDARIES

The actual shape of the engine exhaust jet was determined by using the method of characteristics based on nozzle half angle, exit Mach number, γ, and the ratio $p_b/p_c$ to define the inviscid jet boundary and then applying a viscous correction to this boundary. The viscous correction was accomplished by calculating a mixing layer thickness and superimposing this thickness on the inviscid jet boundary. Since the mixing layer is affected by the boundary layer at the nozzle exit, a calculation of the nozzle exit boundary layer thickness was necessary.

An approximate boundary layer thickness at the nozzle exit was calculated by using the empirical equation,

$$\delta^* = \frac{0.010 (X_{ne})^{0.86} (M_{ne})^{1.25}}{(Re_{ne})^{0.14}}$$

where

- $\delta^*$ = Displacement thickness, ft
- $M_{ne}$ = Mach number at nozzle exit
- $Re_{ne}$ = Reynolds number at nozzle exit
- $X_{ne}$ = Distance from the throat to the nozzle exit, ft

Using the tables set up by Tucker (Ref. 28), an approximate nozzle exit boundary layer thickness ($\delta$) of 0.033 in. was obtained, which was considered small enough to ignore as a major influence on mixing layer thickness.

The mixing layer thickness was calculated by referring to the works of Tollmien (Ref. 29), Korst and Tripp (Ref. 30), and Vasiliu (Ref. 31). Tollmien established the incompressible value for spreading rate of a uniform stream mixing with a surrounding ambient gas to be $db/dx_{inc} = 0.255$. A value for $db/dx_{comp}$ was obtained by using the relation for the similarity parameter, $\sigma$, proposed by Korst and Tripp in Ref. 30:

$$\sigma_{comp} = \sigma_{inc} + 2.758M$$

where

- $\sigma_{inc} = 12$
- $M$ = Mach number at the initiation of mixing
Because \( \sigma \), by definition, is inversely proportional to the spreading rate, the following equation was used:

\[
\frac{db}{dx_{\text{comp}}} = \frac{\sigma_{\text{inc}}}{\sigma_{\text{comp}}} \cdot \frac{db}{dx_{\text{inc}}}
\]

giving a value for \( \frac{db}{dx_{\text{comp}}} = 0.148 \). Using the Mach 3.0 value for \( \frac{\sigma_{\text{inc}}}{\sigma_{\text{comp}}} \) proposed by Vasiliu in Ref. 31, a \( \frac{db}{dx_{\text{comp}}} = 0.077 \) was obtained. The value of 0.148 was used because the results predicted, using this value for spreading rate, agreed with the experimental data observed.

Using a spreading rate of 0.148 and introducing \( s_{\text{ds}} \) arc length along the inviscid boundary, the mixing layer thickness was calculated with the equation

\[
b = 0.148
\]

where

- \( b = \text{Mixing layer thickness} \)
- \( s = \text{Arc length} \)

The resulting values for \( b \) were superimposed perpendicular to the inviscid jet boundary and located by an arbitrary fraction, \( \theta \), where the \( \theta \) part of \( b \) was outside the inviscid jet (Fig. 24a). This was based on the premise that the spreading would propagate to both sides of the inviscid boundary. In the case of jets with equal temperatures and pressures, a \( \theta \) of 0.5 is used. Work done by Korst and associates (Ref. 30) indicates that a temperature and pressure unbalance will shift the midpoint of the velocity profile toward the low energy side, resulting in a \( \theta \) of approximately 0.6 to 0.7. An arbitrary value of 0.6 was used for \( \theta \) in this case to give a conservative estimate of jet intersection.
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5. Data obtained by the author on a 5.47-percent-scale model of the Saturn I-Block II at Mach Number 1.63. The technique and model are the same as reported in Ref. 4.


a. Full-Scale Booster Afterbody

Fig. 1 Comparison of Model with Full-Scale SI-Block II Booster Afterbody
b. 5.47-Percent Scale Model Afterbody

Fig. 1 Concluded
Fig. 2 Schematic of Short-Duration Propellant System
Fig. 3 Charge Tube Venturis
1. All Dimensions in Inches
2. Material, Brass

Ethylene Venturi

Oxygen Venturi

b. Schematic
Fig. 3 Concluded
a. Photograph

Fig. 4 Autovalve
b. Installation Photograph
Fig. 4 Concluded
a. Open Position

Note: Valve is symmetrical about centerline; only one-half of valve is shown.

b. Closed Position

Fig. 5 Autovalve Schematic
Combustor Extension Insert with Film Cooling Orifices

Injector and Injector Housing

Combustor Extension

Assembly Bolts

Fig. 6 Propellant Injector
b. Assembly

Fig. 6 Concluded
Fig. 7 Model Exhaust Nozzle
b. Schematic

Fig. 7 Concluded
a. Photograph (Short Duration)

Fig. 8 Outboard Nozzle with 360-deg Exhausterator
b. Schematic (Short Duration)

Fig. 8 Continued
c. Schematic (Full Scale)

TURBINE EXHAUST FLOW
ROCKET EXHAUST FLOW

46.74 in.

HYDROGEN GAS FLOW
ROCKET EXHAUST FLOW

2.50 in.

d. Schematic (Long Duration)
Fig. 8 Concluded
Fig. 9  Turbine Exhaust Duct and Hydrogen Chilldown Duct Design

Note: All Dimensions in Inches
Fig. 10 Model External Hardware

a. Model Air Scoops, Flow Deflectors, and Outboard Engine Shrouds
Fig. 10 Concluded

b. Model Fins

Tail Fins

Stub Fins

All Dimensions in Inches

b. Model Fins

Fig. 10 Concluded
Heat Gage (Typ)
Reference Pressure Tap (Typ)
Heat Gage Protective Cover

360-deg Exhausterator Connection (4 Typ)
PDI Turbine Exhaust Connection (4 Typ)
Pressure Tap (Typ)

Fig. 11 Model Base Shield
b. Base Pressure Locations

Fig. 11 Continued
c. Base Heat Transfer Gage Locations

Fig. 11 Concluded
a. Photograph
Fig. 12 Flame Shield
b. Instrumentation Locations

Fig. 12 Concluded
M = 1.63 Nozzle

Camera Port (3 Typical)

a. Photograph Mach Number 1.63
   Fig. 13 Model Installation
b. Schematic Mach Number 1.63

Fig. 13 Continued
c. Photograph Mach Number 1.16

Fig. 13 Continued
d. Schematic Mach Number 1.16
Fig. 13 Concluded
a. Photograph

Fig. 14 Thin-Film Heat Transfer Gage
Rear Face Sensor (Platinum)

Front Face Sensor (Platinum)

Connection Point for Lead Wires (4 Typ)

Quartz Substrate

All Dimensions in Inches

b. Schematic

Fig. 14 Concluded
Combustion Chamber Pressure

500 psi

32.3 Btu/ft$^2 \cdot$sec

2.98°F

10 msec $\Rightarrow T_R$

Notes: 1. $\dot{q}_T$ is the recorded output of the front face of a typical heat transfer gage which has been converted from $\Delta T$ to $\dot{q}$ by an electronic passive differentiator or $\dot{q}$ meter.

2. $T_R$ is the recorded temperature of the rear face of a typical gage.

Fig. 15 Short-Duration Heat Gage Circuit Schematic
Fig. 16 Typical Oscilloscope Chamber Pressure and Heat Transfer Gage Output Photographs
Fig. 17 Schematic of Lead Zirconium Titanate Short-Duration Pressure Transducer
Fig. 18 Typical Oscillograph of Model Sequence of Operation and Pressure Traces
b. $M = 1.63$

Fig. 18 Concluded
Base Pressure Ratio, $p_{bavg}/p_\infty$

- **TE Simulation**
- **No TE Simulation**

**a.** $M = 1.16$, Altitude 26,600 ft, $p_e = 500$ psio

**b.** $M = 1.63$, Altitude 38,000 ft, $p_e = 500$ psio

*Fig. 19 Base Pressure Distribution with Engines Operating*
a. Cold Flow Base Pressure versus Mach Number

- **Current Test Data**
- **Ref. 17**
- **Axisymmetric Estimate (Ref. 19)**
- **Two-Dimensional Estimate (Ref. 18)**

b. Cold Flow Base Pressure versus Altitude

- **$M = 1.16$**
- **$M = 1.63$**
- **$Re/L = 3.57 \times 10^6$**
- **$Re/L = 3.44 \times 10^6$**
- **$Re/L = 3.76 \times 10^6$**
- **$Re/L = 2.12 \times 10^6$**

**Fig. 20** Cold Flow Base Pressure
b. Comparison of Model and Flight Data

Fig. 21 Effects of Altitude and Combustor Pressure on Base Pressure
Fig. 22 Jet Boundaries Calculated for Various Altitudes

- a. 33,000 ft
- b. 38,000 ft
- c. 45,000 ft
- d. 50,000 ft
\[ P_c = 500 \text{ psia} \]
\[ P_{ao} = 3.0 \text{ psia} \]
\[ \theta_N = 3.0\text{-deg Nozzle Exit Angle} \]
\[ A/A^* = 80:1 \]

Inviscid Jet Boundaries

\[ \gamma = 1.25 \]
\[ \gamma = 1.15 \]

e. 38,000 ft, Comparison of \( \gamma = 1.15 \) and 1.25

Fig. 22 Concluded
Fig. 23 Ambiant-to-Chamber Pressure Ratio versus Altitude
Fig. 24 Flame Shield Pressure versus Altitude

Fig. 25 Flame Shield-to-Base Pressure Ratio versus Altitude
Fig. 26 Model Base Total Heat Transfer Distribution at \( M = 1.63 \) and 38,000 ft
Fig. 27 Comparison of Model Data and Flight Test Base Heating Data
Fig. 28 Typical Long-Duration Base Calorimeter Temperature and Heat Transfer-Time Histories
Fig. 29 Typical Temperature and Heat Transfer Time History for a Flight Test Heat Transfer Gage

- Temperature
- Heat Transfer Rate

M ≈ 1.16, 26, 600 ft
M ≈ 1.63, 41,000 ft

Flame Shield Calorimeter Data from Ref. 22
Long Duration
\( M = 1.63, \ 38,000 \text{ ft} \)
\( p_c = 500 \) (Ref. 5)

Short Duration
\( M = 1.63, \ 38,000 \text{ ft} \)
\( p_c = 600 \) psia
\( p_c = 500 \) psia

Long Duration \( M = 1.16, \ 26,600 \text{ ft}, \ p_c = 500 \) (Ref. 4)

Fig. 30 Flame Shield Heat Transfer Rate

a. Comparison of Short- and Long-Duration Model Data
SA-7 Flight Test  
\[ M = 1.5, \text{38,000 ft} \]  (Ref. 22)

Short Duration  
\[ M = 1.63, \text{38,000 ft} \]  
\[ p_c = 600 \text{ psia} \]

SA-7 Flight Test  
\[ M = 1.16, \text{26,600 ft} \]  (Ref. 22)

b. Comparison of Model and Flight Data
Fig. 30 Concluded
<table>
<thead>
<tr>
<th></th>
<th>Short Duration</th>
<th>Long Duration</th>
<th>Flight Vehicle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afterbody Diameter, in.</td>
<td>14.8</td>
<td>14.8</td>
<td>277</td>
</tr>
<tr>
<td>Distance from Nozzle Exit to Heat Shield, in.</td>
<td>2.9</td>
<td>2.9</td>
<td>54.0</td>
</tr>
<tr>
<td>Distance from Nozzle Exit to Flame Shield, in.</td>
<td>0.25</td>
<td>0.25</td>
<td>6.0</td>
</tr>
<tr>
<td>Nozzle Throat Diameter, in.</td>
<td>0.884</td>
<td>0.9</td>
<td>16.50</td>
</tr>
<tr>
<td>Nozzle Exit Diameter, in.</td>
<td>2.5</td>
<td>2.5</td>
<td>46.74</td>
</tr>
<tr>
<td>Nozzle Characteristics</td>
<td>contoured</td>
<td>contoured</td>
<td>contoured</td>
</tr>
<tr>
<td>Exit Angle of Nozzle, deg</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Nozzle Expansion Ratio</td>
<td>8.0:1</td>
<td>7.71:1</td>
<td>8.00:1</td>
</tr>
<tr>
<td>Chamber Pressure, psia</td>
<td>500</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Total Propellant Flow Rate per Engine, lb_{m}/sec</td>
<td>1.56</td>
<td>1.89</td>
<td>715</td>
</tr>
<tr>
<td>Operating O/F Ratio</td>
<td>2.16</td>
<td>2.44</td>
<td>2.38</td>
</tr>
<tr>
<td>Characteristic Velocity, ft/sec</td>
<td>6200</td>
<td>6200</td>
<td>5537</td>
</tr>
<tr>
<td>c* Efficiency, percent</td>
<td>=100</td>
<td>=100</td>
<td>79</td>
</tr>
<tr>
<td>Isentropic Exponent</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of Specific Heats, y</td>
<td>1.15</td>
<td>1.20</td>
<td>1.22</td>
</tr>
<tr>
<td>Exhaust Gas Exit Mach Number*</td>
<td>2.98</td>
<td>2.94</td>
<td>2.98</td>
</tr>
<tr>
<td>Exhaust Gas Exit Static Temperature, °R*</td>
<td>4200</td>
<td>4650</td>
<td>3600</td>
</tr>
<tr>
<td>Inboard Engine Cant Angle, deg</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Outboard Engine Cant Angle, deg</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Fuel</td>
<td>C_{2}H_{4}</td>
<td>RP-1</td>
<td>RP-1</td>
</tr>
<tr>
<td>Oxidizer</td>
<td>GO_{2}</td>
<td>LO_{2}</td>
<td>LO_{2}</td>
</tr>
<tr>
<td>Parameter</td>
<td>Estimated System Accuracy</td>
<td>Measuring Device</td>
<td>Range of Measuring Device</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Combustion Chamber, Injection, Venturi, Turbine Exhaust, Manifold Pressures (Short Duration)</td>
<td>±2 percent</td>
<td>Kistler Crystal Transducers and Charge Amplifiers</td>
<td>0 to 2000 psid</td>
</tr>
<tr>
<td>Charge Tube Pressures (Pre-Fire) and Autovalve Pressures</td>
<td>±2 percent</td>
<td>Conventional Strain-Gage-Type Pressure Transducers</td>
<td>0 to 2500 psia</td>
</tr>
<tr>
<td>Model Base Pressures (Short Duration)</td>
<td>±5 percent</td>
<td>CAL Crystal Transducers</td>
<td>0 to 15 psid</td>
</tr>
<tr>
<td>Model Base Reference Pressures and Tunnel Aerodynamic Pressures</td>
<td>±0.05 in. Hg</td>
<td>Mercury Manometers</td>
<td>0 to 120 in. Hg</td>
</tr>
<tr>
<td>Model Base Heat Transfer Gage Temperature Rise (Short Duration)</td>
<td>±5 percent</td>
<td>CAL Thin-Film Gages</td>
<td>0 to 1000°F</td>
</tr>
<tr>
<td>Model Base Temperatures</td>
<td>±5°F</td>
<td>J-C Thermocouples</td>
<td>0 to 200°F</td>
</tr>
<tr>
<td>Propellant System Temperatures</td>
<td>±10°F</td>
<td>C-A Thermocouples</td>
<td>0 to 500°F</td>
</tr>
</tbody>
</table>
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