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ABSTRACT

This report contains the results of an investigatiw design

to develop, analyze, and evaluate techniques to improve the quality

of digital data transmission by adapting the modulation or error

control parameters to varying channel conditions. Specific systems

for varying the bit rate and the alphabet size are postulated and

evaluated analytically in realistic chanuel environments. Variable

block length and variable redundancy error control techniques are

described and analyzed in a computer simulation of real channels.

In addition, the operation and performance of a Jaborntory prototype

of an adaptive error correction decoder that decoder that does not

require feedback is described.
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Section I

INTRODUCTION

This report contains the results of an Investigation designed to develop,

analyze, and evaluate techniques to improve the quality of digital data trans-

mission by adapting the modulation or error control parameters to varying

channel conditions. The project was motivated by the observation that fixed

parameter techniques currently being employed are designed to match long-

term average channel conditions which are, in reality, representative of the

actual channel state for only a minor fraction oi the time. Intuitively, it

appeared that if the system parameters could be matched to various ranges of

short-term 2hannel behavior and appropriate parameters used as channel

conditions varied, improved performance could be obtained.

Before the system design problems could be considered, two preliminary

investigations were necessary. First, the modulation and error control

parameters which could be adapted had t be identified and examined for

theoretical feasibility and desirability. In addition, in order to ensure meaning-

ful results, a survey of the nature and behavior of real communication channels

and their relationships to system parameters had to be conducted. The survey

of adaptive techniques is reported in Section 2, and the survey of real channels

is reported in Section 3.
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The princilies and problems of adaptive system design were then investi-

gated. This phase of the investigation, discussed Jn Section 4, includes mode

parameters, criteria for evaluation, delays, controi problems, and frmple-

mentation.

Specific systems for varying the bit rate and the alphabet size were then

postulated and evaluated analytically in realistic channel environments. The

systems, together with details of the mathematical analysis and the quantitative

results, are described in Section 5. In Section 6, variable block length and

variable redundancy error control techniques are described and analyzed in a

computer simulation of real channels. In addition, the operation and perform-

ante of a laboratory prototype of an adaptive error correction decoder that

does not require feedback is described.

In general, it was shown that a wide range of adaptive techniques offer

significant potential improvement, but that limitations on the reactior time to

changes in channel conditions limit the effectiveness of many techniques. The

conclusions of the investigation are summarized in Section 7.
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Section 2

A SURVEY OF ADAPTIVE TECHNIQUES

The first phase of the adaptive coding techniques investigation was a survey

and investigation of the redundancy forms which could be varied to improve

performance on a time-varying communication channel. ' ledundancy" is used

here in its most general sense. For example, adding redundancy could refer to

slowing down the data rate, increasing power at the transmitter, employing

diversity reception, or to strictly digital techniques like placing additional bits

onto the data stream in the format of error correcting codes. The literature

reveals very few quantitative results yielding an effective evaluation of tradeoffs

among such techniques.

This phase is concerned with selecting appropriate redundancy forms and

determining which are theoretically feasible and merit further consideration for

use with each combination of modulation technique and channel type. For this

last aspect, it was necessary to survey existing channels and modulation tech-

niques to ascertain those combinations which were technically preferable or

widely used. This ensured that "rear ' situations were the subject of the investi-

gation. The survey of channels and modulation techniques associated with them

appears in Section 3.
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This etion concerns ideunttfig the possible redundancy forms to adapt;

determng their range of aplicability; classifying them with respect to

modulation verurs coding, where the adapting is performed, when the adapting

is performed, and how it Is performed; and selecting those techniques which

appear to offer the most promise for further investigation.

The investigation was limited to noncoherent FSK, differentially coherent

PSK, coherent PSK, and AM suppressed carrier. These mo&.dation techniques I
cover most cases of current practical interest. Other techniques have been

excluded because they are of quite limited use and are either inferior (as in

on-off keyed AM) or are experimental nd have insufficient data available (as

for RAKE). These exclusions did not restrict the applicability or significance

of the results.

.1
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2.1 TYPES OF VARIABLE REDUNDANCY TECHNIQUES

A considerable number of potentially variable redundancy forms were

selected for investigation. These include variable information content per

symbol (higher-order alphabets), variable decision mechanism for incoming

signals (var -ble decision threshold, space diversity, frequency diversity, time

diversity, polarization diversity, angle diversity), variable symbol length,

variable power, and variable error control (variable redundancy, variable block

length, variable use of redundancy, variable number of transmissions per

message).

While this list does not include every conceivable adaptive technique, it

does include those which have received considerable attention. The results

derived for these techniques, which are representative of the various adaptable

aspects of digital data transmission, should have analogues for other techniques

that might be considered at some future time. These techniques have been

characterized, examined for their applicability for the various combinations of

channels and modulation techniques, classified with respect to their application

points, surveyed for dependence on or independence from feedback, and clas-

sified with respect to the effect of their utilization on throughput and error rate.

2.1.1 Variable Modulation/Demodulation Techniques

2.1.1.1 Variable Bit Length

The error rate in both coherent and non-cohereut reception is a decreasing

function of E/N where E represents signal energy per symbol and N0 is the00
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noise energy (i.e., watts per cycle per secou4. The value of E will fluctuate

as the received signal fades. The two ways to compensate directly for any

reduction in E are to increase transmitted power or symbol length.

Varying the length (i.e., duration) of a transmitted bit provides a means

for varying the energy per bit as the signal level or noise level fluctuates.

Given proper synchronization and control, there is no reason that such an

adaptive system could not be used for all the combinations of channel type and

modulation technique under consideration.

In conjunction with retransmission systems, varying the bit length was

shown to be superior to fixed block coding ad variable block length coding for

both independent error channels and Rayleigh fading channels by Corr and

Frey (1. The problem has also been investipite for fading channels (with

ideal feedback links) by Lieberman [2]. He also compares this technique with

varying the transmitter power (see subsection 2.1.1. 3).

In operation, a variable bit length system would tend to preserve a particu-

lar error rate at the expense of a variable throughput. The operational aspects

of this technique are investigated in more detail in Section 4 and its performance

is analyzed in Section 5.

2.1.1.2 Variable Bits per Symbol (Higher-Order Alphabets)

It is quite common to use multiple-level signalling alphabets in which each

transmitted symbol conveys more than one bit of information. In multiple fre-

quency shift keying (MFSK), an m-ary alphabet is achieved via a set of m

separate, spaced tones and with phase shift keying (PSK) one of m possible
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phases is used. Adaptive systems using higher-order alphabets can improve

communications in two ways. By halving the symbol rate and doubling the order

of the alphabet (i.e., the number of bits per symbol) the data rate is maintained

and the error rate for a given signal power-to-noise power density ratio is

reduced. On the other hand, just halving the order of the alphabet reduces

error rate at the expense of lower data rate.

The effectiveness of this technique will depend on whether the dynamic

range of the signal power variation due to changing channel conditions can be

successfully accommodated by -daptng the number of phases per pulse or the

number of separate frequencies. The use of a large range of values for m will

be required to accommodate a large received signal power dynamic range.

Adaptive systems that would vary the number of levels, m, are theoreti-

cally possible for all of the channel and modulation combinations under consid-

eration, provided the control and synchronization requirements can be met.

Fixed higher-order techniques have been investigated extensively. Equations

and curves for error probabilities in various environments have been published

by Reiger [3], Sussman [4), and Turin [5]. These investigators, among

others, have compared the performance of the different alphabet sizes but have

not investigated changing the number of levels while the system is operating.

Operational aspects of varying the alphabet size are considered in Section 4;

the performance is quantitatively analyzed in Section 5.

2.1.1.3 Variable Transmitter Power

Varying the transmitter power offers a means of varying the energy per

signalling element to compensate for variations in the signal-to-noise ratio.
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Lleberman (2] has investigated variable power together with variable bit length

for a slowly varying medium. Axelby and Osborne (6] have also considered

the problem. Varying the power would tend to preserve a given error rate

while operating at a fixed throughput rate.

This technique appears to be. at best, of limited value. In most systems,

power is peak limited rather than average limited. However, advocates of

variable power claim savings in money and reduction of RFI problems.

On land lines a transmitter power limitation is imposed upon the data

transmission user by the common carrier. The main purpose of this limitation

is usually to prevent cross-talk between channels using carrier systems. The

input power limitation is relatively low-typically between 15 db below a milli-

watt and a milliwatt. Although increasing power level reduces error rate, an

adaptive power level adjustment system for land lines is not considered useful.

Since the maximum allowable level ts already low, the transmitter should be

continuously set at this level. The cost saving involved in reducing this power

level during good transmission periods is minuscule at best.

For microwave line-of-sight links, adaptively variable power level still

does not yield substantial cost savings because output power is also low in such

systems (e.g., 1 watt). Again, the proper technique is to transmit at a level

high enough to achieve satisfactory transmission nearly all the time. During

periods of good transmission the cost reductions (or even RFI reduction)

achieved by adaptively reducing output power are not significant.
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2.1.1.4 Diversity Techniques

The various diversity techniques are adaptive techniques which are cur-

rently being used over many links. They differ from most of the other tech-

niques in that only the receiver adapts. Redundancy is lntr dlwed into the system

in the form of multiple antemas or receivers which provldc multuple inputs to

the decision mechanism at the receiving terminal. The signal which is accepted

varies. Scanning diversity techniques select the first signal encountered which

meets predetermined criteria; optimal selection diversity selects the best from

all of the received signals; combining diversity techniques use all the received

signals.

In spaced antenna diversity, more than one antenna is used in various loca-

tions defined with respect to the great circle passing through the transmitter and

receiver. The different antennas provide independent versions of the same

signal. There is also a degree of independence between signals arrri;ng at a

given location at different angles. Angle diversity uses narrow jeam width

antennas to obtain these different versions. In some cases (e.g., ionospheric

reflection) the transmitted signals undergo changes in polarization. It has been

observed that the horizontal and vertical components fade independently. Con-

sequently, polarization diversity can be used, where two dipoles (polarized

horizontally and vertically) obtain the independent copies of the incoming signal.

There are two diversity techniques in which he transmitter plays a major

role: time diversity and frequency diversity. In time diversity, identical

signals are sent spaced in time to enable correlation techniques at the receiver

to determine the true signal. Since fading varies with time and becomes
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independent as the spacing increases, this technique can be quite successful.

However, the repetition of information drastically reduces the throughput rate.

In frequency diversity, the signal is sent over several distinct frequencies.

Since fading varies with frequency, several versions of the same signal are

produced at the receiver. This technique, however, makes inefficient use of

bandwidth.

Lawton [7) investigated the effect of diversity on signal-to-noise ratios

and found that, for an optimum coherent diversity combiner, the ratio of the

probability density functions without diversity and with m-fold diversity is

given by

P (WI with no diversity) 1 (W\ mI
P (W I with m-fold diversity) ( -)! (2-1)

where W is the output signal-to-noise ratio and R0 is the mean signal-to-

noise ratio at each input. It was assumed that all inputs have independently

distributed Rayleigh fading statistics with equal means.

The relationships between the system error rate, the order of diversity,

the received average power during a pulse on-time, and the average energy per

transmitted bit to noise power density ratio were also analyzed by D. P.

Harris [8].

Divrsity techniques are of considerable value in media subject to fast

fading. They are not applicable to land lines, satellites, or line-of-sight VHF

which are not significantly affected by fast fading.
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In practice, diversity techniques would be used in combination with the

other adaptive techniques being considered. Diversity techniques would over-

come the effects of fading which is too fast to adapt to by the other means.

For long-term fading, diversity reception is of no use as an adaptive

mechanism, since the slow fades are characteristically flat fades affecting all

frequencics of interest equally. Diversity techniques are fixed throughput

techniques which improve, but do not fix, the error rate.

2.1.1.5 Null-Zone Techniques

Null-zone techniques, as used here, refers to those techniques in which the

receiver need not make a decision as to whether a particular received bit was a

"mark" or a "space." Instead, part of the usual mark and space decision

region is designated a no-decision region in which siguals are not decided upon.

With feedback, received signals falling into the null-zone are left un-decided

and a retransmission is requested. Without feedback, received signals falling

into the null-zone are considered erasures and are corrected by so-called

erasure-correcting codes which are similar to forward error-correcting codes.

Thus null-zone techniques can be fixed or variable throughput systems.

The use of null-zone techniques, both fixed and with the boundaries of the

null-zone variable, has been extensively investigated by Harris et al 19].

These techniques have not gained widespread acceptance. Indeed, it is not

clear that they offer any gain over snundly designed error-detection-

retransmission systems or powerful long-block forward error correcting codes.

In theory, they are applicable to all of the channel-modulation combinations

under consideration.
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2.1.2 Variable Error Control Techniques

In addition to the various adaptive techniques which vary the redundancy by

varying modulation parameters discussed in the preceding sections, there are

numerous techniques which adapt by varying some aspect of error control

coding.

Error control techniques can be varied in many ways. The redundancy, the

block length, the mode, the amount and type of correction, and the number of

transmissions per message can all be varied. Error control techniques have

an important place in the design of reliable digital data transmission systems

since sysi.-ms with optimally chosen parameters may still not give a satisfactory

error rate. 'fariable error contiol techniques can be designed for constant

throughput with imprdved error rate or for constant error rate with improved

but variable throaghput.

2.1.2.1 Variable Block Length with Fixed Redtudancy

Varying the encoded block length while keeping the number or redundant

bits per block fixed affords an opportunity to increase the data thrnughput rate

in periods of good channel behavior and to slow down when conditions deterio-

rate. The fixed amount of redundancy can provide error correction at all

operating lengths with decreasing capabiiity as block length increases. Since

the number of redundant bits remains constant, the code polynomial and hence

the encoder and decoder can be the same, except for counters, in all modes.

Although service bits could be used by the transmitt-r to indicate block length

it apoears that this technique will be most useful when feedback is present.
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This technique can be used for an errc r d.tection-retransmission systemn

or for a forward error correcting system.

In the case of an error detection-retransmission system, the Adaptive

DuaI-RQ logic is well suited for controlling the system. This logic was devel-

oped by Corr and Frey [1]. They also designed, analyzed, and determined

optimum block lengths for variable block length retransmission systems. This

technique enables the power of the detection-retransmission technique to be

extended. n periods of low error rate, long blocks with very high percentages

of data can be transmitted and still be protected by an extremely reliable error

detecting code. In periods of high errer rate, the reliability of the code is

maintained while the number of bits to be retransmitted as a result of the detec-

tion of errors is decreased. It has been demonstrated that for any g,'ven degree

of error protection the optimum (with respect to throughput) block length in-

creased with decreasing error probabiity E10].

In the case of a forward error correction system, control information from

the receiving te1 minal to the transmitting terminal can be conveyed via the new

logic described in subsection 4.6.2.2. This logic seems particularly well

suited to non-retransmission adaptive systems. Through skillful choice of the

fixed code polynomial, the system can offer the strong error correction of high

percentage redundancy in higher error rate periods and less protection for the

high data rate transmissions during lower error rate periods. This technique

can be used with independent error correction or burst error correction.

Monitoring the received signal levet via the error correcting code already

in the blocks to determine the current error rate was used in the real-ch3nnel
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simulation of the forward error correction variable block length technique. A

further discussion, including quantitative results, appears in Section 6. Hard-

ware considerations for implementing this technique are discussed in sub-

section 4.7.

2.1.2.2 Variable Redundancy in a Fixed Block Length

Varying the number of redundant bits in a block of fixed iength is another

way of increasing and decreasing throughput with corresponding decreases and

increases in error protection. This technique Is simpler with respect to block I
synchionization but requires different coding polynomials for each mode. Chien

and" Tang [11] have developed several types of variable redundaney codes.

As was the ca~z with the variable block length techniques of the preceding

swection, variale redundancy can be used for either forward error correction

or detection-retransmission. Channel quality can be monitored by the same

means as for variable block length techniques.

When used as a retransmission system the regular Dual-RQ logic rather

than the Adaptive Dual-RQ can be used for control. The fixing of the block

length results in a simpler system than the variable block length system. There

does remain, however, a problem of alignment in the variable redundancy

system corresponding to the problem of the variable block length system. This

is discussed in suLsection 4.6.1.2.

Variable redundancy, fixed block length techniques can also be used for

forward error correction. There are two possible control systems for this

case. The first system uses the new logic developed for the variable block

2-12



length, fixed redundancy, technique. Another possibility is to use two decoders

and use a polynomal framing technique to recognize the polynomial, and hence

the code, being used (12J . In addition, it appears that there is no reason why

the variable redundancy technique cannot be extended to Include interleaved

block codes or recurrent codes. Implementation of this technique is considered

In subsection 4.7. The results of the computer simulation and evaluation are

presented in Section 6.

2.1.2.3 Variable Utilization of Fixed Redundancy

In addition to the techniques of the two preceding sections, it is also possi-

ble to keep both the block length and the x edundancy (and hence the throughput

rate) fixed but to vary the interpretation and utilization of that redundancy in

order to improve the error ra.e. This technique would be valuable in channels

subject to different types of errors. Suppose uiat a channel is characterized by

burst errors but that independent errors occasionally hit encoded message

blocks. Using a special technique (the implementation for which is discussed

in subsections 4.6 and 4.7), many polynomial codes can be used for either

independent error correction or burst error correction, depending on the

decoding algorithm. It is possible to design a system capable of employing both

types of decoding and switch between them as necessary. The only adaptive

changes that are made when ushi7- this technique are made in the decoding

equipment at the receiving terminal. The state of the channel is also detected

at the receiving terminal, usually in the decoder.
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This leads to several advantages of this technique over other adaptive

techniques. Since no modifications are made in the encoder, there is no need

to transmit information back to the transmitting terminal. Thus, this technique

can be applied in systems where no feedback channel is available or where it is

difficult to insert protected feedback information on a return path. Since the

equipment for sensing the state of the channel and the equipment to be adapted

to the channel state are co-located, there is no delay required for updating

information to be transmitted. Thus, this technique has a quicker reaction

time than techniques requiring updating information to be passed between the

terminals. Since it is the inability to react quickly to changes in the channel

that causes the downfall of many adaptie techniques which appear abstractly

to have merit, the fast reaction capability of this technique makes it particularly

attractive.

Unfortunately, this technique cannot be analyzed fairly in any model or

simplified channel. Indeed, the assumption of either a random error channel

or a burst error channel would render the adaptive feature useless. On the

other hand, the construction of an artificial "sometimes random, sometimes

bursV' channel would ensure that this technique would give superior performance.

Unlike the other techniques, its performance is highly sensitive to real channel

idiosyncrasies, and, consequently, can only be evaluated against real channel

serial bit error characteristics.

Fortunately, a working feasibility model of such a system has been built

and wan available for use. The limited number of real channel tapes made

available were run through the adaptive decoding device in the laboratory. The

results of these tests are described in Section 6.
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2.1.2.4 Variable Error Control Mode

Variable error control mode systems offer an interesting new poesbiltty

which does not appear to have been investigated. Such techniques, if feasible,

would switch between error detection, forward error correction, and error

detection with retransmission depending on the variations in channel conditions.

For example, such a system might use its correction capability when small

numbers of random errors or short bursts occur and use its retransmission

capability for heavier concentration of errors or for longer bursts. The regions

of superior--ty for these two modes were charted by Benice and Frey [10] . As

another example, a retransmission system might switch to a detection only sys-

tem in error periods of great length in order to avoid overtaxing the storage at

the transmitter.

The usefulness of this technique depends considerably on the user's needs

and requirements as well as on fine-grained descriptions of real channels.

Furthermore, the number of possible combinations of modes is staggering. In

view of these complexities, plus the complexity of the implementation and

control problems, this technique has not been analyzed here.

2.1.2.5 Retransmission Systems

Retransmission systems vary the redundancy by varying the number of

times that a message is transmitted. In effect, correct messages employ only

enough redundancy to ensure that they are properly identified as being correct

while messages received in error are repeated until they are received correctly.
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Here, discarded transmissions are classified as redwmdancy. Thus, the

hroughput rate goes up in error-free periods and down in periods in which

errors occur. This technique has already been exhaustively analyzed and com-

pared with other techniques by Benice and Frey [10, 13].

Several retransmission systems with simpler implementation than those

previously considered have been developed. These are essentially the same as

Dual-RQ but differ in the nature of the ccitrol message. Their matrices of

transition probabilities have been found, and a program has been run to compute

their throughput and error rate and to compare thew with the original Dual-RQ

logic. The results are described in subsection 4.6.1.3.
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2.2 LOCATION OF THE ADAPTIVE PROCESS

The various adaptive techniques under investigation vary considerably In

the place at which the adaptive procedure Is actually performed. For example,

varying the peak power per symbol is performed at the transmitting terminal

with no adaptive action required at the receiving terminal. On the other hand,

with the diversity techniques and the null-zone techniques, the adaptive action

is perform lw lt the receiving terminal. Similarly, the variable utUlza-

-tlon of fixed redundancy and block lenghi sa- receiveronly adaptive process.

.Most of m ed ts which recetved attention in this study

required both the transmitting and receivirg terminals to vary their operating

mode and to coordinate these changes with each other. These techniques are

the least understood and present the most practical problems. The system

design problems for the four most promising techniques in this category-

variable block length, variable redundancy, variable bit rate, and variable bits

per symbol-are attacked in Section 4.

2.3 FEEDBACK REQUIREMENTS

Some of the variable.redundancy techniques under consideration are de-

signed for one-way channels; some require a feedback link, others can be

designed to operate either way.

Diversity techniques generally do not employ feedback. The switching or

combining process at the receiving terminal effects the variation in such tech-

niques. Variable power techniques generally require feedback, but some cases
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(e.g., satellites with predictable range vathtio.I can be handled Indepedetly

by the transmitting terminal.

There are variable bit length, variable bits per symbol. rnd variable

decision threshold techniques that are adjusted at the transmitter without feed-

back, but the technlqaes that are most effective and most respnsive to shorter

term varistions are those in which the receiver monitors the chmsl and con-

tinuously conveys control inrormation.

Error control techniques exhibit the widest variation with respect to de-

pendence and independence from feedback. Numerous forward acting techniques

operate without feedback, whereas retransmission technkues require it.

Variable mode systems can operate with and without feedback. Variable block

length and variable redundanwy systems can operate without feedback but cannot

be as responsive. The nost effective techniques are those with continuous

monitoring and adapting. The variable utilization of fixed redundancy technique

is exceptional in this regard, In that it adapts quickly to changes in the chanel

without feedback. It is, however, a fixed throughput system and cannot take

advantage of low error rate intervals by significantly steppbg up the throughput

rate.
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Section 3

A SURVEY OF REAL CHANNELS

To ensure meaningful results, a survey of the nature and behavior of real

communication channels was conducted. For the various chamnel types com-

monly used, the modulation techniques generally associated with them, either

for reasons of technical superiority, tradition, or availability, were ascertained.

Thus non-ptimum techniques were admitted, for it was the intent of this study

to determine means for improving wide classes of existing channels-not to

suggest changes in the modulation techniques or media used.

Some modulation techniques were excluded because they are of limited use

and are either generally inferior (e. g., on-off keyed AM) or experimental and

have Insufficient data available for our purposes (e. g., RAKE). This exclusion

does not restrict the applicability of results on adaptive data transmission

technques.

'thae followinug channels were selected for considrto: satellites, land

lines and submarine cables, Ionospheric scatter, ionoapheric reflection,

tropospheric scatter, line-of-sight microwave, and knife-edge diffraon.

Although this list does not contain all channels that possibly could be used, a

wide variety of channels, including those used to a significant degree at the

present time, are represented. Solutions to their problems will have applicability
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to the problems of other channels. The lack of measured performance data for

other types of channels would immeditely block any attempt to analyze the

performance of adaptive techniques.

For each of the chanel-modulation combinations, the lIterature was

searched for data on fading and error characteristics. Since data of this nature

was inadequate for analysis and simulation, models of channel behavior were

needed. The collected data provided values for the parameters in the models

and ensured their validity. The models could then be used to provide continuous

long-term descriptions of the channels which were consistent with actual

measured behavior.
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3.1 MODELS OF CHANNEL BEHAVIOR

3.1.1 Rayleigh Model

When a pure tone Is emitted into a medium by a transmitter, te signal

received at a remote location Is, in practice, more complex than the simpl-

transmitted sinusoid. One mathematical model used to describe this incoming

signal for several media is the Rayleigh fading model. This model Is used for

several reasons: it is physically reasonable, can be empirically verified, and

Is mathematically tractable.

The Rayleigh probability density function for the envelope E oi the

roceived wave is given by

2 exp 2 for E -O 0;

E 2
f(E) -(3-1)

S0, for E < 0

2 2

where E is the time-average of E2 . The probability distribution function is

then given by

E

(E)= f f(E*)dE*

0

"1 exp _E (3-2)
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The density function for the receiveo signal power P is then

whcre P is the time-average of P, P = S2 = E2/2, and S is the short term

average received RMS signal level.

From a physical point of view, Rayleigh fading would occur for a medium

with the following properties:

1. The received signal is the sum of signals arriving on many different
paths from the transmitter.

2. The strength of the signal on each path is constant, or nearly so.

3. There is no path (or paths) which dominates in the sense that its
received strength is an appreciable portion of the total power receivwd.

4. The individuAl path lengths vary with time.

The reason that this combination of events produces Rayleigh fading is

similar to that often used by statisticians to justify the use of a gaussian

hypoth'sis, namely the central-limit theorem. This theorem states that when

a large number of numerical values are taken from different (or the same)

sample spaces and added, the distribution of the sum tends toward a normal or

gaussian law under very broad conditions. In the fading case, one further step

is required-relatig the naturally occurring normal deviate to the "envelope"

of the received signal.

The signal emitted is of the form:

Sc(t) = A cos (C- t + 0) (3-4)
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where A is the amplitude, Co. Is i frequecy and e is the pa of pure

tone emitted.

A signal received over a multipath medium will be of the form:

Br(t) = 2 k(t)Acos (wt + i(t)) (3-5)

where ki(t) s the attenuaton of the ith pth, *j is the phse of te sna

received on the ith path, and n is the number of discrete paths.

Equation (3-6) may be related In a straightforward manner to the four

properties mentioned above for a Rayleigh fading medium. Property 1 implies

that n is large. Property 2 Implies that the ki(t) are constant or slowly-

varying functions of time. Property 3 implies that no kIs subsantiall

greater than all the others. Property 4 Implies that the ' are not constant.

Equation (3-5), wfthin very broad restrictions, can be written In the follow-

Ing form:

Sr(t) = E(t) cos (% t+ '(t)) (3-)

where E(t) is the amplitude of the composite signal and y(t) is the phase of

the carrier of the composite signid.

Equation (3-6) indicates simply that a wave consisting of a sum of sinusoidc

with individually varying phases and amplitudes can be considered as a single

composite wave. This is simply phasor addition. The amplitude of the com-

posite signal, E(t) in Equation (3-6) is the received envelope. If the incoming
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signal were passed through a conventional AM detector, EMt would be observed.

Further, it is E(t) which will exhibit the Rayleigh dishttion if the mediumn

has the four properties descrfed. Why the central-limit theorem leads to

such a conclusion is discussed below.

An exercise In trigonometry yields the alternative form to Equation (3-6):

Sr(t) = x(t) cos ct + y(t) sin W ct (3-7)

where

[E(t)] 2 = [x(t)] 2 + [y(t)] 2  (3-8)

Y(t) = tan-' [y(t)/x(t)1 (3-9)

If x and y are random variables with gaussian distributions, then E,

the square root of x2 + 2 , will be distributed according to the Rayleigh law.

This distribution is equivalent to what statisticians call a chi distribution with

two degrees of freedom.

Returning to Equation (3-5), we can determine x(t) and y(t) by multiply-

lng the right side of the equation by cos Cct and sin (Oct and retaining only

those components without a 2 W term. After performing this operation, itC

becomes clear that x and y are, indeed, the sums of a large number of

random variables. If the central-limit theorem is applicable, x and y are

normally distributed and, by definition, E Is Rayleigh-distributed. The four

p perties stated are roughly those for which the central-limit theorem should

apply.
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The condtions described bove we characteristic of scatter media. Indeed,

it bas been fomd (see subsection 3.2) that Th model Is valid for short term

fading on tIo c scatter and ionospheric scater channels. For such

channels one need know only E2 in (3-1) to define the distr2aion. Unfor-

tunately In many cases slow fading must also be considered and the dutrlbution

of wil be required (swbecton 3.1.4).

3.1.2 Riclan Model

Various media display characteristics different from those leading to

Rayleigh fading. On certain media (e.g., HF via ionospherlc reflection), one

path predomintes. That Is, the received signal can be thought of a a single

strong discrete component of 1 volt RMS norrLuzed plus a mixture of signals

which would combine to form a Rayleigh envelope in the absence of the discrete

term. In this case, the so-called Riclan distribution is given by

F(E) = q f E* exp [-(I+E 1 (2E/ (3-10)F(E = 0 0

where 40 is the mean-squared value of the Rayleigh components and I0(z) is

the modified Bessel funetior of the first kind. The corresponding probability

density function is given by

2E

4;7 10 (2E/* 0 ) ep [-(1+ E2)/%0], for E - 0;

f(E) = 
3-1

0, for E < 0
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For a value of the ratio of the amplitude of the specular component to the

square root of the average power from other sources greater than ab=ut 3, the

Sdlstrbi belaves like the gauselan, with mean value of the envelope equal to

the amplitude of the specular component, and variance equal to the total average

power for the noncohereit paths [ 14, 15]. Thus, the distribution density of the

envelope can be Imated as

f(E)= 1 e_... (E_E)2  (3-12)

4\ 0/

where E is the amplitude of the dominant component. The corresponding

density function for the received signal power is given by

f(P) = 1o

+ e- j1 2 jp)] (_3

Thus the Rician model (or the gaussian approximation) needs an additional input I
parameter in order to be used, namely, the ratio of the power in the discrete

sinusoid to the power In the Rayleigh components. Methods for determining

this ratio were considered by McNichol [ 16] and Norton et al [ 17].

3. 1. 3 Other Variations from Rayleigh Fading

IT was shown that Rician fading resulted when property 1 of the Rayleigh

model was not satisfied. Other deviations from the Rayleigh occur ff any of the
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other three properties are vlolited For example, If the mumber of discrete

paths is only two or three, property 1 does not dd. In this cae, the cetral

limit cannot take effect and cause x and y to be gaussian. Moreover, eve

when the number of paths is moderately -ge, the tils of de z and y ditri-

buo will not be gaussian. The resulting deviation frm Ra for the

envelope at the distribution tails has often been oberved empiroaly.

If property 4 were violated, no fadin would occur siem the mum of a

group of phasors of the same frequency and constan pbase ts a reautant

phasor of fixed phase. In pracUce, media are nwver perfectly phase-stable,

and an Interference between paths occurs. The envelope at any Instaut depens

upon the relative phasing.

Thus, Rayleigh and Rin fadin are the resul of multIpath propagation

with changing pah length. This ts the so-called rapd adng. Should the

strength of individual paths change, the mean-squared value of the Rayleigh

distribution will change. Fades of this nature are referred to as slow fadin

and are discussed In subsection 3.1.4.

Some experimenters have found deviations from the Rayleigh distribution

on several media. Differences from these ds, especly in the tails,

have been noted on empirical curves. There are several possible explanations

for these deviations:

1. The Rayleigh or Rician distribution is approached only as the number
of discrete paths grows large.

2. Unknown local conditions can have unusual effects.

3. The amount of data in the tal region may be insufficient.

4. The measuring technique may not have suppressed the effects of
long-term fading.
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In conelusia, the abot-term Ra h (or Rcim.) f model ha be

found to be acceptable for this study an the gronids that (1) it orees with moa

Ma mka ur_ I on the media ezaid", () t m-hm-M-c

ctable, and (3) several riaWted dM-x-bios arn functios hve been tainlated.

3.1.4 Slow Fading

Whie the Rayleigh and Rician models opar to be valid for ort-tm

(.e., mitn s or les), they cnn acount for the sier variatiom s in

the median received power keL

The kig-term don has been tre-ted as Jog-mormu by Buliten

et al [ 18] and several odhe authors. Typicall the empirical ditrbuias of

the received power in db is plotted on normal prdbliy paper. The remult

q1om a strag line leading to the conclusion of a log-normal distrl-

bution for the short-term median or average of the received power.

Siddiqu and Weibs [19] proposed a two-parameter gamma distrbution in

place of the log-ormal for the short-4erm median of received power. Although

Siddiqu and Weiss admit to a lack of sufflciet empirical dafta for in adequate

log-normal versus gamma comparison, they do poit out that the gamma is

analytically tractable as a natural outgrovt of the Rayjei. Another problem

with both gamma and log-normal Is that neffhr takes accout of seasonal and

diurnal variations since they both represent stationary time series.

The discussion to this pott refers only to the amplitude distibtion of the

long- and short-term fades. Complete statistical descripUons would require
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mullmem111tal ase.I'stma. he pavty of meeatred f def dO sft

woud make it an almost hopeless tak to verib say modl rikrma .

For our pmnposes we will un the kg-norzal model. t bas wide aooett-

awce, is anytically tracabAe, ad is eaI related to ayafllile omb

ot chmal statistics. it will be necesmr to acouzt for diurul n seasmal

vriations separate. The a oP zts functioa for the madian reoetvid

power tn db is sufffcieat to define all the reqatred statistics.

3.1. 5 Gflbet Model

Some channels (e.g. , land lines) are not subject to a slow variton n

signal strength, but instead are subject to Impulse noise and dropouts which

cannot be covered by any of the proceding models.

The impulse nolse telephone chamels re generally charcteriod by the

Gilbert model [20]. This model hao an error-free good state and a bad state

in which errors occur with probability 1-h. The transition probabilities from

bad to good and good to bad are denoted p and P, respectivel. This model

has proved to be quite satisfactory for telepho e channels, alhough no for

fadin channels. Several refinements have been developed which use more

than one bad state or allow infrequent (about 1 In 105 or 106) errors in the

good state.

Extensive measurements have been made for various telephone lines.

From the Alexder, Gryb, and Nut investigation [211 , values in the ranges

0.8 to 0.9 for h, 0.05 to 0.10 for p, and 10 4 to 10- 3 for P appear Iobe

typical. Recently reported work at Mitre [ 221 indicated h = 0. 56, p = 0.14,

P = 0.169 x 10- 6 for their ln.
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2.L6. P"160 Model

Berger' ad Maodebrat [231 and Sumn [241 omidered a cimumel

model in which tle distrlbi of the intervals beween errors Is descred by

a Pareo law. OR-eci fcally, if the acn bers tI repreast the poemo= of

earlier errors, and the random varible Tn+1 - t. represents Ow distm

between successive errors, thain the distrbution

F(jQ = Prob(T 1 - < # (-14)

Is statIsltically fd the t and in general satsfies

1 - F(t= t a  a > 0, for small t

1 - F(t) =P ' C? > O, for large t -15)

This results in higher probabilities for small and lrge t than would resuft

from a geometric distribmfion and lower prbabilities for medium values of t.

For simplicity, it was assumed that a = a (wheoce P = 1).

Comparisons with measurements made on real telePhone circuits indicste

that this model gives a better fit than the Gilbert model. However, the Pareto

model is more difficult to use, and its parameters are more difficult to deter-

mine. lke the Gibert model, the Pareto model does not Wea to be applicable

to the fading channels.

3.1.7 Independent Error Model

Another widely used model assumes that errors occur imlepedenfly with

some fixed probability p. The main virtues of this model are the ease with
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which valie of p can be awac W for rel channels and the ease with which

the model canbe used, eMer anaWically or In a oompater smulstion. The

mals rawback of the Indqedezt error model Is its lack of val"ity due to the

lack of agreenmt between hi model and the choterbn d errors oberved on

almost all channels. There is evfdeme, however, that some stellite liks

are Iacteied by In =e erron [s25, 26.
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3.2 MEASURED CHANNEL BEHAVIOR

Parallel io the analytical considerations, the subetantial amowt of data

which has been accumulated in the literature irom numerous measurement

prgrams to useful ii unler the bekvior of the envelope function E(t).

To understand the significance of this data, three characteristic time intervals

used by experimenters and analysts to study the statistical properties of the

envelope can be distinguished.

Using Baghdady's notation [27] , the shortest duration of time of interest is

Tshort. During this time the signal level remains substantially constant. In the

case of a carrier modulated by some information-bearing signal, the carrier

component does not fluctuate significantly during Tshort. This time interval is

some integral multiple of the basic information bit duration. One can then de-

fine average signal-power-to-noize-power ratio as I
t+ T

Tshorf s 2(t) dt

2r(t) = 2 (3-sor/216)
-(t) t+Tshort/2

T n(t) dt

shorttshort2

when f(t) = s(t) + n(t) is the signal received. Typical values of Tshor t are

less tdan a few milliseconds.
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To study the fast fading phenomena, experimenters use Tint , a longer time

interval than T short During this time interval, significant changes are ob-

servable in the carrier component. However, Tint is not long enough for ob-

serving a change in the mean or median value of the carrier component. The

duration of T.t is dependent upon the mode of propagation, frequency, dis-

tance, etc., but investiptors have typically used values of a few seconds or

minutes.

The third duration of interest is Tlong in which variations in the median or

mean carrier component can be observed. To assess the slow fading phenomena,

readings Tlong apart are taken. Typically, Tlong ranges from a few minutes

to several hours. The distribution of the hourly depth of fade, which is the

ratio of signal levels exceeded for 50 percent and 99 percent of each hour ex-

pressed in db, is a useful channel parameter in characterizing fading conditions

over a long pericd of time.

The concept of hourly depth of fade does not provide any information con-

cerning how many fades occur per unit time or the duration of the fast fades.

The level of the fade can be expressed in terms of the signal level below the

hourly median signal value. With this quantity as a parameter, the number of

fades per hour can be plotted in terms of the fade duration.

Thus, fading can be described in terms 'f the extent of fading, duration of

fade, and the number of fades that occur in a gi,;en duration. The extent of

fading can be further expressed in terms of parameters derived from measured

data, e.g., hourly depth of fade, signal level below the hourly median signal

level, fading range, and system loss. The fading range is the ratio of the signal
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level exceeded 10 percent of the hour to the. signal level exceeded 90 percent of

the hour. The system loss is defined as the ratio of the power delivered to the

transmitting antenna to the power output of the receiving antenna, exoeAusive of

transmission line losses. This parameter provides -a nieas9u of the absolute

power loss daring a signal transwi-asion through a fading medium. Measure-

ments of this quantity have been made by experimenters using the hourly median

value of the power available at the receiving auter a. -

The fade duration is a random variable, and little is known alvqut its -

statistical properties. The fading rate, which is derived as the number of

times per unit time the received signal envelope crosses its median value with

a positive slope, is used as a measure of the number of fades per unit time.

In addition to obtaining fading statistics, it is possible, and indeed more

desirable, to directly measure error rates, error-free intervals, and distri-

butions of the langths of error clusters. Such statistics permit a more direct

application of techniques for evaluation by analysis and simulation.

Unfortunately, there is a lack of unity in the various measurements re-

poited in the literature. The same parameters were rarely obtained with the

same ground rules or over the same intervals.

3.2. 1 Land Lines and Submarine Cables

Data transmission via wire and cable is covered extensively in the literature.

Frequency shift keying, :oherent-phase shift keying, differentially-coherent-

phase shift keying, and AM suppressed carrier are all widely used. T'.ese

media are not subject to multipath fading, but are subject to impulse noise and

dropouts which interrupt long error-frcc periods.
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The tests reported in the iiterkture operated mainly at 600, 1200, and 2400

bits per second with overall error rates ranging from 10- 4 to 10 "8 resulting

from higher density clusters of errors.

AATO measurements on telephone lines at 5100 bits per second found

overall error rates of 2.3 x 10- 5 to 5.5 x 10- 5 [28) . Tucker, Duffy, and

Salva [29] conducted an extensive investigation and found error rates from

10 - 4 to 10- 8 independent of the actual bit rates or modems. Lincoln Laboratory

tests on the Hawaiin cable [30] at 1300 bits per second indicate an average

bit error rate of 1.4 x 10- 7 , with error-free periods of 72 hours.

Numerous other testing programs found similar results with typica error

rates of 10- 5 or better for ordinary telephone lines and 10- 7 for cables

(31-A6] . These are overall error rates and are not descriptive of the burst

on theue channels. Indeed, the Kingston-Cape Kennedy tests showed that 37

percent of the error bursts exceeded one minute [34] . The average error

rate In words containing errors was 31.75 percent. Daily variations in overall

error rate of two orders of magnitude were common. In tests from Charlotte,

North Carolina, to Miami, Florida, the average error rate in words containing

errors was lound to be 19.81 percent, with 31 percent of the bursts exceeding

one minute [35]. Townsend and Watts found the error rates for long hauls to

be four to five times higher than for short hauls [36] .

3.2.2 Line-of-Sight Microwave

Performance data on line-of-sight microwave L.nks is somewhat limited

since most of the tests and measurements included cables or tropo links.
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Coherent PSK and FSK are both used extensively on microwave links re-

ported [29].

Fading caused by weather conditions bending the beam as well as by

ground-reflected and airplane-reflected multipath has been observed (37, 38].

Space and frequency diversity have been helpful against the latter types of

fading. Seasonal variations of 5 to 10 db in signal level have been observed.

Fading is severe during periods in which the atmosphere contiins water

vapor. There is also a frequeney dependence, with deeper fades occuring at

higher frequencies. According to experiments performed at 4000 mc on a 30.8

mile path, all the deep fades observed were frequency selective. During deep

fades, 6-.0 db losses that were not frequency selective were observed over a

bandwidth of several hundred me [39]

Although fades in excess of 30 db have been observed, the signal level

dropped more than 7 db in summer only 1 perct of the time. In the winter

the signal level dropped 5 db or more only 0. 1 percent of the time [40].

Overall error rates of 5 x 10- 5 or less with an error rate of 0.36 or less

within erroneous blocks are typical [41] .

3.2.3 Tropospheric Scatter

The theoretical aspects of tropospheri2 scatter transWssion are covered

extensively in Sunde [42] . FSK, PSK, and double sideband AM are indicated.

Several extensive testing programs have been conducted.

Bullington, Inkster, and Durkee [18) report the results of their measure-

ments over a 15C-nautical-mile path using 505 mc and 4090 mc and over a
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255-vautical-mfle path using 505 mc. Measurements were obftinbd over

irregularly spaced rms throughout a two-month period, with the duration of

each run, Tt. taken to be 15 minutes. To eliminate the variations in median

signal levels from run to rum, the signal level was expressed in db with respect

to the median level of the sigral during the particular run. They found that most

of the runs resulted in an approximately Rayleigh distribution. As examples of

their findings, fades at 505 mc, 15 db below the median sipr level, and more

than one second in duration occurred approximately 35 times per hour; 10 db

fades lasting more than one second occurred approximately 70 times per hour.

It is interesting to note that at 4090 mc the fast fade.,i occured about eight times

faster. Hourly median signal Jovels over a period of one year at 505 mc and

4090 mc on the 150-nautical-mile path were also measured. The measured

hourly median signal levels were converted into the path losses in excess of the

free space loss and eypressed in terms of db. This is a reasonable way to

normalize the houriy median signal levels, but one has to exercise care in

choosing the antenna gains to compute the free space loss. As expected, the

results are reasonably close to log-normal with standard deviations of 9 db and

7.5 db for the 505 mc and 4090 mc cases, respectively.

The variation in the median signal level is due mainly to seasonal varia-

tions. Less lis is incurred during the summer and fall in comparison to

winter and spring. There Is also evidence of diurnal variations, but these ap-

pear to be less significant than seasonal variations for the experiment under

discussion.

For a 255-nautical-mile path, the hourly fading depth waa measured for

a carrier at 505 mc [18] . The measurement was made by transmitting 500
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watts at 505 me. A radio receiver incorporating a 20 kc narrowband IF a-

fter was used. The receivers mmred the manpitude of the signal power &

livered by the reteiving antenna. These meaurements are summarized below.

Hourly Fading Depth Perce o Time(witr measurement)(itrx db Depth is Wom Than x db

7 1
10 10
11 20
15 65
18 90
22 99.5

For the same path and frequency, the number of fades per hour was related to

the duration of the fades, as shown below.

Magnitude of Fade Fade Duration Number of Fades per Hour
Below Hourly

Median Value (db) with Longer D on

15 1.0 32
1.2 20
1.5 10
1.8 5
2.0 3

10 2.0 30
2.5 20
4.0 10
6.0 5

5 3.0 32
4.8 20
3.0 1')

16.0 5
35.0 2
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Other experiments performed in the VHF and UHF operting frequency =nW

show a strong dependence of e fade rMe on the frequency (43]. Usin V

beam antennas, the olowing measurements were obbwwed

x(Fades Percent of Time theAverage Fades Per
Carxier Frequency per Second) Avere Fades x

2290 mc 1.42 11
1.02 38

0.9 50
0.4 70
0.3 80
0.15 900.10 95

417 me 0.35 5

0.20 12
0.18 21
0.13 40
0.08 62

It was found that for UHF, a fade 6 db below the median value has an

average duration of one second and at SHF an average duration of 0.1 second

[43].-

In the case of tropospheric scatter an aircraft can cause rapid and deep

fades. These fades have been observed at about 30 cps at UHF to hundreds of

cps at SHF, depending upon the geometry. To make matters worse, when the

signal reflected from the aircraft is approximately equal in level to the.

tropospheric scatter signal, deep fades result.

The slow fade statistics obtained in [18] are indicative of gradual changes

in the tropospheric scatter channel. The hourly medibn signal level was

measured and its cumulative distribution obtained for both the 505 mc and 1090
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mc chanels. The bandy median paih loss Is thn comverted Into te hoey

median ath loss in excess of do e apsced free space loss. The latter quutity

is expressed in terms of db, and its cumadasive d stribution Is shown in the

table below for the 505 me chlanl.

Hourly Median Path Loss in Percent of Hoars tt Hourly
Excess of Free Space Loss Median Path law in Excess of

xdb Free Smce Loss Ex= s x db

86 2
78 10
72 30
66 so
62 70
55 90

47 98

This data, shown in very condensed form here, can be represente by a log-

normal distribution.

The emstence of seasonal variations can be seen from the chart below.

Mouth Montbly Median of Hourly Median
Loss Referred to Free Space Loss (db)

November 67
December 73
January 76
Februwry 72
March 77.5
April 75
May 66
June 58
July 60
Augut 61
September 59
October 64
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Systematic dlmml varistiogs were notied bu were mt sgifleat. Is

terms of the houry median values, there was am improvement of sewal db

durn the mudalgl to noon hourn compud with the soon to uidg bours.

Thissligh diurnal pbsoom was more pronounced in the summer thsa In

the winter.

Several other .investigtors agree tat the apid fadin was ke with

1/10 to 10 fades per second, and the slow Ading was log-orml with sasomal

va~tions [38, 4]

The White Alice system in Alaska is the largst tro system In oeatimo.

Extensive tests found the rapid fading to be Dayletgh and the slw fading to be

log-normal, with a standard deviation of 8 ib[45]. On this systaem, q. idrq

diversity provided a 7 db advantage over dmal diversity which, in turn, id a

14 db advantage ov.,r no diversity (46]. Overall error rats ranged from

102 to 0- . These were clustered, as indicated by the fact that the average .f-

number of errors in an erroneous 16-hit block was 5.26. In additimo, the

distrbution of consecutive minutes in error indicats that 20 percent of the

fades exceeded one minute and 2 percent exceeded four minutes. Also,

8 percent of the occurrences of consecutive error-free minutes exceeded

100 minutes [47].

A USAEL report on UNICOM tests found that for 50 percent of the time
-7

the error rate was less than 10 - , and tIa for 50 percent of the time the

intervals between errors were 27 minutes or longer (31].
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3.2.4 Knife-Edge Diffraction

Statistical descr of knife-edge diffraction links are scarce. In

most cases, they are mixed in with tropospheric scatier lIaks. indeed, about

hlif the beyond-the-horlzon, paths in the Whilb Alice sysiew (see sudbectioB

3.2.3) used knife-edge diffraction. It was noted that Sam links exhibited little

of the deep Utcnm= [46].

An Armour study revealed that for knife-edge diffracUm the received

signal is almost free of fbdig exoce fa Ie presence of a pound-reflected

sipl [39]. With negligible g a ft range of 3 db was

oiserved over a 24-bumr period. Wift pm reflection, a fading range as

high as 10 db was observed.

3.2.5 I oospheric Scatter

looospheric scatter communications are subject to severe rapid fading re-

f quiring space diversity to make clannels usable. Frequency, shift keying ban

pined virtually universal acceptance (43]. Tests made by the SHAPE Air

Defense Technical Centre found error rates ranging from 2 x 10-3 to 4 x 10"5.

The rapidity with which the signal level fell from u abLe to numable was re-

markable. The satisfactory performance of detection-retransmission systems

was also noted (31].

The hourly system loss has been measured i= the frequency band between

25 mc and 108 mc (VHF) over a path length of 1000 to 2000 km and found to

extend between 140 and 210 db. [43]. The power a-vailable at the receiving
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astern was olbalned from the hourly median value of a flucbting receivqd

s*mal power. This provides a guideline to the extint of Waing over a raspe of

freqecis and Yoth lengths.

The measured values of the transmission loss indicate that the extent of

WINdin s frequency dependent. The transmission loanui s the ratio Of the power

radiated from the trnmitnaten to the power avallable from the receiving

anternl and ts Proportional to In. The value of a depends on the transmission

path. and te tliv e at which the measurements are obtained. Over the frequency

range 30-108 me, and for a particular transmission path, n was found to vary

between 6 anl 10. For system perfornmce calculations, a value of a =7.5 wax

koid to be iuefil (43] .

The short-time statistics of the fluctating slial received over the same

path reflect the frequency dependence observed In the tranission loss

measurement. Inm measuring the received signal level, the receiving anten

1;smwlt-h was chosen to have a gin of 20 db with respect; to the Isotropic in

order to reduce the effects of meteor scatter. For various frequencies tint fall

within the frequency range of Interest, the probability that the various carrier

envelope levels In dbw are exceeded during the daytime Is given below:

Aeceied CarierProbability that x dimFrequency Envelope Level is E~xceeded

30 mc -150.90
-144 0.99

40. 9mc -133 0.10
-1U7 0.50

-a4 0.90
-157 0.99
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Received Carrier Probability that x dbw
Frequency Envelope Level is Exceeded

x dbw

73.8 -149 0.01
-154 10.10
-161 0.50
-168 0.90
-1'79 0.99

107.8 -164 0. 01
-168 0. 10

-174 0.50
-182 0.90

From these statistics the fading range (power) can be obtained.

Frequency (mc) Fading Range (power) (db)

40.9 13
73.8 14

107.8 14

If the fading range (power) for a random variable with Rayleigh distribution is

obtained, the result is approximately 14 db. The fast fading characteristic

during the day in this case is approximated closely by the Rayleigh distribution.

The fading rate of the envelope depends upon the signaling frequency. The

following are typical:

Carrier Frequency Fading Rate

30 mc 0.3 to 1.0 cps
50 mc 0.2 to 5.0 cps

108 mc 1.0 to 2.0 cps

The fading rate increases when antennas with wider beam widths are used, for

the effects of increased meteor scater are then included. Also, there is in-

creased fading when transmission paths off the great circle path are used.
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Other investigators found Rayleigh fading at 0.2 to 3 cps and log-normal

slow fading with a standard deviation of 6 to 8 db for the hourly median (38,44].

Measurements performed to determine the diurnal variations encountered

in typical ionospheric scatter links are shown below [43]. Data was obtained

over a 1243 km path between Cedar Rapids, Iowa, and Sterling, illin, "s, using

a carrier frequency of 29.80 mc in December 1951. The upper and lower

decile values refer to values in terms of system loss exceeded 10 percent of the

days and 90 percent of the days, respectively.

Hour System Loss System Loss System Loss
Upper Decile (db) Median (db) Lower Decile (db)

00 194 189 184
02 192 187 180
04 189 187 182
06 190 190 185
08 188 185 180
10 186 178 171
12 180 174 168
14 184 175 167
16 189 182 173
18 193 189 181
20 195 190 185
22 194 191 186
24 193 189 183

As shown above, system loss is minimum during mid-day. In terrs of

the median value of system loss, there is a 15-db spread over a 24-hour

period. There is maximum system loss in terms of the median value at about

2000 to 2200 hours at path mid-point.

Similar measurements were made in March and June over the same path,

and it was found that minimum diurnal system losses occurred around mid-day
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both in the summer and winter. However, the median diurnal system loss

around mid-day was about 10 db less in June than in March.

3.2.6 Ionospheric Reflection

HF radio channels using FSK, PSK, and SSB-AM are widely reported.

However, detailed statistical data on fades or error distributions is scarce.

A report by Goldberg [48] describes tests over a 5000-mile path in which

the transmitter power was varied. Median bit error rates ranged from

2.7 x 10 3 to 2.4 x 10 6 for FSK and 7.6 x 10 to 5.2 x 10 - for AK. Error

bursts, but not solid clusters, were observed. Unicom tests found long

periods with error rates above io.2 [31].

Using dual diversity, multipath fading resulted in error rates of 10 2 to

10 - 3 [41]. The probability of an error-free one-second interval over a variety

of 200-mile or shorter paths was found to range between 0.000 and 0.998 at

75 bps and 0.00 to 0.45 at 600 bps [37] .

Very few measured fading parameter values appear to be available. Fading

depths of 20 db have been observed in the operation of the AN/FGC-5 [49].

Another series of tests over 50-200-mile links found fade depths of 6 to 10 db,

wit r mediaa fade duration of 8 msec-10 percent exceeding 17 msec and 1 per-

cet exceedig 60 msec [50] . Other investigators found that the rate increased

with frequency from 1.25 to 15 cps, with the average being 4 to 5 cps [44,51].

There is very little specific information concerning slow skywave fading

other than some measurements pertaining to the day-to-day variation of the

absorption fading phenomenon. It has been found that the day-to-day variations
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of the ionospheric absorption produce a lower decile value 6 db below the

monthly median field intensity and an upper decile value 6 db above the monthly

median.

3.2.7 Satellites

The current status of satellite channels is covered quite completely by

Biterbi [52] and Froehlich et al (25]. Phase shift keying is universally ac-

cepted for satellite channels with either coherent or differentially coherent de-

tection. Since the technology has been advancing so rapidly, only a limited

amount of data is available on error statistics of satellite links whose properties

are similar to those cuirrently ib use.

Froehlich et al [25j found one error In 109 bits over Telstar in a very short

-test. Bailey (26], working with Syncom, found transmission at 2400 bp 4.ssen-

tially error free and at 50,000 bps found predominantly random errors at rates

from 10- to 10- . Most of the errors were attributed to shortcomings of the

terminal equipment rather than to problems with the satellite or disturbances

in space. Although the error rate went up during thundershowers, the errors

did not occur in long high-density bursts.
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3.3 RELATIONSHIPS BETWEEN CHANNEL PARAMETERS AND
SYSTEM PARAMETERS

An effective adaptive comm'.ications system must be carefully matched to

the parameters of the channel in which it is to operate. Considerations of the

maximum differential propagation delay, bandwidth of the medium, doppler

frequency shifts, and phase variations lead to allowable values for the duration

of a transmitted bit and the size of the alphabet. The nature of the errors to be

enountered determines the choice of error control parameters. Once system

parameters are matched to channel parameters, it remains to determine the

thresholds lor switching among the various sets of parameters.

3.3.1 Maximum Differential Mu? path Propagation Delay, Tr

3.3. 1. 1 Ionospheric Reflection

The path lengths through the ionosphere are continuously changing due to

fluctuations in the altitudes of the ionospheric layers and movements associated 1
with irregularities in the ionosphere. Under these conditions, the path length

delay can be as high as several milliseconds [391 with delays up to 12 msec

reported by the National Bureau of Standards in the 4 to 30 mc range [49]. In

most cases Tm is between one and four milliseconds.

3.3.1. 2 ;moopheric Scatter

Three types of multipath phenomena are observed in ionospheric scatter

propagation ac-ompanied by diffe-ent delay characteristics [43]. Meteoric and
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auroral multipath echoes and ground-scatter waves propksted by the F-2 layer

can be observed. The last phenomenon gives rise to delays of the or-jer of

12 to 60 msec. The delay incurred from meteoric multipath is of the order of

1.0 msec, land the corresponding delay due to auroral multipath can be as high

as 4.0 msec.

3.3.1.3 Tropospheric ScaUer

The difference In arrival times of signals origimtting from the transmitter

antenna's 3 db and 0 db points, and received through the receiver antenna's 3 db

and 0 db points, respectively, can be computed from the separation of the trans-

mitter and receiver and the gain of the antennas, and approximates the maximum

differential delay. Bullington [53] does this and finds that for a 30 mile path

with 40 db antennas, the maximum computed differential delay is 16 nanosec-

onds. Measurements were made under these conditions at 4,000 mc and the

maximum differential delay was found to be 6 to 10 nanoseconds.

It has been predicted that, as the range is increased to Leyond te horizon

transmission paths, this delay will increase more rapidly, Tests have re-

vealed that the maximum delay of the strong echoes could not be resolved by the

equipment used, which could resolve 100 nanosecond delays. These tests were

performed at ranges of 75-200 miles using antennas with 35 - 40 db gains and a

pulsed signal frequency of 3700 mc.
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3.3.1.4 .Knife-Edge Diffraction

Little information has been found for this case, but the maximum delay due

to multipath is expected to be sznz!l. This is based on a report [39] concerning

fading measurements over a 160 mile path with an 8800 foot obstacle. Using a

38 mc signal, the received signal level varied from its mean by less than +.2 db

over a 30-day test period.

3.3.2 Medium Bandwidth

Most of the rnedia being considered exhibit frequency selective fading

caused by multipath ziansmission. This phenomenon imposes a bandwidth

limitation on the transmitted signal to avoid distortion of the received signal.

The following oversimplifircion should give an intaitive feeling for the

medium bandwidth. Suppose a sinusoid with frequency f0 cps propagates

through the medium over two path Iengths d1 and d2 and that the two signals are

received having approximately equal intensity and a phase difference which

is a multiple of 21r. Then

0 = (di-d 2 ) '  (3-17)

where c is velocity of propagati'ji and m is ar integer. In this case, the

received signO, level is twice that of single path case. Next, suppose f1 is a

frequency for which the phase difference of the received signals propagated

through the two paths is m2ir - 7r radians. Then

f1 2-1 (3-18)
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In this case the received signals are out of phs by v radis and cmel.

Sirlarly, assume that f2 Is a frequency for which the received sipalg prop-

agted through the two paths differ in phase by m2u- , Then

2m+1.
'2 2(d1 - d2)/c (-

Thus, we have

12-' d IL
2 1 (d1 - 2)/c

Some workers In the field use the above expression to define the bandwidth of

the medium. However, this is not uniformly accepted because the assumption

that only two paths exist is an oversimplification. In general, many paths ezIst

and change with time, resulting to a medium bandwidth which is a random

variable. A similar definition of the medium bandwidth is based on the require-

ment that the phase difference of the signals in the band propagated through two

paths will be one radian at most. Hence,

21dfi 2 2r!2)= 1 radian (3-21)

Therefore

d1 d(3-22)
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An average bandwidth is defined by other workers by measuring the cross-

correlation coefficient of the received signal components separated in frequency.

The difference between the frequencies that gives rise to a crosscorrelation

coefficient of 0.5 is taken as the bandwidth o the medium.

3.3.2.1 lonospheric Reflection

Diurnal variations of the optimum traffic frequency (by international con-

vention, FOT) require that the frequency of transmission be changed several

times a day to operate near the FOT. Different multipath delays are incurred

with each frequency change as shown in the following table for a North Atlantic

AM communication system with an F2 layer maximum usable frequency (MUF)

of 35 mc.

Frequency Time Delay (ms) Bandwidth (kc)

0.85 MUF = FOT 0.25 4
0.50 MUF = FOT 1.0 1
0.42 MUF = FOT 3,0 0.3
0.34 MUF = FOT 6.2 0.16
0.28 MUF = FOT 8.3 0.11

Wben operating at a frequency of 0.85 MUF, the available bandwidth is limited

to 4 kc by selective fading.

The usable bandwidth can be increased by using space and/or frequency

diversity techniques to eliminate the effects of selective fading. Frequency

diveisity techniques have been utilized to obtain total bandwidths of 16 or 20 kc,

thus achieving inforniation bandwidths of 8 to 10 kc. With frequency diversity,
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32 teletype channels, each 250 cps wide, can be obtained. By adding space

diversity the information bandwidth can be doubled.

3.3.2.2 Ionospheric Scatter

The medium bandwidth has been estimated to be 50 to 100 kc if the

effects of meteoric, auroral and back scatter echoes can be reduced (51).

This estimate is based on conputed delay times due to multipath transmission.

Under certain conditions this has been estimated to be nine microseconds, but

20 microseconds has been considered representative. In practice, a bandwidth

of this magnitude has not been achieved. It has been found that the cross-

correlation of received signals separated by 5 to 10 kc is 0.5. Using frequencies

sufficiently high to minimize the delayed echoes from backscatter, the medium

has a bandwidth of 2 to 4 kc greater.

Measumements made by others support the information above [43] . A 6'

narrow beam antenna was used to make the follow. measurements at 50 mc.

Time Correlation Received Signal
Coefficient Frequency Se bation

Early Morning 0.5 6 kc
Midday 0.65 6 kc
Midday 0.5 7 kc

When a broader beamwidth antenna is used, or off-great-circle transmission

paths are used, the crosscorrelation coefficient Is smaller.
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3.3.2.3 Troposphoric Scatter

Analytical expressions have been obtained for the medium bandwidth,

depending upon whether the receiving antenna beamwidth is broad or narrow. t
When the antenna 3 db point, expressed in radians, is greater than a D

where D is the transmitter to receiver distance and a is the effective earth J
radius, then the antenna is broad beam. The properties of the troposphere are

such that a horizontal beam width greater than 2 R does not add to the 13 3

effectiveness of the system. For the broad beam width case, the medium band-

width in mc is

4 ((3-23)

Expe rlin tal results indicate that for a path length of about 200 miles and an

antenna of 1.2 degrees in beamwidth, the medium has a bandwidth of approxi-

mately 10 mc. The expression given for the broad beam case has also been

found to agree with experimental results.

The tropospheric bandwidth was also determined for a different path using

crosscorrelation coefficient measurements (43] . The transmitted signal fre-

qtency was 2290 mc, the path length 188 miles, and the antenna beamwidth one

degree. The transmitted signal was swept over a 16 mc band at 2290 mc, and

the crosscorrelation coefficients of the signals received at 2290 mc and at offset

frequencies were measured. It was found that, at an offset of 4 mc from

2290 mc, there was practically no correlation.
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3.3.2.4 Line-of-Sight Propagation

Multipath transmission determines the bandwidth in this case. A differ-

ential path delay corresponding to seven feet was obtained for a 22-mi] e oath at

4000 mc using transmitting and receiving antennas of 34-to 40-db gain. Taking

the reciprocal of the delay gives a bandwidth of 140 mc. In practical systems,

the bandwidths are limited to 20 to 30 mc.

3.3.3 Ot'her Channel. Characteristics

The two other channel parameters to be considered here, doppler frequency

shift and phase variation, are particularly relevant to the case of ionospheric

scatter propagation. However, the discussion is not limited to the ionospheric

scatter case.

The transmission of a sinusoidal signal results in a doppler frequency offset

of the received signal In ionospheric scatter propagation. This is primarily due

to the presence of ionization trails, and according to doppler frequency shift

measurements made on a VHF path at 50 mc, doppler frequency shifts as high

as 4700 cps have been observed [43].

The doppler frequency spread bandwidth is taken to be two times the maxi-

mum doppler frequency shift expected under the preceding conditions.

The integrated phase variation has been examined using a basic integration

time of 20 msec. The variation is obtained by taking the difference in integrated

phase from one 20 msec interval to the immediate preceding one. An ion-

ospheric scatter propagation path from Long Branch, Illinois, to Boulder,
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Colorado, using frequencies of 30 and 49.6 me, respectively, exhibited the

following distributions of phase variations:

Percent of Time Phase
Phase Variation (0°) Variation is Greater than $0

30 me 5 16
15 4.4
25 2.4

35 L.2
45 0.9
55 0.67

65 0.5
84 0.38

105 0.27
114 0.23
!44 0.1

49.6 mc
5 60

15 26
30 8.5
45 3.5
65 1.8
85 0.92

105 0.66
125 0.32
145 0.20
175 0.1

The perturbation associated with the received phase angle is not confined

merely to ionospheric scatter propagation. An HF ioospheric reflection

mereeent over a transcontinental path was performed by transmitting a

continuous sinusoid at 15 mc and making a simultaneous recording of the

amplitude and frequency of the received signal [18]. The relative phase was

obtained from the doppler frequency recordings by an integration process.

Examining the phase variation ever periods of 20 msec, the maximum phase

variation is of the order of 10 degrees.

3-38



Further experimental measurements concerning phase fluctuations are

reported by Brennan and Phillips (54], Hagfors and Landmark (55] and

Voelcker (s].

3.3.4 Constraints on Bit Duration

3.3.4.1 PSK

When the bit duration is T, the PSK communication system bandwidth is

proportional to T- 1 . Thus, a system that has a bandwidth narrow in comparison

to the coherent bandwidth of the medium will satisfy T > Tm. This is a neces-

sary condition for reducing the effects of Interfeing signals received through

multipath propagation during a bit interval.

When the system bandwidth is narrow in comparison to the coherent band-

width of the medum, a carrier transmitted at the center of the channel will be

received as a sinusoid whose amplitude and phase fluctuate slowly.

The phase stability parameter can be generally dkicussed in terms of the

dopplor frequency bandwidth Be and the information bit duration T. This can

be seen by considering the maximum phase variation in radians due to the

maximum doppler frequency shift, B/2 cps over a T second interval. This

maximum phase variation is obtained by Integrating iB s over the duration T

to get IrBsT. If B T < 1, the phase variation over T seconds can be made

relatively small.
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The constraint required to maintain a small phase variation over the bit

duration is thus T < r . Combining the two requirements,

Tm <T< (3-24)

The phase stability of the medium as well as the maximum lith length delay

become critical when phase shift keying is used. To reduce the phase variation

due to tLe medium, the bit duration can be reduced, bit the limiting factor is

the maximum path length delay. When the multipath delay becomes a significant

portion of the bit duration, the interference due to multipath can be intolerable

and result in system performance deterioration.

In considering the use of M-ary phase angles for modulation, similar con-

siderations are involved as for the case of biphase modulation. There is a

maximoi phase angle variation due to the transmission medium that can exist

and still have the system meet the requirements on the bit error rate. When the

maxinm phase variation due to the medium is considered, the effects of re-

ceiver noise must also be incorporated. When this is done, and the required

error rate specified, meaningful bounds can be imposed upon the maximum

phase variation for certain slw Rayleigh fading.

3.3.4.2 FSK

In the caoc of FSK, care must be exercised to maintain a sufficient frequency
B

separation ietw en the mark and space spectrum of the order of a . This

value will depend on te medium and the frequency at which the system operates..
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The bit duraton T is gsneraly choa to satisfy the previously mentioned con-

str&i tbot T > Tm, ItmAtnw varlatios have been devised to minimize the

nte1ernme due to malpath ddal.

T cu be choms grpter tn - When this is done T shodd include at

least several rls of the order of I Jn each subinterval, s , a

smel phase va'ation way occur, bat over the total duration T the phace angle

will tend to be random. For the detecUon of received signals extending over a
drationT > the received signal er'- =:: !e measured at I intervals

and combined.

Interference due to multipath signals and the methods devised to improve

digital comnumication system performance give rise to various FISK systems.

Based on the expected multipath delay, a dead time is often provided after the

mark or space symbols to prevent multipath interference. A system has been

designed in which the AN/FGC-5 has been modified by providing three pairs

of mark-apace channels to operate In the presence of 12-msec delayed signals

20 db greater in amplitude than the signal received via the direct path [49, 57].

The use of the dead time in FSK systems and the use of additional mark-space

subchannels to reduce interference due to multipath make it mandatory that

frequency division and time division multiplexing of subcbannels be performed

in order to transmit at an efficient bit rate.

3.3.5 Parameters Related to Selection of Redundancy Technique

The redun&cc methods under consideration here are general and include

error control technLques as a special case. Diversity techniques, provision
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of a margin in the transmitter power requirements, existence of dead time

following a malk or space symbol in FSK systems, variation in the duration of

a bit or basic signaling element, use of an RF signaling bandwidth larger than

that required for the information transmission rate, etc., are considered to be

redundancy tedmiques exclusive of error control.

For the design of diversity techniques, the various correlation coefficients

associated with the particular diversity methods are required. For example,

in the case of space diversity the crosscorrelation coefficient of signals re-

ceived through two antennas must be determined as a function of antenna separ-

ation in wavelengths for the particular space diversity technique. The separation
1

that reduces the crosseorrelation coefficient to is the desired antenna separ-

ation.

The parameters associated with the depth of fade combined with the average

error rate over a fade become pertinent in any discussion of transmitter power

margin. In PSK systems the probability density function of the phase variation

is independent of the power received. It is expected, then, that increasing the

transmitter power would have limited infisience in improving PSK system per-

formance-this turns out to be the case.

The criteria for selecting the basic signaling interval T discussed above

provide information on the constraints on varying the bit duration to provide

more average energy per bit.

For PSK systems that employ coherent detection, Calm [58] shows (Fig-

ure 3-1) the signal-to-noise ratio, measured in equivalent bandwidth, required

to maintair a specified error rate when M-ary phase is used. This relation is
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derived for the case where there is gaussian white noise and no fadmng. It is

assumed in Cahn's result that the information rate is fixed, and the equivalent

bandwidth is the bandwidth required in a biphase system to ransmit at the

specified rate. The performance degradation with differentially coherent de-

tection is less than 3 db in the range of interest.

3.3.6 Selection of Coding Parameters

If distributions of burst lengths and error-free intervals are available, it

is a straightforward matter to select parameters for a code to correct any

desired fraction (less than unity) of the errors. Unfortunately, such input data

is rarely available.

A procedure for selecting error control techniques for real systems from

raw serial error statistics was developed by Benice and Frey [59]. Several

shortcomings have been discovered in the procedures originally developed, but

efforts to improve the original procedures have been successful.

A new estimate, (P (bn), has been derived for the probability that all the

errors in an erroneous n-bit block will be contained in a single b-bit subblock

(where b-bit subblocks are considered to be placed end-to-end, starting with the

first bit in the n-bit block).

Let f(n) denote the probability that an arbitrary block of langth n will con-

tain an error. Let P(k and b) denote the probability that in an arbitrary block

of length k+ b bits, the first k bits will be correct and the last b bits will

contain an error. Let P(6 and 10 denote the probability that the first b bits

will contain an error and the last k bits will be correct. Let P(kIS) denote
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the conditimol proldblity that the first k bits in a block of length k+b bits will

be correct gives that the Last b bits coottin an error.

The probability that the first k bits of an arbitrary block of length

n > k + b will be correct, the next b bits contain an error, and the last n-k-b

bits be correct is given by

P(kI) P(G and n-k-b), (3-25)

provided that the conditional probability is Independent of the fact that the last

n-k-b bits are correct. Although this assumption is not always vdlid, it does

provide , close approximation to the correct probability and provides an ex-

pression which cmi be derived from measured block error rates as shown below.

Note that

f =+b) - f(k)+P(k and) (3-26)

since an erroneou block of length k+b bits must either have an error ;n the

first k bits or have the first k bits correct and an error in the last b bits.

Similzrly we have

f(k+b) = P( and k) + f(k) (3-27)

It follows that

P(k and b) = f(k+b) - f(k) = P(E and k) (3-28)

Thus we have

p (klS -fk+b! -fk)(-9
f(b) (-9
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Using (3-28) and (3-29) to obtain an alternate expression for (3-25), we

have

P(kjG)P f andn.-k-b) = f(kb - fk) (f (n-k) - f (n-k-b)) (3-30)

Formula (3-30) applies to an arbitrary block of length n 2- k+b. To obtan the

probability of the same condition for an erroneous block of length n, one need

only divide the expression by f(n). This will be used to obtain the new estimate

0(b, n) for the probability that all the errors in an erroneous block of length n

are contained in a single b-bit subblock. Consider first the case n--b where i

is a positive integer. Now we have

i

4,(b. n) andP ( (j-1)bl b) P b and (-j) b) (3-31)
f(n)

J=1

Using (3-30) this becomes

j
O(b,P) = - [fob) - f((j-l)b)] [f((i-j+l)b) - f((i-j)b)] (3-32)

f(b) f(n)
J:=1

Consider now the case n=cb where i -c -- i+ 1. Define O(b, n) by

O(b, n) = exp I (i+ 1-c) In O(b, ib)+ (c-i) In O(b, (i+ 1)b)l (3-33)

Since the graph of O(b, n) as a function of n is expected to be similak to a nega-

tive exponent/W, the interpolation given in (3-33) should be fairly smooth.
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However, it is not the odly possible Interpolation that could be used, and no

claim is made that it is the best one. This approximation 0(b, n) should pro-

vide appropriate inputs to the formula for 9 (b,n) given in reference (9.9.
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3.4 RELATIONSHIPS BETWEEN MODELS, FADES, AND ERRORS

The ultimate evaluation of adaptive data transmission techniques will be

Lased, to a large degree, on the error rate in the data bits reaching the destina-

tion. It should be kept in mind that the channel models and fading statistics

a, merely devices used to approximate the necessary but unavp'lable error

statistics or serial error stream.

The independent error channel is, of course, the simplest. By simply counting

errors and total bits over such a channel the single defining parameter, the

probability of error, can be determined. The model then will generate a

channel having the same error statistics. Unfortunately, as we have seen, this

model is representative of very few real channels, and is not a channel in which

adaptive procedures can generally be of assistance (subsection 4.4).

The Gilbert model is next in complexity. It will generate directly a serial

stream of error locations characterized by long error-free periods and high-

density clusters of errors. Its three parameters can be found directly by

measuring the distributions of burst lengths, error-free run lengths, and error

rate within bursts. This model adequately represents land lines, which, how-

ever, are quite adequately served by detection-retransmission systems and

thus do not need the more sophisticated techniques under investigation here. But

it cannot represent the fading channel, which is the prime concern here. The

fading channel is characterized by a fluctuating error probability within error

bursts as well as a fluctuating longer term mean error probability.

The main interest, thus, is in the fading models-Rayleigh, Rician, or

gaussian for rapid fading and log-normal for slow fading. The models do not
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immediately yield error patterns. They are merely distributions of the envelope

of the received signal. From these the distrbtion of received signal power can be

obtained immediately. But these are distributions and not Markov processes

that give a serial description of tte channel.

Ric - f1] has derived some useful formulas and approxirutions which enable

us to fill in pat of the serial fading picture. If we can determine the rate N(EO)

at which the envelope E crosses the level E0 in a given direction by direct

measurement or estimate it from the formula

N(E0 ) = !22 E 0

where *0 is the mean square value of the narrow band noise and

9E = 41 2 f 0 w(f) (f-f0) 2dfI(where f0 is the center frequency of the band-

pass spectrum) is a second moment of the spectral density, then we can use the

following formula for the ratio of the number of threshold crossings per second

at level E = E to the number of crossings at level E = 1:

N(E 0 ) -E2/2 (3-35)
) = 1,649 E 0 e

0

This has the form of a Rayleigh density function and is plotted in Figure 3-2

along with the Rayleigh density function for the envelope

f(E) = AL exp (-E2/E 2 ) (3-36)

E3
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with E = 2 (so that average power Is unity). T same ratio is plotted a a
E2function of received sigil power P n 33 lqwt h

exponential density finction for received power.

To ill usta the use of these curves, suppose that at the mode of the

envelope disributon corresponding to 0.5 milliwatt of received power the

threshold crossing rate is 1000 per hour. Then at a threshold of 0. 25 mw the

threshold crossing rate would be approximately 900 per hour according to

Figure 3-3, and at a threshold level equal to 3 mw the crosag rate would be

approximately 190 crossings per hour (in either direction).

Looking ahead, it should be noted that, although the actual statistics for a

real channel may be unmknown, it is possible to determine the mean square value

of the envelope of a Rayleigh distribution ittng the observations by finding the

level for which the threehold crosszg rate is a maximumn. This gives the mode,

M, whence the mean-.quare value of the envelope is 2X2. This will not neces-

sarily be a best least-squares fit, but is reasonable in the sone that it fits a

Rayleigh model to the threshold crossing rates, which are the mnt important

aspects of the probability distributions of the threshold variable.

We can also compute the average duration of the latervals for which the

variable 0 (envelope or power) lies between 61, and 02 (01 < 02). Let N1

and N2 represent the number of times the thresholds 01 and 02, respectively,

are crossed per second, and let 4I and #2 represent the fractions of time that

the variable 0 is greater than 01 and 02, respectively (as obtained from the

probability distribution of 0). Then the average duration is given by

0-0 (3-37)T 12 = N 1 + N2
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Formulas are readfly available to give to Intmbaeo probblty of

error for a given modulation teclmique and sigal to noise ratio. For exampe,

with non-coherent FSK we have

I exp (-E/2N); (3-38)

for coherent PSK

P-=I _____4W-p)W (3-39)e 2 0  3-

where p is the cross correlation coefficient of the signaling waveforms; and for

differentially coherent PSK

Pe = 1 exp (-E/No) (3-40)

Formulas for longer term average error rates in channels subject to

Rayleigh and other types of fading are available. These formulae were not used

because this analysis required the identification of the exact nature and specific

locations of the error patterns. Consequently, simulated fades had to be pro-

duced, and errors had to be located individually using the instantaneous error

probability formulas (Equations 3-38 through 3-40).

For the channel models being considered, the defining parameters can be

mieasured directly or can be computed directly from channel measurements.

These aspects were considered in subsections 3.1.1 to 3. 1.4, where the models

were described and discussed. In instances where the channel measurements

were Inadequate for direct computations, we were able to find appropriate model

parameters to fit the observations by trial and error computer simulations of the

channels.
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Section 4

THE DESIGN OF ADAPTIVE SYSTEMS I

A multitude of problems must be considered in designing a practical adaptive

data transmission system. How to evaluate the channel status In real time must

be resolved. The nature of delays and their effects on performance must be

ascertatned. A control system must be developed that can operate in the

presence of errors.

In addition, it must be decided whether a particular cbannel can be Improved

by tbe Introduction of adaptive techniques. If a given channel is Improvable, an

optimum set of operating modes and an optimum set of times for changing modes

must be found. The problems of bit, block, and mode synchronization plus

buffering requirements must be resolved. Finally, the feasibity of building

such bystems at reasonable cost must be considered.

However, before these problems can be considered, a basic framework of

terminology for describing and comparing the operation of adaptive systems

as well as standards for comparing their relative performance must be developed.
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4.1 BASIC PRINCIPLES OF DESIGN AND EVALUATION

In this section, the basic framework for describing, evaluating, and com-

paring adaptive data transmission systems is established. First, the concept

of a threshold variable is Introduced. This is a single, variable quantity from

w ich the state of the channel can be determined. Next, a set of evaluation

functions (which have the property that the performance of the system at any

instant is directly proportional to their value) is introduced. The evaluation

functions depend only on the mode of operation of the system and on the thresh-

old variable. The statistical average of the appropriate evaluation functions

for the several modes is shown to be equivalent to the time average, and this

statistical average forms the basis of the overall performance Index for a

particular adaptive scheme. Refinements of the simple average of the per-

formance Index are shown to be necessary to account for inevitable delays and

errors in making transitions from mode to mode.

4. 1.1 Threshold Variables

The concept of an adaptive communication scheme implies that there is a

changing state of the channel and that ae the channel state changes, perform-

ance can be improved by changing the mode of operation of the system. The

first problem faced by an adaptive scheme is thus the Identification of the

present "state" of the charnel. Several quantities have been suggested as

contributing factors in the definition of the system state, primarily received

signal level, noise level, (also combined in signal-to-noise ratios), and
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observed error rates. The quantity most commorly referred to in connection

with fading channels is the received signal-to-noise level (say, at the output of

the IF section of a receiver), and this is really equivalent to the received

signal power level, since the noise in most analyses is assumed constant

(also usually assumed band-limited, white, and gaussian). For our purposes

a single threshold variable will be assuned whose domain can be partitioned

into intervals which correspond to discrete "states" of the system. The dividing

lines between the intervals are called thresholds.

It will often be convenient in the sequel to consider the threshold variable

to be simply the signal-to-noise ratio. However, any combination of measurable

quantities which adequately serve to identify or recognize the system state is

an allowable threshold variable. The most Important idea here is the. at each

instant of time the state can be determined by computing a single number from

measurable quantities.

4 .1. 2 Evaluation Functions

For every communication prcblem in which it Is desired to adapt, there

will be implicit certain constraints on the system. Within these constraints,

however, there may be a wide choice of allowable schemes or sets of param-

eters. For each allowable scheme, an evaluation function will be formulafed,

which will take into account the probabilities of error, rapid fading effects,

speed of transmission, and other measures of performance, all as a function

of the threshold variable. The threshold rariable is the single quantity, or

statistic, upon which are based the adaptive decisions. The evaluation
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functions will typically be monotonic increasing functions of the received signal

energy or signal-to-noise ratio (after diversity, if any).

The magnitude of the evaluation function will be directly proportional to

the "quality*# of the communication link at each instant, so that an overall per-

formance index can be computed for an adaptive communications scheme by

averaging over time the instantaneous values of the evaluation function. Thus

the definition of "quality" is completely arbitrary, and is specified by the form

of the evaluation function.

Several hypothetical evaluation functions (denoted by F's) corresponding

to different modes of operation for a ypothdcal system are illustrated In

Figure 4-1. The threshold variable for this example is signal-to-noise ratio.

For S/N < a, Mode 2's, evaluation function Is seen to have the largest value;

for a 5 S/N -< ( Mode 3 is best, and for S/N > (, Mode 5 is best. An

obvious first estimate would Indicate that the system could be optimized by

observing the threshold variable, S/N, and transmitting in Mode 2, Mode 3,

or Mode 5 when the corresponding evaluation function is maximum; the

thresholds on the S/N ratio would be a and P.

Typically, the class tf all allowable schemes will have an upper bound to

its members' evaluation functions, made up of segments from a great many

evaluation curves. The upper bound curve is shown by a dotted line in

Figure 4-1. Attaining the performance indicated by this upper bound may

require numerous transitions from mode to mode as the signal-to-noise ratio

fluctuates. It is then a problem of system design to determine how many

transitions are optimum, and where the transitions should be made. The
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Upper Bound Curve for Md

I Mode 3

Mode I

F

F4  F~

F3  __________________S/N--

Figure 4-1. Hypothetical Evaluation Functions.

4-5



I

graphical display of the performance in various modes Is an aid In deciding

which modes should be utilized. For instance, In Figure 4-1 It may be

unprofitable to use Mode 3, since its performance exceeds that of Modes 2

and 5 only %lghtly for values of S/N between a and t.

It Is clear that a cost must be assigned to the act of making a transition,

since otherwise it would be advantageous in all cases to follow the upper

bound curve. Once two modes have been decided on, a logical placement of

the threshold is at the intersection of the graphs of the evaluation functions.

However, because of the non-zero cost of the transition, it may be desirable

to delay making the transition until the threshold variable moves considerably

past the intersection point.

4.1.3 Performance Indices

The evaluation function F(6) forms a type of instantaneous performance

index. When integrated over an interval of equally likely 0, F(0) yields a

performance index

JF (0)dO J F (0) dO (4-1)
10 10 f0 1 0

which is a figure of merit representative of the operation of the system over

that interval. In general, the threshold variable will be described by its

distribution density f(0) and the basic performance index will be

I = f r(0)f(6)dB (4-2)

0
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For the situation illustrated in Figure 4-1, using three modes, the performance

index is

a

= f F2 (O)f(O)dO + f F3( )f(B)dO

0 a

(4-3)

+ f 0 F5(0)f(6)dO

From this ideal value must be substracted the corrections needed because of

inefficient operation in the wrong modes after each transition (see subsections

4.3 and 4.5). For this, it will be convenient to treat separately the Intervals

during which the system occupies a non-optimum state because we can treat

statistically the "ideal" threshold crossings when transition should occur.

This correction will be incorporated in a fixed average cost per transition.

The duration of occupancy in a new mode need not be considered In figuring the

cost of a transition, for the cosi is actually associated only with the actual

making of a ixansition. Indeed, if there were no cost for transition, there

would be no penalty ior short curation in a mode. The durations do enter ihe

system design, however, by affe:cting the choice of thresholds, since average

durations which are too short will not have enough Inercased efficiency to offset

the losses in efficiency due to transitions.

The revised periormance index can then be found by considering the

frequency of transitions, i.e.,

n-1 n

I = F(O) f(O) d0 - ct, 1+1 1I - E 1 1 N(4

t=1 1=2
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where ci 1 + 1 and c1 , - are the costs per transition from the tth to (i+)th

and (i- 1) t h modes respectively and Ni+ and Ni- are the average number of

transitions per second from the ih to (i + 1)th and (i - 1)t h modes, respectively.

In a typical example, the integral above might yield an average information

rate, in bits/sec; ci, i + 1 [ci, I - 1] would be the equivalent loss in bits per

transition to next mode (above +, or below -). The performance index above

could also be interpreted as a dimensionless quality factor. in that case, t

average number of transitions per unit time can be absorbed into an overall

cost C1 = Ni (ci, i + 1 + ci, i - 1) for each transition where N. is the number

of transitions per unit time in either direction if the thresholds for both direc-

tions are the same. Note that Ni+ = Ni - = Ni . Thus,

I =JF()f(0)d6 - N,(cii 1 + Ci. i-1)

=.F(6)f(D)dG - (4-5)

i

where the index i is now assoclited with the thresholds between states and

modes. In order to aliw for the inevitable errors in transitions made by the

system, the performance index could be generalized to incorporate the

probabilities of mode occupancy by the system as a function of the threshold

variable.

It may be practical to neglect the probabilities of "wrong-mode" occupancy,

and to absorb the average loss in efficiency from such cases in the transition

costs. Thus, every threshold crossing is considered to eventually lead to a
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transition, but with an average delay of some known duration during which the

system ts efficiency is impaired. The added loss in efficiency is then added to

the other costs of the transition. Figure 4-2 shows the evaluation functions,

upward and downward thresholds, and the distribution density of the threshold

variable.

Figure 4-3 illustrates a hypothetical situation with three modes, ohowing

S/N ratio and the time integral of evaluation and costs as a function of time.

The transition costs in this representation appear as negative-going steps in

the time-accumulated evaluation curve. The upward and downward thresholds

are illustrated for each transition. Note that all transitionst costs are not

equal, although all. transil.ions of the same type (e. g., A to B, downward

transition) are shown with the same average cost. In Figure 4-3, the per-

formance index is the slope of the line from the origin t- a point on the j
accumulated evaluation curve at some time in the distant future.

The two main performance indices are the pair (R, p) of throughput and
!

error rate, and the information theoretic measure of mutual information (or

transinformation) which in effect combines R and p into atingle number. (It

will be shown in subsection 4.1. 4 that the information theoretic measure may

not be suitable for evaluation purposes.)

The throughput, R bits per second, is a constant for any mode of operation

which does not discard detected errors. The evaluation function F(O) has the

form:

R = F(O) = d(digits per second) x log2 m(bits per digit) x n-r) (4-6)

4-9



LL. US

Lt.

-CC

oQ

--- 
-/ ...

* 0

z

e-

,.

L 46
0-10) -C U

C " u
0: 0 -

0 -C 0

4-10



$
I

A

-c

I,
S
I
-i

-5
U
4-

i[ _ U-

~I
4-11



where r is the wmnber of reddant bits in a coded block of n digits. fdata

Is not encoded, r = 0. For a system which discards erroneous blocks of data,

the O depends on the threshold variable (e. g., received signal power,

signal-to-noise ratio) and can be represented as

R F(O) = d 1-::-- lo.2m (I - PE(O ) }n (4-7)

where PE(G) is the probability that a symbol will be received erroneously when

the threshold variable has value 0.

The probability of bit error p, is given by

1 m
P =F (0)PE( ) 2  ni (4-8)

where the correction factor takes into account that not all of an m-ary digit's

iniormation is lost when it is in error [4]. If the system has no error control,

then PE(O) is the unconditional output bit error probability. If the system uses

error correction, then P,(9) Is the probability of uncorrected error for the

particular code and threshold variable value 0, and p is the probability of an

unoorrected bit error. Similarly, when error detection is used p and PE(O)

represent probabilities of undetected error.

The transinformation or mutual information rate I bits per second combines

the data rate and the error probability into a single number given by

I = F(O) = (n-r)log2 nm " [1 + Pe1Og 2 P + (1-Pe)lOg 2 (1-Pe)] (4-9)
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where Tix the symbol duration andp e m PE thee
2 2m-1 E gL,~

binary error probability corresponding to the m-ary error probobity PE.

In an attempt to establish meaningful criteria for evaluating an adaptive

communications system, an "evaluation function" has been proposed, along

with a scheme for computing a performance index for each specific proposed

system. The difficulty in this approach is that it is not clear bow to define an

evaluation function which is directly proportional to the "quality" of the system,

without a good definition of "quality. "t Thus, arbitrarily specifying an evalua-

tion function or a set of evaluation functions, one in effect sets the riles for

design of the overall system. Because of the difficulty in specifying a set of

evaluation functions, another approach is to evade the problem by leaving the

"quality" Ill-defined, and comparing systems based on sets of measures. One

such scheme Involves comparing systems on the basis of the pair (R, p), the

throughput rate in bite per second, and uncorrected error rate in bits per bit.

The problem of threshold selection is complicated by the fact that no linear

ordering of the pairs oz R and p exists, but once the thresholds are deter-

mined, the sane integral expression can be applied yielding two performance

indices, say 'B and I , with large IR and small I being the desired goals.

Constraints on minimum acceptable throughput rate and maximum tolerable

error rate can be used to define permissible modes of operation for various

ranges of the threshold v.riable.
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4.1. 4 Lnsitability of Mutual Information Alone as an Evaluation Function

Because it is desirable to formulate a performance index enabling a linear

ordering of systems, a single measure of performance was sought which would

incorporate the effects of errors, speed of transmission, etc. A seemingly

natural choice for such a measure is the "mutual information" or "transinforma-

tion" rate, I (Equation 4-9), which has formal justification in the field of in-

formation theory. However, as can be seen from Figure 4-4, an error rate

of 0.11 is required (on ih per-bit basis) to reduce the mutual information by

one-half of its zero-error figure. For an equivalent binary error probability

of 0. 01, the mutual information is reduced to 0.92 of the zero error rate; and

for PE = 0. 001, to 0.99, approximately. Thus, the difficulty is that a very

small change in I is associated with an intolerably large increase in error rate.

Therefore, usir_ 'his measure, a very large increase in error rate would be

needed before it would be advantageous to operate in a slower speed, less-

erroneous mode.

Figure 4-5 shows a set of approximate curves for 16, eight and two

level FSK, with linear scales for S/N ratio and information rate. It is seen

that the 16 level mode is best to the right of point 03, eight levels are best for

S/N between point a and point 0, and two levels (binaryl are best for the

tiny fraction of the diagram to the left of point a. It should be noted that the

distribution of S/N will be exponential for Rayleigh envelope. Even though the

exponential distribution density heavily weights the small values of SIN, these

values correspond to error rates not normally considered acceptable (e. g.,
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greater Mato 01). Tbuas. it in expected. that a realistic aepttv scheme will

make transitions at larger SIN ratios. This Implies that a measure of per-

formance different from mutual Inormation is seeded.

The cuvs In Figure 4-5 were obtained usin Figure 4-4 for the informa-

tin per binax digit as a function of the equivalent Uinary digit error proba-

bility. The equivalent binary digit error probability was obtained from the

curves of Figure 4-6, wbich, show, symbol error probabilit vs;7 , which is

effectively a signal energy-to-noise power ratio. These curves are based on a

paper b~y Nuttall (60) . The symbol error pr&bili s are converted to

equivalent binary digit error probablltes using Equationa (4-8).
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255-nautical-mile path using 505 mc. Measurements were obtained over

irregidarly spaced rnms throughout a two-month period, with the duration of

each run, Tint , taken to be 15 minutes. To eliminate the variations in median

signl levels from run to run, the signal level was expressed in db with respect

to the median level of the signal during the particular run. They found that most

of the runs resulted in an approximately Rayleigh distribution. As examples of

their findings, fades at 505 mc, 15 db below the median signal level, and more

than one second in duration occurred approximately 35 times per hour; 10 db

fades lasting more than one second occurred approximately 70 times per hour.

It is interesting to note that at 4090 mc the fast fades occured about eight times

faster. Hourly median signal levels over a period of one year at 505 mc and

4090 mc on the 15C-nautical-mile path were also measured. The measured

hourly median signal levels were converted into the path losses in excess of the

free space loss and expressed in terms of db. This is a reasonable way to

normalize the hourly median signal leveis, but one has to exercise care in

choosing the antenna gains to compute the free space loss. As expected, the

results are reasonably close to log-normal with standard deviations of 9 db and

7.5 db for the 505 mc and 4090 mc cases, respectively.

The variation in the median signal level is due mainly to seasonal varia-

tions. Less loss is incurred during the summer and fall in comparison to

winter and spring. There is also evidence of diurnal variations, but these ap-

pear to be less significant than seasonal variations for the experiment under

discussioni.

For a 255-nautical-mile path, the hourly fading depth was measured for

a carrier at 505 mc [18] . The measurement was made by transmitting 500
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watts at 505 mc. A radio receiver incorporating a 20 kc narrowband IF ampli-

fier was used. The receivers measured the magnitude of the signal power de-

livered by the receiving antenna. These measurements are summarized below.

Hourly Fading Depth Percent of Time Fading
(winter measurement) Depth is Less Than x db

xdb

7 1
10 10
11 20
15 65
18 90
22 99.5

For the same path and frequency, the number of fades per hour was related to

the duration of the fades, as shown below.

Magnitude of Fade Fade Duration Number of Fades per Hour
Below Hourly (sec) with Longer Duration

Median Value (db)

15 1.0 32
1.2 20
1.5 10
1.8 5
2.0 3

10 2.0 30

2.5 20
4.0 10
6.0 5

5 3.0 32
4.8 20
8.0 10

16.0 5
35.0 2
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division multiplexed channels. In each channel only flat fading occurs. In their

analysis, a pilot tone at fc cps is received as

g1 (t) e %t (4-10)

where gl(t) is a complex valued funtion with a normal distribution. If a pilot

tone is transmitted at frequency fc +F cps, the received signal is

h1 (t)ej [2 (fc+F)t+] 
(-11)

It is apparent that the channel state at fe + F cps can be estimated on the basis

of a pilot tone at f% cps and the crosscorrelatior between gl (t) and h, (t). Bello

and Nelin worked with HF propagation, so to a good approximation gl(t) and

h1 (t) have a joint distribution which is gaussian.

4. 2.2 Determination of Signal Level

The basic measurement is the determination of the incoming sigr9l level.

The input will consist of signal and noise, so the measured signal level will be

the total input signal level. Under the assumption that the Input noise is white

gaussian with zero mean and relatively fixed noise power density the signal

power can be obtained from:

2 22
(s(t)+n(t))2  s2(t) + s~t(t) + - n (t) (4-12)
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Since the noise n(t) is Independent from the signal st) and since n(t) =O, the

above becomes:

(s(t) + n(t) s(t) + n (t) (4-13)

whence

s2(t) =(s(t) + n(t)) - n2t) (4-14)

For tn FSK system, this measurement can be performed at the output of

the baseband circuit that forms the difference between the output of the detec-

tors following the two band pass filters. If we denote the detector output signal

by s(t) and the noise at the output of each of the detectors by nlt and n2 (t)

respectively, then when the signal is observed in the presence of the noise

signal n1(t), the signal power at the output of the difference combiner is

(s(t) + n(t)- n2 (t) 2 = ,2t 2 2t-2nl(t)n2(

(4-15)
+ 2s(t)nl(t)-2s(t)n(t)

When the signal s(t) is observed in the presence of noise signal n2 (t), the

corresponding signal power is

2n 2V 2 2t
(nl (t;-s(t)-n 2 (t))2 = s (t)+n1 (t)+n2 (t)-2n1(t)n2 (t)

(4-16)

- 2s(t)n1 (t)+2s(t)n2 (t).
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The independence of the signal and noise terms was assumed. Obvious simpli-

fications result if the noise has zero mean. The channel state can be estimated

on the basis of these measurements.

When bi-phase modulation i used, a measurement at IF can be performed

by using a square-law detector followed by filtering at twice the Input signal

frequency. During an information bit transmission, the phase angle due to

modulating information is constant. The received signal in this case !a narrow

band gaussian noise which is expressible as

Xc(t) cos0c t + Xs(t) sin Wct (4-17)

where x0 (t), x(t) are independent random variables with gaussian distribution

and zero mean. Filtering the output of the square-law detector at frequency

2w c one obtains

1 2 2

2 -(x0(t)-xs(t))cos 2 c t + Xc(t) x5 (t) sin 2 Wct * (4-18)

The amplitude of the above signal Is

2 2
2CM + B (4-19)

This is the average power of the received signal envelope. Square-law

detection followed by low pass filtering to recover the do term gives similar

results.
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The probability density function of is9t+xs) isR leigh, and a

2 2simple exercise reveals that the probability density function of xC(t) + xS(t) is

-i exp+Xg(t (4-20)

where or is the variance of the narrow band gaussian process.

The basic measurement is made to estimate the average received sgnau

power, which in turn provides information concerning the time varying channel

state. The general functional relation between the per digit error rate, re-

ceived signal energy per bit, and received noise power density is

P = f E (4-21)
if0)

where E is the energy received per bit and No the noise power density.

Examples of this relationship are given in subsection 3.4. Since

E = s T, (4-22)

where T is the information bit duration, the error rate, P, can be obtained

after the reception of each information bit. If the system performance is

specified in terms of the error rate, the estimatec error rate based on the

measurement of average received signal power and Equations (4-12), (4-21),

and (4-22) provides a measure of how close to the desired error rate the

system operates. If the desired and estimated error rates are denoted by
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Pdes and Peat) respectively, the system adaptation to the chamnel state must

p --Pdes ent (t

That the received signal level, after the multipib signals from the previous

bit duration have subsided, can be used as a basis for adapting to the varying

channel states was demonstrated by Lieberman [2]. He used the received

signal-to-noise ratio to adapt his communication system, and points out that

when the signal-to-noise ratio Is sufficiently high, this quantity is proportional

to the charnel capacity.

4.2.3 Use of Error Control Techniques

In addition to directly measuring channel parameters, it is also possible to

use error detecting or error correcting codes to assess the channel. This

differs from measurements of the other parameters discussed here In that it is

an after-the-fact channel measurement, I. e., the received signal has been

detected, bit decisions made, and receiver noise has been Introduced. This is,

however, not necessarily undesirable. User requirements are generally stated

in terms of quality of data at the system output and error control measurements

evaluate the quality of the data output directly. Thus, although not as good as

a channel evaluator, error control is a superior data quality monitor. Possibly

a combination of diversity measurement and error control measurement is

optimum.

Certainly if the adaptive system is already an error control system, the

existing coding may be used to assess the channel rather than introducing
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additional equipment. Criteria such as the number of errors In consecutive

blocks, consecutive blocks containing errors, and consecutive error-free

blocks were used to make mode change decisions in the simulation of the ficed

block length, variable redundancy and variable block length, fined redundancy

techniques (see Section 6). On the other hand, the Inherent delay associated

with the generation of error Information may limit the usefulness of this tech-

nique. f any attempt Is made to extend the redundancy over ong blocks, or

if the information bits are distributed and not taken sequentially, a further

delay will be incurred In obtaining the information pertaining to the number of

bits in error. It should also be noted that this is a coarse block-by-block

measurement as compared with the continuous measurement associated with

the other techniques.
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4.3 DELAYS

In reality, It is not possible to adapt a system the histant a change in the

environment occurs. Indeed, several types of delays are inherent in any

adaptive communication system.

First there is a delay in sensing that the channel state has changed. The

two main techniques for monitoring the channel (subsection 4.2) are, In effect,

.3ignal strength measurement and error estimates from coding. The former

requires some time for processing and integration In order that a pieanlngfu

average value is obtained rather than some extremely short-lived dip observed

in a brief sample. The latter requires that a complete coded block of symbols

be received and processed before an indication is available regarding the

presence or absence of errors.

Second, there is a delay in conveying the channel state information or mode

change request to the transmitter. This delay is the sum of two delays. One

is the propagation delay between the terminals. The other, and generally

larger, is a delay caused by constraints on the adaptive control logic (sub-

section 4,5 ). It is necessary that all messages follow a fixed format. Con-

sequently channel and mode information, which is really only a minor part of

the data being sent, cannot be sent at will, but must be sent only at particular

times. Thus, there is a waiting period to inform the other terminal.

Third, there is a delay in reacting to the receipt of new chanl state

information or a mode change request. Here again, format restrictlo and

synchronization problems limit the specific times when a terminal may change,

4-27



&P4 therp will be a delty while the terminal waits for the next possible time to

change modes.

The delay problem restricts those situations in which adaptive technqums

can effect an improvement in performance In a realistic eavirmmnt. A

further discussion of this aspect appears in subsection 4.4. For those situa-

tions In which the delay problem does not preclude the use of adaptive tech-

niques, the extent of Improvement is reduced. In Section 5, actual systems are

analyzed, and the effects of delays on performance are expressed both in

formulas (subsections 5.3 to 5.5) and quantitatively (subsection 5.6).
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4.4 IMPROVABLE SITUATIONS

As previously shown, a major limiting factor to effective adaptive com-

munications is the delay from the time the channel chages to the time the

system can adapt. It Is immediately evident that channels subject to rammn

errors cannot be improved by the techniques covered in this report-with the

exception of those which repeat erroneous data In some form. The main value

of the teohniques not currently In use will be in fading channels, where the

degraded channel state persists for a reasonable length of time. Here the

adaptive change can take effect and give improvement to compensate for the

additional cost.

Not all fading can be overcome by adaptive techniques (other than diversity).

For example, some Rayleigh fast fading changes so rapidly that adaptive con-

trol is infeasible. This is not at all due to an expected limit on the speed of

automatic equipment, but represents a consideration of the intrinsic delays In

communicating adaptive control information discussed in subsection 4. 3.

In computing the average delay after a threshold is crossed until trans-

missions can be received in a new mode, an important, perhaps controlling,

factor is the length of the block structure imposed on the data. This block

structure is required to provide a vehicle for control messages and switch-

overs. The importance of the block length derives from the fact that the

threshold crossings will occur at random within some block interval. There-

fore, the average delay before the next possible service message transmitted

in the reverse direction will be T Tb is2i
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in seconds. Assume that the service message starts T. seconds before the

end of a block. Then the minimum delay from the time a threshold is crossed

at one terminal until the other terminal finishes receiving the service message

is (TS + Tp), where T is the one-way propagation time. The corresponding

maximum delay is (T, + Tp + T.). Typical values might be T p = I ms

(5 sec/mile for 200 mile link), TS = 20 ms (10 bits at 500 bits/sec), and

Tb = 200 ms (100 bits at 500 bits/se). Thus, the delay before a service

message is received at the transmitting terminal will be uniformly distributed,

with mean (2T. + 2Tp + Tb)/2 which, for the values given as m example

above, would yield an average delay of 121 ms. (rhis assumes no coofusion

or error in the transmission of the service message.) There. will be an addi-

tional constant delay Td (typically half a block) after the service message is

received before transmission in the new mode can begin. Thus, for the pres-

ent example the overall average time from threshold crossing to reception

of signals in the new mode is about 221 ms. To illustrate the infeasibility of

adapting to Rayleigh fast fading, consider the average duration of fades below

a given level and the average number of fades per second below a given level,

as given for tropospheric propagation in Reference [62]. In that reference,

it is stated that for fading rates (i.e., threshold crossings at the median level)

greater than about 12 per minute for 4110 me and 8 per minute for 460 mc, tl-,

envelopes of the signals are Rayleigh-distributed. The fading rates depend

on wind velocities and turbulence in the reflection volume and are so highly

variable that it is useless to give a single "typical" fading rate. However,

the median fading rates for a 460-mc troposcatter link show a diurnal variation
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of the median fading rate from about 7 to 1ii fades per minute. Furthermore,

for higher frequencies, the fade rate will be greater by a factor which usually

exceeds the ratio of frequencies. As an lWautratica, assume a median fading

rate of 12 crossings per second. Then, assuming a two-chainel combiner and

a threshold at 0 db, the average crossag rate in a sirgle direction would be

about 8.4 crossings per second with an average duration of the signal below

the 0-db level of about 220 ms [62]. Since the average occupancy time in a

mode is thus comparable in duration to the average delay in making a transition,

the possibility of usefully adapting to these fades Is virtually ruled out.

Thus, it is only the slower fading phenomena (Rayleigh or log-normal) to

which we can adapt. As seen in Section 3, tropospheric scatter, ionospheric

scatter, and ionospheric reflection all have slow fades as well as rapid fades.

Although land lines have long disturbances, these are so effectively handled by

high efficiency, high reliability, error detection-retransmission systems that

they present no problem and offer little room for improvement [63].

Quantitative results on the degree of improvement in a wide variety of

channels are given in subsection 5.6 for variable modulation parameter tech-

niques and in subsections 6.2 and 6.3 for variable error control techniques.
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4.5 CONTROL PROBLEMS

The control problems associated with adaptive data communication sys-

tems are critical to the proper performance of such systems. They are

generally dismissed lightly as either trivial or obvious. Nevertheless, subtle

variations and seemingly inconsequential short-comings can render a potentially

useful system ineffective or inoperative.

The main function of control information is to enable the receiving ter-

minal to convey to the transmitting terminal information as to what changes

should be made in the mode of transmission and when these changes should be

made. The major proble m associated with this Is based on the fact that this

control information is subject to errors in transmission which may or may not

be detected by the recipient. There must be a well defined course of action to

cover all eventualities lest situations arise in wkich neither terminal knows

what the other , s doing or what it should be doing itself, resulting in chaos

that prevents any meaningful transmission of data.

If the recipient of the cctrol information recognizes that a particular

message contains an error, 1-e can reject it or convey his uncertainty to the

sender. If he does not recognize that a particular control message is wrong

and adapts erroneously, the receiver may lose synchronization and may also

be unable to distinguish among redundancy, data, and control information.

Even when the recipient can identify faulty control information, the sender

will still be unaware that it was faulty and will be expecting an adaptive change.

When this change does not occur, sync may be lost. Furthermore,' attempts
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to convey this "faulty receipt" back to the sender are themselves subject to

error, and so on.

What is needed, then, is a set of operating rales and procedures to make

it unlikely that the terminals lose awareness of what they should be doing or of

what the other is doing. In additioa, provision must be made !or the system to

recover from the infrequent, but never completely avoidable, breakdowns. This

is the purpose of the adaptive control logic. -

In designing such a logic, it is desirable to make it as fast-acthng as

possible so that excessive or intolerable delays are not Introduced. Such delays

would render the adaptive action useless when it finally occurred (subsection

4.3). Furthermore, it should be as efficient as possible. Each bit of control

information sent replaces a bit of data. Extra controls must not lower data

throughput more than the adaptive action will increase it.

Various control logics, both old and new, are discussed In subsection 4.6.
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4.6 ADAPTIVE CONTROL LOGICS

Every adaptive system needs a control logic which unequivocally defines a

course of action for every possible eventuality. For retrmismisslon systems,

several such il;ics have beee developed. These logics, together with some

improvements, are discussed below. In si-ditic., a new logic for nonretrans-

mission systems was developed and is explained in this section.

4.6.1 Retransmission Logics

The control logic for a retransmission system must indicate when to re-

transmit, what to retransmit, what to accept, and what to do when ambiguous

control messages are received. It must also provide a means for system

recovery from undetectable errors.

4.6.1.1 Fixed Format Systems

The most common retransmission systems always transmit both data and

control information in the same format, either separately or together. There

are three basic types- Idle-RQ, Stm ,'e-RQ, and Dual-RQ. Virtually every

retransmission system desigr. is one of these or a minor variation of one of

these. The reader is referred to Reference [13] for a detailed descrplon

and analysis of these control logics.
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4.6.1.2 Variable Format Systems

Its also possible in a retransmission system to vary the block length or

the amount of redundancy in a block. If the block length is to be varied, more

control information and operating procedures than required for fixed block

retransmission will be needed. Such a control logic, adapitive Dual-RQ, was

developed by Corr and Frey [1). It uses two control bits and an elaborate

set of rules for switching, printing, and accounting. Although it appears com-

plex, it is the simplest design known that allows continuous operation without

loss of data.

If the block length is to be kept fixed, but the amount of redwnncy varied,

thon the regular Dual-RQ control logic suffices except for a problem of data

alignment. This problem is the result of two facts:

1. On a blc.k-by-block basis, the retransmitted blocks do not
contain the same data bits as the original blocks whenever a
meode change accompanies the retransmission, for the new
blocks have the same overall length but differert redundancy
length and hence different data length.

2. The retransmission logic does not make it clear to the receiving
terminsl wher regular transmissions end and repeat trans-
missions begin.

In fixed-block, fixed-redundancy Dual.-RQ this problem does not arise

since the proper data is automatically sent to the destination, regardless of

which blocks are discarded. In contrast, the number of data bits discarded

in the variable system varies as the modes change.
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Although further analysis Is required to verify that the data stream can be

realigned in every conceivable case, it appears that, since precise Information

concerning the number of data bits in any given block is contained In the identity

of the code polynomial for that mode, the receiver can always determine the

number of data bits in any correct block. Hence, the alignment of the data and

mode changes.

4.6.1.3 Improvements in the Design of Retransmission Systems

Iual-RQ type retransmission logics are probably the most satisfactory

and widely used in practice today. The basic version described by Reiffen,

Scbmiidt and Yudkin [63] represents a signiicant improvement over van

Dauren's origina! design [64]. The basic version's complete behavior was

analyzed and described in 1964 [13]. Two modifications of the basic

version which lead to simpler implementation and improved performance are

described in the following paragraphs.

Priefly, the Basic Dual-RQ is a full duplex system in which both ter-

minals send message blocks of the same size. These blocks contain a service

bit reporting whether the most recently received block contained errors.

Each block is protected by a strong error detecting code. When an erroneous

block is received by a terminal, or when word that the other terminal re-

ceived an erroneous block is received, the terminal goes back two blocks

retransmits these, and then continues (either retransmitting again or

advancing). At the same time, two invoming blocks are discarded.' A
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terminal state diagram for the Basic Dual-RQ is given in Figure 4-7. The

matrix of transition probabilities between message states as defined in

Reference [13] is given in Figure 4-8, and the matrix of message acceptance

probabilities is given in Figure 4-9, where d = Pd is the probability that a

block will be detected in error, u = P u is the probability that a block vill con-

tain an undetected error, a = P is the probability that the service bit in a

block containing an undetected error has been changed, and SX = PSK is the

probability of going from state S to state X.
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4.6.1.3.1 Revised Dual-RQ

It was observed that terminal states I and 2 perform Identically except for

the choice of the outgoing service bit. Howevwr, the message contining the

OK from terminal state 2 Is not examined by the opposite terminal when it gets

there, but is automatically discarded because of the previously received

erroneous blocks. Hence, an HQ might just as well be In the block. i this Is

done, the transmitter need not distinguish between erroneous blocks and RQ-

bearing blocks, and terminal states I and 2 become Identical in all respects.

This results in the simplified terminal state diagram shown in Figure 4-10.

This Revised Ihual-RQ logic behaves exactly as the Basic Dual-RQ logic in

the absence of undetected errors. In the event of undetected errors changing a

confirmation to a retransmission request, the Basic Dual-RQ repeats messages

without the opposite terminal's knowledge; in the Revised Dual-RQ the opposite

terminal is notified and goes into a repetition cycle. Thus the Basic Dual-RQ

discards messages that will not be repeated, whereas the Aevised Dual-RQ

repeats these messages. In terms of message states, State D no longer exists.

The transition and outcome matrices are given for the Revised Dual-RQ in

Figures 4-11 and 4-12, respectively.

This simplification in terminal design is accompanied by an increase in

reliability (the wrongly discarded messages are retransmitted) and a decrease

in throughput (more retransmissiocs). A computer examination of the com-

parative performance of the basic and revised logics was made for all block

lengths less than 1024 which offered improved reliability over uncoded
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systems at a reasonable throughput rate. Both independent and dependent

error channels were considered. For all dependent error cases and virtually

all independent error cases, it was found that

Revise~d Dual-RQ thrghuE-%-rug t = 1.0000

In the few cases with block lengths 31 or less where this was not true, the

ratio never went below 0. 9990. Hence there is no significant decrease in

throughput.

The examination of the uncorrected error rate p showed that, independent

of the channel error probabilities, the following holds:

Basic Dual-RQ p
1.0000 4 Revised Dual-RQ p 3.000

The variation of the ratio with block length and code capability is shown in

Figures 4-13 and 4-14 for dependent and independent errors, respectively.

From these figures it can be seen that ther,: is a small, but observable,

improvement in reliability with the Revised Dual-RQ. Its main advantage

remains, however, with the implementation.

4.6.1.3.2 No-Service Dual-RQ

Since repeat requests and errors are treated identically, it was observed

that a special bit to request repeats i6 not necessary-many errors could be

intentionally introduced in the outgoing block with same end result. The logic
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with this modification was named the No-Service Dual-RQ° Its message states,

transltion and outome probabilities were analyzed and are shown in Figures

4-15 and 4-16, respectively. They are the samc as for the Revised Dual-RQ

except that P., the probability that %he service bit will be changd in a message

!ontaining an undetected error, is not defined. These terms are replaced by I

for RQ-.,- OK changes and 0 for OK-*-RQ changes. The logic was then evalu-

ated for the same codes and channels as the two other logics. It was assumed

that the undetected block error probability for the IntentionaEy invalid blocks

would be the same as that calculated for intentionally valid blocks.

An increase in throughput (a data bit is sent instead of the service bit of

approximately where k is the number of data bits per block, was observed

as expected. This is accompanied by a decrease in reliability (Omdetected

errors ae more likely) of one to three percent for independent error channels

and one to 50 percent for dependent errors. The latter are independent of

channel statistics, but vary according to block length and code strength as shown

in Figure 4-17.

4.6.1.3.3 Conclusions

The Revised Dual-RQ is superior to the Basic Dual-RQ in implementation

and reliability and equal in throughput. The No-Service Dual-RQ offers more

throughput coupled with less reliability. This tradeoff must be evaluated by

the individual user in the light of the problems introduced by the intentional
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introdaction of errors into a message block. In practice, other control and

service requirements In these blocks may preclude the use of No-Service

Dual-EQ.

4.6.2 Mn-Retransmission Logics with Vci dack

4.6.2.1 General Discussion

The type of iystem to be considered here is shown in Figure 4-18. A buf-

fer at transmitter and receiver Is included to provide for convenient service to

relatively constant rate sources and sinks of information. The data stream

ffr, the buffer is divided Into blocks, and whatever redundant symbols are

needed are added in the message formatter (for Instance, symbols for synchro-

nization, service information for the adaptive logic, and in some cases check

symbols for error control coding). The transmittev section performs the nec-

essary modulation of the symbols it receives, enabling their transmission to

the distant terminal. At the terminal a receiver demodulates the signal and

monitors the threshold variable, and the message processor removes the re-

dundancy and recovers service messages generated by the other ter-ninal.

Both the message formatter and transmitter receive signals from the

adaptive decision block, as follows:

A. Ubservations of the threshold variable at the receiver (A) are used in
the adaptive decision section (possibly along with error data from the
processor (A)) to generate requests for a mode change in transmitting
from B to A. These requests result In service m essages originating
at A's formatter.
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2. When a service message is received at A, it is recovered at A's pro-
cessor and routed by A's adaptive decision section to the formatter and
transmitter. The transmtter is caused to change transmission mode
(e. g., change speed of transmission), while the formatter makes
chanoes in the redundancy, if necded, and possibly requests a change
in the data rate from the buffer.

A basic assumption that will be made about all the systems considered here is
that a clock is available at both terminals which provides absolute time informa-

tion. Even when transmission speeds, etc., change, the basic time information

is always avalable at both A and B. This may or may not imply phase coher-

ence at the carrier frequency, but it does imply adequate timing for individual

symbols and blocks of symbols.

In designing the adaptive control portion of the system, one of the most im-

portant considerations is the action taken by the receive terminal (B in this ex-

ample), since we will assume that the transmit terminal (A) automatically obeys

the commands it gets from B. In all the case-z considered here, it will be as-

sumed that the decisions determining the mode of the link will be determined at

the receiver. This is logical in most simple cases, since the receiver has all

the relevant information. Thus, only the decision need be transmitted back to

the sending end, instead of detailed results of measurements.

It is possible that in some cases (not considered here) it would be advanta-

geous for the decisions to be made at the transmitter. For instance, the trans-

mitter is closest to the source of the information, and has knowledge of message

priorities, anticipated traffic conditions, overloading of a message buffer, etc.

In such cases it may be advantageous to transmit more information back to the

sending end from the receiver, letting the decision be made at the transmitter
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itte. b h a tase, howrever, the informaticn transfer ratk is not bring max-

imIzed, but mor- general criterion is employed, including the other factors

mentioned.

Several alternativc policies which can be followed at the receiver are listed.

1. The receiver can continue to receiv2 in the ola mode until enough time
has elapsed for transmissions to change, then change receiving mode,
assuming the transmitter has correctly interpreted the request. This
is the most optimistic policy, and provides the minimum delay in the
event no errors were made in the service messages. This can be ac-
complished either at the end of blocks of data, or after arbitrary trans-
mission symbols, in which case the data may or may not be divided into
blocks.

2. The receiver continues to receive in the old mode until there is positive
indication that the transmitter has changed to the new mode. This has
the disadvantage that if blocks are protected by an error-detection code,
a change of state from good to bad will be accompanied by increased un-
certainty of reception just when the new mode must be recognized.

3. The receiver could have two or more demodulation units, each con-
stantly monitoring the channel and available to take over the job of
receiving data as soon as transmissions are received in its mode. This
may be optimum, in the sense that it allows for a random delay after a
request to adapt before the actual transition is made. However, the
scheme is wasteful of equipment, since all but one mode will need an
idle receiver; and to aid in recognizing the mode change, division of the
data stream into blocks with error detection coding would probably be
necessary. Thus, a block with no error would be accepted, all others
would be rejected, and if more than one block had no error detected (an
event which would almost never occur), all could be rejected.

4. As a modffication of the fixst method above, the change could be re-
quested in advance of the planned time for change, and several succes-
sive messages could be sent, each indicating the time for desired
change. For instance, as soon as a threshold is crossed and it is decided
that a change is needed, a request could be sent in the next block re-
caesting a five-block delay before putting the change into effect. The
next block sent from the receive station could request a four-block de-
lay, etc. This scheme uses more time in the inefficient mode before
changing, but has less chance of wasting data and time by errors in the
control data. Obviously, this scheme would require relatively long
periods between transitions to be efficient. This scheme seems promis-
ing, and will be elaborated in subsection 4. 6. 2. 2.
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In a realistic evaluation, however, it is important to consider the frequency with

which mode changes are made. To analyze the problem in this light, the second-

order statistics of the threshold variable must be considered. For instance, the

number of times per second that a given threshold is crossed in the positive-

going direction is important in determining thresholds, as well as the mean du-

ration of intervals for which 0 + 1 > 0 > 09 for various fixed thresholds 0i .

(See subsection 3. 4. )

4.6.2.2 A Controlled Delay Adaptive Logic

A full-duplex scheme is elaborated here which changes modes according to

decisions made at the receivers, after a delay which is known at the receiving

terminal. The basic concepts of this adaptive scheme are:

1. Block and clock synchronization at both terminals are assumed perfect.

2. All blocks are of the same duration (in thne). Symbols may be of vari-
able duration and alphabet size,

3. There is no attempt at retransmission. If error coding is used, erro-
neous blocks can be discarded.

4. A threshold variable will be observed at the receiver, and the events of
crossing thresholds will be noted.

Initially the logical control of a three-mode adaptive system will be exam-

ined. Although a two-mode adaptive scheme would be simpler, such a scheme

is qualitatively different in character from a multi-mode system, and results

could not be generalized. The three-level system encotmters not only the

problems of communicating a request for a nrde change, but also the problem

of identifying which mode change. In changing modes, a system with ordered
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modes can have a policy of changing by only one mode at a time, or of allowing

"jumps" to new modes in order to adapt more quickl- to rapid changes in the

channel. Another reason for starting with a three-mode system is the intuitive

belief that tIis will allow a central region or zone for the threshold variable, in

which more or less average performance can be obtained for a large fraction of

the total time. Then, deviations above or below this zone would result in adapt-

ing the mode, either to salvage some performance in a period of poor S/N ratio,

or to capitalize on a period of very good S/N ratio by sending data more rapidly.

On crossing the (i-j) threshold, indicating that the channel has changed from

state i to state J, a service message will be inserted in the earliest possible

block sent back to the other terminal (the terminal transmitting over the cliang-

ing channel). The service message will demand a change from mode i to mode

j after k blocks. Succeeding blocks sent in that direction will include service

messages demanding a change from mode i to mode j after k - 1, k - 2, ... ,

etc., blocks. The transmitter, on receiving the block with service message re-

questing mode j after zero blocks, will commence transmission in mode j in the

next complete block it transmits,. An example of successive service messages

might be

(3,4), (3,3), (3,2), (3,1), (3,0), (3,0), (3,0), .......

Here, k is 4, the channel has changed from some unknown state i to state 3, and

the request is to change to mode 3 after 4, 3, 2, 1 and 0 blocks. Note that it

costs nothing to continue the service message (3,0) until the next state change,

thus enabling a recovery after an error.
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Because of the assumed synchronization, the terminal demanding a mode

change can switch its receive mode without delay the instant transmissions are

expected in the new mode (if there is no changeover time for the equipment).

in case of error in interpreting a mode change request on the part of the

transmitter terminal's receiver, the receiver will continue in the new mode in

anticipation of an eventual recovery at the transmitter. Similarly, in case of a

false-alarm at the transmit terminal, where a mode change is thought to be re-

quested but in fact has not been, the receiver takes no action, but waits for the

transmitter to uncover the mistake.

In the event another threshold crossing occurs before the full sequence of

service messages is sent, the sequence will he cut short and a new sequence be-

gun, requesting a change to the mode corresponding to the new state of the chan-

nel. This would lead to such a service message sequence as:

(1,0), (1,0), (1,0), (2,5), (2,4), (2,3), (2,2), (3,5), (3,4), (3,3), (3,2),

(3,1), (3,0), (3,0), .......

At the transmitting terminal, whenever a command to change is received

but an error is known to exist in the block bearing the command to change, or

whenever an error is known to exist and no change request has been received,

decisions must be made about what mode change to make and when to make the

change. The possible strategies available at the transmit terminal are outlined

as follows:

If error detection coding is not available, a blck car be re-2elved with an

allowable serviie message which is not in proper sequence, Indicating an error,

thotigh not necessarily in that block. For instance, if k = 4, and the mode has
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been 1, if a service message sequence such as (1,0), (1,0), (2,3), (2,2) (2,1),

(2,0), (2,0), ... occurs, the transmitter can reasonably infer that the last (1,0)

aervice message should have been (2,4) instead of (1,0).

A similar situation would be a sequence of service messages such as (1,0),

(1,0), (2,4), (1,0), (1,0), ... Here again, the inference of an error is reason-

able since the entire seq'ence (2,4), (2,3), (2,2), (2,1), (2,0) was not received,

and the transmitter would make no change. Of course, a cvmpletely unallowable

message such as (7, 5) could always be recognized as an error. If k = 0, then a

sequence (1,0), (1,0), (3,0), (3,0) would necessarily be accepted, unless mode

"Jumps" were prohibited. In that case (1,0), (1,0), (2,0), (3,0), (3,0) would be

a proper sequence; or if d minimum time in each mode is required, e. g., three

blocks, a proper sequence would be (1,0), (1,0), (2,1), (2,0), (2,0), (2,0),

(3,0), (3,0), ..

In a period of numerous errors, erroneous service messages can be ex-

pected very often, perhaps 1/2 of the total nmnber of service messages being

in error. In the absence of error detection coding, a value of k greater than

zero seems to be the only available protection against indiscriminate erroneous

mode changes which are unpredictable at the receiver terminals. Although there

is some evidence of correlation between the fad.ing of two channels operating in

opposite directions over the same medium [64], it is not sufficient for a de-

tailed ystem design. Only if large correlation were established ivould a "fail-

safe" policy of reverting to a lower performance mode on recelpt of an error be

justifiable. This is because errors -an occur (although they are more unlikely)

even in the best possible channel state, and the fail-safe logi-" involves partici-
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pation by both terminals, each basing its decisions and actions on estimates of

the actiom at the other terminal. It is believed that only for a serial retrans-

mission system, where erroneous blocks are retransmitted immediately and In

their proper sequential order, is such complicated logic justified.

With detection of errors by error detection coding tichniques, the confi-

dence in a service message decoded at the transmitter is excellent if no error

is detected, since efficient codes can yield a probability of an undetected error

on the order of 10 - 2 0 or less. If a block error is detected, which in a bad fade

could occur with probability greater than 0. 5, the transmitter terminal may Ptll

accept the data correspondirg to the service message. Here, the same devices

as before can be used to recognize obvious errors (for instance, prohibiting

Jumps from a mode to a non-adjacent mode, or allowing only certain sequences

of service messages will enable some errors in the service message to be de-

tected within an erroneous block). The service messages in an erroneous block

which are not obviously erroneous could then be assumed correct, protected by

an error correction code, ignored (thus continuing transmissions In the old mode

unt a correct block is received), or examined for two or n, ore successive

blocks, so that the most likely sequence of service messages could be accepted,

but adding delay in the transition time.

This system can recover from false mode changes and delayed mode changes.

In all cases the receive terminal will be passive, not attempting any correction

except to continue its service message: (1,0), (i,O), (1,0), ... , requesting the

it h mode, as long as its sensors indicate that the channel over which it is

receiving transmissions remains in the i state.
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At the transmit termina knowledge that (B) is not confusing the situa-

tion by trying to second-guess A's motives and actIons Is of inestimable value.

Thus, a recovery is certain as soon as a block Is revived by A which has no

error (as indicated by an error-detecting code). The expected number of blocks

required to obtain an error-free block is (Lip), where p is the probability of an

error-free block on each trial (assuming independence, etc.). Thus, even with

a block error probability of 0. 9, an error-free block would be expected to occur

after an average of nine erroneous blocks (1. e., in the tenth block).

4.6.3 Adaptive Systems Without Feedback

The following is a description of a specific type of forward error correction

vsstem applying variable utilization of fixed redundancy. The state of the chan-

nel is monitored by examining the coding structure of received messages. The

decoding procedure is adapted to perform either burst error correction or ran-

dom error correction.

Both the channel monitoring and the burst error correction use a technique,

statistical burst correction, recently developed by IBM on an internally funded

project. This technique differs from other coding techniques in that it uses far

fewer redundancy bits for the correction of burst errors of a specified length.

This means that by employing the new technique it is possible to obtain higher

throughput and/or greater frequency of burst error correction.
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A distinguishing characteristic of this technique is that, although it cor-

rects almost all of the burst errors of the length for which it was designed, it

does not correct all the burt of that length.

Let P(r) denote the code polynomial for a code of blod length n. Let r

denote the degree of P(x). If r is chosen so that

r > b + lo 2n, (4-23)

then the code generated by P(x) can be used to correct bursts of length less

than or equal to b bits. Note that the choice of P(x) Is unimportant; only the

degree of P(x) Is critical. A standard polynomial encoder Is used in imple-

menting this technique. To implement the burst correction, construct the
SO..

syndrome a,- check word associated with each block received in the decoder

so that It represents the modulus (with respect to P(xi) of the error pattern in

the received block. Write the syndrome S(x) In terms of those powers of x

corresponding to the first r bits of the received block, that is

rI
S(x) S xn-  (4-24)1=1

Note that if none of the errors in the block have occurred outside the

first r bits in the block, then the check word will contain the exact error

pattern. In particular, if none of the errors have occurred outside the first

b bits, then the coefficients of xn- i , i--r-b+1, ... , r in S(x) will be zero.

If errors have occurred outside the first b bits, but none have occurred

outside the first r bits, then some l's will appear in the coefficients of
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xn -i, i---b+1,..., r, In S(). Nerrors occur outside the first r bit in the

block, them there is some probability Q (depndent upon the polynomial and

on the mmber of errors outside the r bits) that each single coefficient of

iur-',bl, ... , ,in ) will be zero. f the probability for each of the

coefficients Is Independent, then the probability that all of the stages from

1 to r-b will be zero simultaneously is a Wal to Qr-b. Thus, if the condition of

all zeros in the coefficients of n-', ifr-b+l, ... , r. in S() is used to Indicate

a burst of errors in the first b bits of the block with the pattern of ls In S(x)

representing the error pattern, then a false correction will be made with

probability Qr-. Since Q is less than unity, Qr-b can be made arbitrarily

small by making r-b large.

N the condition for the existence of a burst is not met, then the syndrome
can be rewritten in terms of xr-2 n-r-1 and the same condition checked

to determine if a burst of errors has occurred in bits 2 to b+1 of the block.

Each succeeding shift of the syndrome wilU shift the span of bits over which the

burst Is detected by one bit position. The probability of falsely detecting, at

some shift through the block, the condidon which indicates a burst of length

less than or equal to b bits is then (n-b)Q b. For large values of b, this

technique provides the potential for extremely efficient and effective burst

error correction.

Recali that the statistical burst correction technique does not require any

particular type of polynormilal, but only one having degree somewhat greater

than the correctable Lzrst length. In particular, a polynomial that has

random error correcting capabilities can be used. With such a polynomial,
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a system incorporating the variable use of redundancy Is easily constructed.

The statistical burst correction technique is used to determine whether or not

a correctable burst has occurred. If a correctable burst has occurred, it is

corrected. If a correctale burst has not occurred, the syndrome can then be

applied to random error corection.

The selection of a very high degree polynomial with random error cor-

rection properties that can reasonably be implemented presents a problem.

A solution is obtained by interleaving a large number of low degree polynomials

which have random error correcting properties. If P1 (x) is a polynomlal of

degree r,, then P(x) = Pl(x) is a polyomial of degree r = trI which is

eqdvalent to interleaving t subwords, each encoded with Pl(x). If Pl(x) has

good random error correction capability in a block of n1 bits, then P(x) has

good random error and multiple short-burst error correction capability over a

block of length n = t u1 . Such a polynomial P(x) can also be used for statistical

burst correction with adaptive decoding.

The use of such an interleaving polynomial P (x) does present some special

problems for statistical burst correction and adaptive decoding. If the cor-

rectable burst length b is not chosen so that r-b < t, then errors in the guard

space (I. e. the remainder of the block outside the burst) In certain of the

interleaved words can occur without causing 1 Is to appear in the last r-b bits

of the check word while the burst pattern is in the places corresponding to the

first b bits of the check word. This can result in false correction. Further-

more, a small number of random errors or a short burst of errors may also

result in a false indication that a burst has occurred; that is, it may result
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in the last r-b bits of the check pattern being all - O's, while the first b bits

do not display the actual error pattern. Thus, some additional criteria must

be included in the adaptive decision process to determine whether burst error

correction or random error correction is Appropriate.

One set of additional criteria which is sufficient for determining that a

burst has occurred when the last r-b bits of the check word are zero is the

following:

1. r-b A t

2. The number of syndromes of interleaved subwords which corres-
pond to error conditions other than single errors is greater than
some specified threshold.

The choice of the appropriate threshold for condition 2 presents some

interesting analytical considerations. The number of random errors which can

be corrected in each subword is critical to the choice of the threshold. Suppose

the number of random errors that can be corrected by using Pl(x) is e. Then

the threshold should be chosen high enough so that It presents a good indication

that a large number of errors have occurred (as in a burst of length greater

than et). However it should not be so high that the threshold will not be ex-

ceeded when many of the subwords have more that, e errors. When t is

small a count of the subwords with any errors at all may also be helpful.
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4.7 IMPLEMENTATION OF ADAPTIVE TECHNIQUES

4.7.1 Non-Error-Control Techniques

In some of the adaptive systems being investigated, the data rate is varied

by changing either the symbol length or the size of the symbol alphabet. An

understanding of the operation of modems is necessary at this point in order to

determine wheher or not commercially available modems can accommodate

changes in these paramcters and, if not, what modifications are necessary in

order to implement these adaptive techniques. The question here is: While

these are good systems theoretically, are they feasible with respect to Imple-

mentation and cost?

4.7.1.1 Modem Requirements

The ideal modem for this application must be able to transmit and receive

data using different symbol lengths or symbol alphabets and to automatically

switch among these different modes upon command. Further, the modem must

perforce maintain exact synchronization during these transitions and not re-

quire any time for resynchronization. A mrvey of commercially available

modems was made in order to determine whether or not any available modems

could satisfy these requirements. Some of the modems investigated and their

operating characteristics are listed in Table 4-1. It was found that, while

many modems offered different operating speeds, none could be instantaneously

varied upon command. No modem was found that offered a choice in alphabet
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size. In fact for any given medium, most manufacturers used almost identical

alphabet sizes, and, in most cases, the maximum number of bits per symbol

was two. In some of tbr extremely high speed modems, three bits per symbol

were used.

Since it appears unlikely that commercial modems will satisfy the require-

meits for our particular adaptive systems, we will investigate the problems

and costs involved in designing such a modem or modifying existing modems.

4.7.1.2 Variable Symbol Duration

Typically, modems operate in the following manner. Data, in a serial bit

stream, is obtained from a source and gated into a modulator as shown in

Figure 4-19. The output of the modulator, an analog signal, is then passed

through a 3-kc band pass filter, thus limiting the spectrum to the allotted

voice channel bandwidth. (Although channels with larger bandwidths are used,

this discussion will be limited to a 3-kc nominal voice channel.) The output of

the filter is then fed to a transmitter. At the receiver, the incoming signal

is passed through a filter, demodulated, and gated into the data sink. The

bandwidth of the filtr at the receiver is a function of the data rate and the

modulation used. Now, if the data rate were to be suddenly cut in half by

doubling the symbol duration, the bandwidth of the data signal would be halved.

Thus, the filter at the receiver must be changed to match the reduction in

bandwidth in order to optimize the noise rejection. If the filter is not changed,

then the minimum required channel signal-to-noise ratio will be larger than

if the filter is changed. This is due to the fact that noise outside the bandwidth
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of the signal will pass into the detection circuits. It seems reasonable to

assume that the data rates selected for each mode of the adaptive system will

be equal to (75)2. Thus, if the filters at the receiver are not chaged, a loss

will be suffered each time the bit rate is halved. Thus, it appears that a

modem designed to handle differvnt data rates should Include filters matched to

the spectrum of the signal at each data rate.

For single channel modems, this is not too unreasonable. The number of

different data rates will probably be around two or three, and therefore the

extra hardware involved will be small compared to the design and modification

costs. However, in modems designed for use in the HF region, the increase

in cost becomes considerable due to the frequency division multiplexing schemes

usually used. In HF modems the nput high speed serial bit stream is usually

converted into n parallel slow-speed bit streams so that the Information

symbol duration will be sufficiently long to counteract the intersymbol inter-

ference due to multipath smearing. Each of these parallel bit streams is then

fed to its own modulator, and at the receiver each has its own receiving filter.

Thus, filters in each of the parallel subehannels must be switched, and the

cost of the additional filters will be n times as much as for the single channel.

Note that if the bit rate of each of the n parallel channels is (75)2 K , then the

overall bit rate becomes n(75)2 K . This allows a little more flexibility in

selecting overall channel bit rates since rates that are multiples of (75 )2K

can now be obtained.
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4.7.1.3 Variable Alphabet Size

In the adaptive system being considered here, the data rate will also be

varied by changing the symbol alphabet, I. e., number of bits per symbol,

while keeping the symbol duration constant. Again, this change will be ac-

complished instantaneously at both the transmitter and receiver.

Modems developed for wire lines and telephone circuits may also be used

in microwave, tropospheric scatter, cable and VHF and UHF line-af-sight

radio circuits. In these modems it appears, judging from the survey of com-

mercial equipment available, that the modulation schemes very seldom employ

symbol alphabets greater than two bits per symbol. For example, in phase

modulation, the most popular modulation used, adjacent pairs of bits are

encoded into one of four phases. Modems employing an eight-phase (three

bits per symbol) modulation scheme have not been found. Some experimental

modems use a combination of phase and amplitude modulation to achieve a

symbol alphabet conveying three bits per symbol.

Thus, it appears that in an adapbve communications system that depends

upon changes in symbol alphabet size to vary the bit rate, the state of the art

limits the choice to either one, two, or three bits per symbol.

A system using simply two alphabet sizes Is feasible and does not appear

too difficult to implement.

Techniques used in both frequency shift keying (FSK) and in phase shift

keying (PSK) are discussed in the following paragraphs.
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4.7.1.3.1 Four-Level FSK

A typical four-level FSK system is shown In Figure 4-20. The data In a

serial bit stream ts gated into the modem two bits at a time and fed to a digita-

to-analog converter. For purposes of discussion, the first bit in the bit pair

is called the "even" bit and the second the "odd" bit. The resulting voltage

level is converted to one of four tones by a voltage controlled oscillator (VCO),

passed through a band pass filter and sent to the transmitter. Note that each

tone represents two bits of Information. At the receiver the signal, after

amplification and filtering, Is passed through a limiter and a discriminator.

The output of the discriminator is one of four voltage levels. This level is

then converted to a two-bit digital number in an analog-to-digital converter,

and the binary digits thus obtained are gated to the data sink. The transfer

characteristics for the VCO and discriminator are shown in Figure 4-20.

Table 4-2 shows the A-D output levels and tones produced for each of the four

possible bit pairs.

Table 4-2. Input Bit Coding for a Four-Level FSK System

Input Bit Output VCO
Position of Output

Even Odd D-A Tones

0 0 V1  f1
0 1 V2  f2

1 1 V3  '3

1 0 V4 f4
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A cyclic Gray code is usually used because it produces fewer bit errors than

a natural bhm7 code,

4.7.13.2 Two-Level FS

For adaptive systems, the four-level system described In the preceding

paragraph can easily be converted to a two-level system. In Table 4-2, If

the odd Input bits are set to zero, and only the even Input bits are allowed to

change with the data, then the output of the D-A converter will vary between

the two voltage extremes V1 and V4 , and the VCO output would be either of the

widely separated tones f, or f4 (see Figure 4-20c). The Input data stream

would naturally have to be cut in half and would essentially be fed directly to

the even bit Input of the D-A converter. The odd bit input would be tied to a

logical zero. The same effect can be accomplished at the data source merely

by inserting the data Into even bit positions and zero's into the odd positions.

The data sink can retrieve the data n either case by simply rejecting all

bits in the odd positions. Note that the symbol length ba remained constant.

From Table 4-2 we can see that the reliability of the two-level system is

greater than the four-level system. In the f(ar-level system, if a transmitted

tone fI is received as tone f2, an error has occurred. In the two-level system

a transmitted tone fl would have to be received as tone f3 in order for an error

to occur.

Note that in this system the clock does not change. We can switch back

and forth between four-level FSK and two-level FSK without any change in the

clock rate, thus eliminating any synchronization problems.
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The cost of implementing this system would be very little; all that is re-

quired is some additional logic in the ansmitting and receiving terminals.

For HF modems, a serlal-to-n-parallel conversion is performed upon the

input bit stream as previously describ/d I this case, the discussion above

would describe the operaton of one of the n mbcmnels, the only difference

being that now the wirial-to-parallel conversion must be performed on pairs

of bits rather than on single bits. This is necessary to ensure that each of the

n parallel bit streams can be treated as a separate channel transmitting bit

pairs. The cost of a special serial-to-parallel converter to accomplish this

is small and can easily be absorbed In the logic design of the transmitter and

receiver adaptive terminals.

4.7.1.3.3 Four-Level POK

Figure 4-21a shows a common method of generating a four-phase signal.

The input serial binary data is separated Into even and odd bits and routed in

parallel to the two PSK modulators. The output of the upper modulator is a sine

wave whose phase is either 0 or 18 with respect to a reference, depending on

whether the Input is a "one" or a "zero,' t respectively. Similarly, the output

of the bottom modulator is either +900 or -9W out of phase with a reference,

depending on whether the Input is a "one" or "zero." The output of these two

modulators is added and the resulting wave is filtered and applied to the trans-

mitting circuits. Figure 4-21b is the "truth" table for the resultant output

phase as a function of the input pairs of bits. Again, a cyclic Gray code is

used.
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A system for detecting four-phase signals Is shown in Figure 4-21c. The

incoming signal is compared to a fixed reference phase of 0 or 90 and con-

verted to a two-bit binary number. Figure 4-21d shows the relationship

between the input phases, their digithl assignments and the polarity of the

detector outputs. Note that the output of detector A will be positive (resulting

in a one in bit A of the binary code) whenever the input signal has a component

that lies in either the first or the fourth quadrant, such as +W,. The output at

A will be negative (resulting in a zero n bit A of the binary code) when the Input

signal has components that lie in the second or third quadrant such as +1350.

The parallel to serial converter In Figure 4-21c converts the parallel digital

outputs of detectors A and B to serial form as shown in Figure 4-21d.

4.7.1.3.4 Two-Level PSK

The four-level PSK system can be easily converted to a two-level system

for use In adaptive systems by making a minor modification to the transmitting

modem. Consider the table in Figure 4-21b. For a two-level system, the

logic,93 choice of phases to represent the binary data would be any two phases

separated by 180. Thus, either of the pairs 1 and S or 02 and 04 could be

chosen.

Suppose for the moment the pair of phases 0, and 3were chosen to

represent a binary zero and one respectively. If either of these phases were

received as 02, it would be impossible to tell wbether 01 or 03 had been

transmitted. Thus, no additional protection against random noise has been

obtained by using only two phases of a four-phase system.
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I.
A simple modification to the modulator and demodulator can be made to

provide this additional protection against noise. If the switch labeled 81 in

Figure 4-2Ia Is opened, the phase of the sine wave sent to the transmitter will

be either 0 or 180 with respect to the local reference, depending upon whether

the Input data is a one or a zero. The receiver, shown in Figure 4-21c, need

not be modified at all. So long as the input wave has a component lying in the

first or fourth quadrant, the bit in position A of the output binary code will be

a "one." It will be a zero if the incoming wave has a component lying in the

second or fourth quadrant. Thus, since only waveforms of 0 and 180 phase

will be transmitted, the output of detector A will either be positive or negative,

indicating that the data bit in position A is either a "one" or a "zero." If the

input phase is corrupted by noise, the output of the detector at B will either

be positive or negative, depending upon whether the phase of the signal com-

ponent orthogonal to the 00 reference is +900 or -900. Thus, the bit in position

B will take on values of zero or one at random. It is clear that this two-phase

system enjoys a greater immunity to noise than a four-phase system.

Since the modulator receiving the odd bits in Figure 4-21a is switched out

of the circuit during two-phase PSK, the input data rate can be reduced by one

half by inserting the data in the even positions and zeros in the odd positions

of the input bit pairs. A data stream of 101, for example, would be coded by

the source as 100010 prior to entering the modem. In this way, the bit dis-

tributor in the transmitter modem would remain the same. The receiving

terminal can easily restore the data to its original form by simply rejecting

all odd bits.
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The switch S1 in Figure 4-21a would be replaced by an electronic gate

controlled by the transmitter terminal. The gate would be either conditioned

or de-conditioned, depending on whether the system is operating in the four-

phase or two-phase mode.

in this system, the clock need not be modified, thus eliminating any

synchronization problems. Note also that the symbol length has remained

constant. The cost of implementing this system may be considerable, since

a change in the modem Is required. The costs of the required special data

handling can easily be absorbed in the logic design of the transmitting and

receiving terminals.

The comments that were made in subsection 4. 7.1.3.2 with respect to

HF modems apply here also. A serial to parallel conversion must be per-

formed on bit pairs rather than on each individual bit.

A four-phase system has a three-db less margin to noise than a two

phase system for a given bandwidth and symbol rate.

4.7.1.4 Synchronization

4
For efficient detection, a reference wave is required at the receiver that

is in phase with the reference wave used at the transmitter. This is necessary

to provide reliable mid-bit data sampling.

In adaptive systems, a further requirement is made of the receiver-that

is, the receiver must not lose synchronization when the data rate is changed.

The survey of available modems uncovered no modem that could meet this
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requirement. In almost all cases, a start-up time was required to enable the

receiver clock to lock in on the Incoming data.

In Figure 4-22, a block diagram of a phase corrected clock is shown. This

is a modified version of a clock that has been built by IBM and proved success-

ful. This modified version could lie used in an adaptive data comnications

system involving three data rates (7 5)2
K , (75 )2K-1 and (7 5)2 K-2

A high stability oscillator provides the necessary pulse source. This

oscillator is N times the highest bit rate where N is a large Integer (typically

several hundred). The data from the demodulator is fed into the phase error

detection logic. This logic compares the phase difference between the input

digital data and the locally generated clock. When a phase difference is

detected, a signal to either retard or advance the phase of the local clock is

given to the phase corrector logic. This logic modifies the pulse train from

the local oscillator to the divide-by-N counter by either inserting or inhibiting

a pulse, depending on whether the phase of the local clock is to be advanced or

retarded. The clock selection and gating logic instantaneously change the

frequency of the local clock upon orders f-om the receiving terminal. This

system, once synchronized, will not lose synchronization when the data rate

is changed.

The cost of implementing this system is small. It is possible to design a

modem which can operate at several different speeds and can be clocked

externally. The system described here could be used to supply this clock.
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4.7.1.5 Conclusions

The feasibility of implementing certain adaptive comumnications systems

has been established. A survey of data modems commercially available was

taken, and it was concluded that modifications would be necessary !n some

cases to implement any of the adoptive systems under consideration here.

For variable symbol length systems, it was found that to maintain good

noise rejection at the different speeds different filters had to be switched in

and out. Aside from the cost of the additional filters, the cost of modifying an

existing modem to accomplish this would be considerable. Also, the cost gets

larger when HF modems are considered.

In another system, the bit rate was varied by changing the alphabet size

from four-level to two-level while maintaining a constant symbol length. Both

FSK and PSK modulation schemes were investigated. It was found that both

these modulation systems had the advantage of being easy to implement with

very little modification to existing modems. The variable alphabet systems

are particularly attractive, since the clock rate remained constant, eliminating

any clock synchronization problems.

4.7.2 Error Control Techniques

This subsection considers the problems encountered in implementing the

three basic adaptive error control techni ;ues:

1. Variable block length, fixed redundancy

2. Fixed block length, variable redundancy, and

3. Variable use of fixed redundancy with a fixed block length.
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These systems will be discussed with respect to feasibility of encoding,

decoding, and maintaining synchronization. For the first two systems, it will

be assumed that the control logic needed to maintain both encoder and decoder

in the same mode is provided and is the type described in subsection 4.6.1 or

4.6.2.

4.7.2.1 Variable Block Length, Fixed Redundancy

Designing a variable block length encoder and decoder by modifying a

system designed to handle the largest desired block length is relatively simple.

In a standard encoder, the redundancy is calculated over a number of informa-

tion bits determined by sensing a value in a couiter. To decrease this number

it is sufficient to incorporate controls so that the encoder will sense a specified

smaller number in the counter when a mode change is made and return to

sensing the original value when the mode is changed back again. The problem

in the decoder is only slightly more complex. Again, it is necessary to change

the value sensed ' a counter to indicate the length of the blt-k and thereby also

indicate when the check word or syndrome has been constructed. In all

systems, except for a few error-detection-only systems, it is also necessary

to store the information bits in the decoder until the checkword has been con-

structed and then retrieve the bits in the proper order. This requires modifying

the controls on the storage element used. If the storage is a core memory,

this is trivial. It is necessary to change only the sensing of a maximum ad-

dress before resetting the address register to zero.
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Synchronization for this technique presents some difficulties unless the

timing of the mode changes at both the encodef and decoder can be precisely

coordinated. One method for obtaining initial synchronization is to use the

encoded structure of the message [12]. The advantages of this technique are

that it does not take additional channel space away from information bits and

that whenever it is not received correctly the first time, it can be detected on

:he second, third, or subsequent transmissions. However, a resynchronization

requirement when going to a shorter block length is umdesirable: the reason for

going to a shorter block length is that more errors are occurring in the channel.

Therefore, resynchrunization is more difficult. The most desirable technique

still appears to be use of the coded structure of the message, eliminating as

much of the problem as possible by coordinating the time of mode change in the

encoder and decoder.

4.7.2.2 fixed Block Length, Variable Redundancy I
A fixed block length system will be simpler to implement than a variable

block length system. None of its problems will be of the same order of diffi-

culty as the synchronization problem described in the previous section. In

fact, in a fixed block length system there is no synchronization problem

except for a "start-upf' procedure which is required even for a nonadaptive

system.
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The encoder and decoder for a fied block lngth, variable redundancy

system must handle a different number of information bits in each mode. Thus,
they include the same problems with the same solutims described In subsecon

4. 7.2.1. In addition, the registers for constructing the redundancy In the

encoder and the checkword in the decoder must be modified for each mode

change. Since the capability to Implement the mode with the most redundancy

must be included, this becomes a simple change when using polynomial coding.

It is merely a matter of changing feedback naths in a shift register with

"exclusive-or" circuits between the stages. If the mode change is not perfectly

coordinated at the encoder and decoder, the decoder will get a checkword

indicating that errors have occurred. The only additional circuits needed are

the added "exclusive-or" circuits and the gating to control which feedback path

should be used.

4. 7.2.3 Variable Use of Redundancy

A system incorporating variable use of fixed redundancy in a fixed block

length is not faced with the synchronization problems described in subsection

4. 7.2.1 or with the variable storage and feedback problems of encoding and

decoding. It must, however, include the correction circuitry for two types of

correction, a complexity comparable to the other two systems. This system,

however, is not faced with the problems of coordinating mode changes

between the encoder and decoder since the encoder operation remains constant.
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A forward error control system of the type described in subsection 4.6.3

has been designed and fabricated (thus answering the quesUon of feasibility)

and is now In operation at the IBM Engineerlng laboratory. The first model

of this tecnMique utilizes a block length of 3200 bits, equally divided between

data and redundancy and encoded as shown scaia y in Figure 4-23 with

m =200, k = r = 8. The 1600 databits labeled D 1 ,... D1600 are assigned

to the positions shown in the data portion of the block, hI this machine, there

are eight 200-bit columns of data. The redundancy bits Ri, ... New are

ain eight columns of 200 bits as shown. The data and redundancy bits

In each row form a 16-bit subblock which Is encoded using an eighth-degree

polynomial capable of correcting any two errors within the subblock.

The system detects whether errors have occurred at random or In cor-

rectable bursts and corrects them accordingly. Random errors are corrected

on a 16-bit subblock basis. When a correctable burst error has been detected,

the decoder considers the 3200 bit block ~- one word that was encoded using a

burst code polynominal of degree 1600. Thus, the data is always encoded in

rows as shown in Figure 4-23 but is decoded in either of two ways depending

upon the nature of the errors. In this system, the data and redundancy bits

are interleaved so that the data bits of block I and the redundancy bits of block

i-I are alternated on the channel. This staggered interleaving eliminates .the

need for storing data in the encoder while the redundancy is being calculated,

and doubles the burst length that can be corrected. Thus, the encoder must

provide storage only for the redundancy associated with blocks i and i - 1.

In operation, one storage area is used to interleave redundancy from block
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I - 1 with data from block I while the other storage afea Is used to store the

redundancy calculated from the dat In block 1.

This equipmnent has the capability of correct bursts of 2600 bits. In the

random carrection mode, the system has the capability of correct two errors

in each Interleaved 18-bit subword.

Initial block synchronization is established by searching for 200 consecu-

tive error free subblocks and framing on them. Further block synchronization

is then maintained by bit sync and counters. Since this equipment was built,,

an improved framing technique has been developed whereby only bour consecu-

t~ve interleaved subwords need be correctly received in order to obtain initial

block synchronization.

The parameters used in this example are merely illustrative. The number

of data bits orredundancy bts ineach row as weil as the number of rows are

all arbitrary parameters for the system designer. The length, spacing, and

denisity of expected bursts determine these parameters.
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Section 5

EVAWATION OF ADAPTIVE MODUIATION TECHNIQUES

The two techniques for adapting modulation parameters that appeared to

have the most promise-variable bit duration and variable alphabet size-were

selected for a detailed performance a"alysis. A considerable number of these

systems, employing up to five different operating modes, were evaluated. To

establish the extent to which they can improve the throughput and reliability nro-

vided by fixed techniques, they were analyzed over a wide range of channels

exhibiting both slow and rapid fading.

5.1 CHANNEL MODEL

The model of the fading channel used in evaluating the adaptive modulation

parameter communication systems is characterized by two statistical distri-

butions, one describing the rapid fading in terms of a mean-value parameter

and the other describing the distribution of that mean value, which is assumed

to be slowly varying. Two extreme cases will be considered for the rapid

fading, namely, a Rayleigh-distributed envelope (subsection 3.1.1), and a

gaussian-distributed envelope ( which Is used here to approximate a Rician-

distributed envelope-see subsection 3.1.2). In both cases, the mean value of
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Ii

the rapid fading dlstribtlou will be assumed to be a slowly-varying tim of

time with a log-normal distibution (subsectlon 3. 31.4).

The threshold variable most readily available at a receiver for 9daptng to

changes in the chanm is the received signal power level, P = 8 + N, where

S and N i e the signal and noise powers resrctively. Aloug the signal-to-

noise ratio can be derived from th6 received signal power (see sm t 4.2),

it is most convenient to work in terms of the direct measurement of received

signal power.

For Rayleigh fading we have already seen (Equation 3-3) that the density

function for the received signal power is given by

f(P) 1/x) xp (-PAP (5-1)

Since we will also be working with a log-normaldistribution for P, the analysis

will be simplified by introducing the logarithmic variable z = 10 l 10 P, whieh

Is the decibel rating of the received signal power. Transforming Equation 5-1,

we obtain the density function for z:

=n 1 0 Jn 10z/1 0  (5-2)

10 eP P )

where z ranges from - co to + co. Further substitutlon of Z= 10 logl 0p

gives

.b(z) 1nlO exp z - -- )/1 (5-3)
10 * 1 Z/1 10Z/10
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Using the gaussian approximation to Rician fading (subsection 3.1.2) and

converting Equation 3-13 to the logarithmic variable z, we obtain

4(z) = In 10 ex (z f n 10110) e(P " '" o

10Z/1o)2]+ - 0 2. 1 0 Z/10 - 2 . ! 0Z/10) 2 ]1

+ 2 10

(5-41

for the densily function.

It has already been shown (subsection 3.2.4) that the log of the average

received power, Z = 10 log0 is normally distributed in the slow fading

phenomenon. Thus we have the density function for Z given by

-exp (5-5)
-42 ira 29 2 (z ]

where 7 and a are the mean and standard deviation of Z, respectively.

5.2 SELECTION OF MODE THRESHOLDS

The adaptive systems were designed to change modes on the basis of the

expected average error probability, taking into account the rapid fading statis-

tics, for particular values of the mean Z (in db) of the rapid fading. For a

system with N modes, let the modes be so ordered that Mode 1 has the slowest

rate (I. e., smallest probability of error for a given signal-to-noise ratio),
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Mode 2 is next slowest, etc. For each Mode I, i = 2..., N, let the maximum

average bit error probability to be tolerated in that i t h mode be P9  . Theni-1, i"

the threshold between Mode I - 1 and Mode I will be thnt Z, such that the error

probability averaged over the rapid fading with mean Z equals P0  "
i.-l, i

Thus, we find the value of Z such that

= 1 i-li =  +- 0 P (z) 0b (z Z)dz (5-6)

where Mi is the order of the alphabet in Mode t, PE (z) is the formula for
I

symbol error probability in Mode i, which is related via (4-8) to bit error

probability, and 0 (z, Z) corresponds to 0 (z) of Equations (5-3) or (5-4) with

average signal power Z db. The value Z thus found is taken to be the threshold

0 between Mode i - 1 and Mode i.

Let Pi(Z) denote the right side of Equation (5-6). Then the desired threshold

is that value of Z for which

Pi(z) = P • (5"7)
i-i, i

Since Pi(Z) is a monotonically decreasing function of Z, a binary search was

used to find Z. For any value of P6 of interest, it is reasonable to assume

that the value of Z which satisfies Equation (5-7) lies between -5 a and +5 a.

To begin the search, Pi(Z) could be evaluated at an arbitrary number in te

interval (-5 a, +5 a), but for efficiency Z = 0 should be chosen since it is in
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the middle of the interval. P, (0) is compared to Pf Pi (0) > 1e i-1,
the value of Z which satisfies Equation (5-7) must lie i (val,

since Pt(Z) is a monotonically decreasing function. The next value assigned to

Z is f1/2) (0 + 50) since 5a is an upper bound and 0 is now known to be a lower

bound for the Z satisfying Equation (5-7). If P1(0) < P0 the next value
i-l, i

tried for Z is (1/2) (0 - 50) since -5a is a lower bound, and now 0 is known

to be an upp.r bound for the Z which satisfies Equation (5-7). Pi(Z) is evalu-

ated at the Z thus obtained. Each subsequent value of Z is chosen accordih-

to the following rule:

= + U), If Pi (Zp) > P-(5-8a)

2 + L) if 1e-1, i

Z =f .1 (Zp+Li Pi (Zp) < PO(5-8b)
2 P I P i-1, i

where Z is the preceding value tried for Z, L is the lower bound found from

previous trials, and U is the upper bound found previously. This process is

continued until a value of Z is found such that

Pi(Z) - PO - E. (5-9)

A program was written to determine Z. For this program E was chosen to be

10. The value of Z thus obtained becomes 0 i-1, i" This process is re-

peated for each pair of adjarent modes.

The function P ,(Z) was evaluated by use of the gaussian quadrature with

50 points of evaluation.
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5.3 AVERAGE THROUGHPUT

The frction of time spent in any Mode I lngivmnby

IY, 1 (Z) dZ (5-1o)
0J-1, 1

Hence, for an N-mode system,- the average equivalent number of binary digits

per second is given by

SR1 log92 M1  (Z) dZ

1 R2 log2 M2 V(Z) dZ

+.." + RNlog2 M2 7(Z) dZ (5-11)
0N-1, N A

where Ri is the throughput In Mode I (Equation 4-6).

In programs for numerical computation, different methods of calculation

were used depending on the number of modes, For one-mode systems, the

average throughput was calculated by evaluating

Rlog2 MY(Z)dZ (5-12)
00
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with the lower an moer 9 prmated by Z - S and Z,+ 5a, respe-

tively. N two modes were being considered, the average throuighpu was dl-

culated by evaluating

p12
R log2 M1 Y (Z) dZ 4f R2 logM Y (Z) dZ (5-13)

-1, 2

by using the Loguerre quadrature after applying the tollowing tra mor natos:

f 1,2
f(x 3 f(-x + 01 dx (5-14a)

-00 0

and

doo

f 9 ,2 x)&f f(x + 01 , 2 ) dx (5-14b)

!,2

For three or more modes the average throughput was calculated by

0 1, 2 02, 3

f -cc R1 log2 M1 Y (Z) dZ + f 2  R2 log2 M2 Y (Z) dZ

- J, 0I1, 2

+ R Z)d++Ri log2 M V (Z) dZ + J
i--1, i 0 N-1, N

(5-15)
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where N *s the uamber of modes. Again, the trnomtios were onm

the first arnd last integrals, which were Integratod by the Iagum n- ydz Mr.

7he other integrals were Integrate by the gaulian eiiadratarin mihed uslut

fifty points.

5.4 AVMIAA3E ERROR PROMIMhIT

Becaue a two-stage model of the bding Is ued, Owe error probblty must

be averaged first with respect to the rapdfaiW and them wtkh raspedt to the

slowly varying mean of the rapid fWing.

First the average number e of eqiivalmmt binary errors per second In each

Mode I to found:

RIM, , 2 . (z 0(, Z)da Y (Z) dZ (5-16a)

for I Y* 1, N.

C~ ~ ~ 1- R M 0P z z Z) ft y(Z)UI
.0N-i, N(-i 

)
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noe average eqtan ::ar err probWalty Ite (6m

where R in the average throughput described In subsection S. 3.

For numerical copttinte limit -4c and 4.* the Soue Ineal

were by Z -6W and Z + 5ou whenever they aWeaved, and the

gaussian quadraturm eAt fifty points of evaluaton was used. For each of tiose

fifty points, the inside Integral with the limits qiw1lwmated by -40 and 440

was evaluated at fifty points using the gaussian quadrature.

55 TRMNTION COMf

Each transition from Mode I to M0de j Is acmnidby a period of

average dur Cato t a0during which the channel Is in a new state (I. e. , the

threshold variable has crossed a threshold) but the system continues to operate

in the old mode. This period results fromx inevitable delays in recognizing the

occRrence of threshold crossings, conveying this information to the other

terminsi, and changig to the new operating mode. In addition, in some systems

there will be an idling time of duration td 4 associated with each change of

mode.

These transitional delays will alter the throughput and error rate calculatons

shown in subsections 5. 3 and 5.4. The appropriate correction terms are derived

below.
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5.5.1 Throughpu 'wthTasicm Delays

For each tramon fom Mode i to Mode J, d e is a loss In thdrugu-t

equl to t  j ag2 n bits ,oded, or Idle, te -da "loWs of

t a i (R) 109 2M Ri Iog2 M1) bits due to operin i e old mai atter the

channel has changed. it should be noted that the seond los will Actualy be a

gan ff the new mode is slower. Tbis gan is made, of course at the emese of

additional errors.

V we 1st NI, i+l demote the nmnber of times per second tht the tbrwehold

9l, 1+1 between Modes i and Mode i + 1 is crossed In each direction (see

Equations 3-34 and 3-35), then the average *rouhput (quston 5-11) must be

adjusted by the subtraction of the expressioa

N-1

L = N 1+1 [td ifi R+l log2 MM1

+ ta IIl(Ri+ll0Mi+l-Rilol2Mt

N

+ E N, i-1 [td Ri. 11 0g2M 1

1=2

+ ta' i-1 (R-_g2Mi-l - RiloB2Mi)] (5-18)

The adjusted throughput rate is thus given by

R= -L (5-19)
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5.6.2 Error R" vfk Titlcul Dls

Thre coretion tem ar required to a4ust the err rte calculated

frm t uAion 5-17. We oan ;gucdm a e the a atment i error rat. due to

zemisutag In thw old mode after the cherel has crossed th threshold into a ew

state by usig the average error pipAbaities for the two nuodWe at th threshold
betwomthm. Ths &*otmnt In gv=for thebf m Mode I to
Mode 3 by

A~=tt~ I jl~--RjPq (5-20)

erroneous symbols per transition. This will be positive ff Mode i has a hiher

error rate and negative otherwise. From ' we must sutract the effect of

6 d t') (5-21)

erroneous symbols per tramstion to account for errors that did not occur during

the dead time at the transition, but which were included in the original computa-

tion without transition costs. Finally, the number E,, of additional symbol

errors expected at each transition from Mode I to Mode J due to synchroniza-

tio or control problems must be aled in.
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Thus the totl] number of addional bhury errors per seooad ts gim by

N-1+K -I N, 1 1 Ei, i_1 + A a -Ad

L 1 . 1 (E . +&A i'-1Adi ' i ' l )

(5-22)

and the a4uted output error rate is given by

P= Ri!+C(5-23)It

5.6 QUANTITATIVE RESULTS

The first question concidered was whether, In an idealized situation without

transition costs, adapting the bit rate would improve the throughput and reliability

over a fixed bit rate system. In conjunction with this, the choice of threshold

probabilities P. was also investigated.

A low quality FSK trcpospberic scatter link with an overall error rate of

0.0126 at 1000 bps was examined. For this channel, a Rayleigh fast fading

envelope with Z, the log of the mean received power level, normally distributed

with mean Z=25 db and standard deviation a = 10 db was used as a model.

Five different bit rates, 125, 250, 500, 1000, and 2000, and four different

threshold probabilities, 10- 5 , 10- 4, 10"3, and I0-2, were considered. The

results are given in Table 5-1.

5-12



Table 5-1. Performance of Vari ae Bit Rate Systems
on Tropospheric Scatter Link

SP. bits bits
Sstem -, ec P

125 bitssec. fixed - 125 0.0023
250 bits/se. fixed 250 0.0041
500 bW/sec. fixed 500 0.0073

1000 bits/sec. fixed - 1000 0.0126
2000 bits/sec. fixed --g 2000 0.0209
125/250/500/1000/2000 adaptive 104 152 0. 0019
125/250/500/1000/2000 adaptive 103 330 0.00090
125/250/500/1000/2000 adaptive 102 862 0.00075
125/250/500/1000/2000 adaptive 10 1547 0.00290

Several conclusions can be drawn from Table 5-1. First, in this idealized

situation, adapting the bit rate offers simultaneous Improvement of throughput

rate and error rate. Second, the threshold probability criteria should not be too

ambitiously selected. Choices like 10- 5 and 10- 4 call for considerably fewer

errors over the short term than the slowest mode alone can provide in the long

term. Examination of the actual thresholds 0ii+1 found by the p-,gram indi-

cated that with overambitious threshold probabilities the system rarely adapted

into the faster modes.

These results are typical of those obtained with other sets of parameters.

Increasing or decreasing the noise power or mean signal power or changing

modulation schemes merely changed the error rates for the various trans-

mission rates but did not alter the r-lative performance of the various rates or

rate combinations. Even chanog the fading model did not alter the conclusions.

Table 5-2 shows similar results for an HF ionospheric reflection channel subject
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to tle sam slow but having pussian rapid fading with a = E/Y o set

equal to 3 and 10 and with the corresponding error rates at 100 bits per

second equal to 0. 0050 and 0. 0033, respectively.

Table 5-2. Performance of Variable Bit Rate Systems on
General HF Ionospheric Reflection Links

a=3 a=10
System

R p R p

25 bits/see. 25 0.0010 25 0.00063
50 bits/see. 50 0.0023 50 0.0014

100 bits/sec. 100 0.0050 100 0.0083
200 bits/see. 200 0.011 200 0.0082
400 bits/sec. -2 400 0.022 400 0.020
adaptive 25/50/100/200/400PO = 10.3 289 0.0033 283 0.0051
adaptive 25/50/100/200/400P 10 142 0.00062 87 0.00062

The investigation also considered the effects of using different numbers and

spacings of modes. It was found that, although each increase In the number ot

modes resulted in improved performance, the step from a fixed, one-mode

system to an adaptive two-mode system was the most significant. Further-

more, the two modes should be widely spaced in capability. This is demon-

strated in Table 5-3 for the tropospheric scatter link considered above.

Table 5-3. Effects of Varying the Numbers and Definitions of Modes

P= 10- 2  P= 10- 3

System
R p R p

125/250/500/1000/2000 1547 0.0029 662 0.00075
250/2000 1470 0.0029 790 0.0016
125/2000 1430 0.0024 704 0.00072
125/1000 817 0.0022 494 0.00085
125/250 240 0. 0020 207 0. 0015
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Agaii, the results were similar with different channel parameters or with

the variation in transmission rate achieved by increasing the order of the alphs

bet.

The results given above do not include the various losses due to delays fI

making transitions. If we assume that the tropo link trder investigation is -&-

200-mile path and that service itormati is sent every 100 bit times (of the

modes being employed), then the followitg results hld.

For slow fdhig at a rate of 9. 0003 fadis/se- ther wwno change in tie

throughput rate (measured to the nearest bit per seboad) Orin the Vit error rat

(to three significant digits).

For slow fading at the rate 0. 03 fades/second, the results obtained for

threshold criteria PO = 10- 2 are shown in Table 5-4.

Table 5-4. Effects of Transition Delays with P, = 1 0 - 2

Without Transition With Transition

System Delays Delays
R p R p

125 bits/see 125 0. 00226 125 0. 00226
250 250 0.00413 250 0. 00413
500 500 0. 00733 500 0. 00733
1000 1000 0.0126 1000 0.0126
2000 2000 0.0209 2000 0.0209
125/250 240 0.00199 240 0. 00197
125/500 450 0.00198 447 0. 00192
125/1000 817 0. 00216 807 0.00205
125/2000 1430 0. 00245 1403 0.00229
125/250/500/1000/2000 1547 0. 00291 1544 0. 00289
250/500 467 0. 00325 466 000324
250/1000 843 0.00290 840 0. 00286
250/2000 1470 0.00287 1,58 0. 00280
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From this table it can be seen that the decreAxe in throiuhput is sliht, raning

from 0. 2 percent for the five-mode system and the closely spaced two-mod

system to 1.9 percent for the moet widely spaced two-mode aystem. These

slight throughput losse were accompanied by slight decreases in the error

rae rap-.ng from 0.3 percent for five modes to 6 percent for the 125/2000

system.

The correspoding results for P, 10- 3 are shown in Table 5-5.

Table 5-5. Effects of Transition Delays with P6 -10. 3

Without Transition With Transition

Delays Delays

R p R p

125/250 20 [ 0.00151 206 0.00151
125/500 328 0.00109 323 0.00109
125/1000 494 0.000850 481 0.000843
125/2000 704 0. o 24 677 0.00011
125/250/500/1000/2000 b62 0. 0oo so 858 0.00046
250/2000 790 0.00159 I 778 0.00160____________________ I_____ -- I I , ._______

The case where the slow fade rate was 0. 3 fades per second was also ex-

amined. This is faster than the duretion normally considered to be slow fading.

Here the throughput loss was more noticeable, but still tolerable. Some ex-
=1-2 aogwt o

amples are shown in Table 5-6 for P0 10 along with corresponding
1,1t+1

figures from Table 5-5.
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Table 5-6. System Performance with Several Slow Fade Rates

Performance with Transition Delays

System I = 0.3

R p R p

125/250/500/1000/2000 1544 0.00289 1520 0.00269
125/250 240 0.00197 236 0.00177
125/500 447 0.00192 424 0. 00133
125/1000 807 0.00205 712 0. 000937
125/2000 1403 0. 00229 1163 0. 000570

Additional runs with different sets of parameters were quite similar and

substantiated the following conclusions:

1. Varying the bit duration or the number of bits per symbol can
provide significant improvement in both the throughput rate and
error rate in real fading channels.

2. As tlhe number of modes becomes larger the improvement becomes
greater.

3. In view of the added hardware and control logic required for extra
modes, and in view of the fact that the most significant improve-
ment accompanies the addition of a second mode, two-mode sys-
tems appear to be the most practical.

4. The transmission rates in the two modes should be as widely
separated as system constraints allow.

5. The thresholds between these modes should be set low enough so
that the system can spend as large a fraction of the time in the
high-speed mode as possible.

6. For slow fading within the range of interest, the loss in throughput
due to. propagation delays and delays in conveying service informa-
tion has no significant relation to the Improvement obtained over
fixed systems.
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7. The throu&put losses are generally accompanied by insignificant
decreases in the error rate.

8. The throughput losses are smaller for multimode systems than
for two mode systems and increase as the separation of the modes
increases.
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Section 6

EVALUATION OF ADAPTIVE ERROR CONTROL TECH" I-QUES

Adaptive error control techniques are sensitive to very fine details in the

serial occurrence of errors. Average numbers of errors per block or dis-

tributions of burst lengths do not provide sufficient statistics for an analytical

evaluation of adaptive error control techniques. The additional factors which

must be considered, namely the reaction time of the system, the behavior of

control Information, the extent to which the capabilities of the code are ex-

ceeded, and the net effects of such occurrences do not lend themselves to an

analytically tractable solution. Moreover, such a solution would give little

insight into the problems of adaptive system design and performance. Ac-

cordingly, It was decided to evaluate the fixed block length variable redundancy

technique and the variable block length fixed redundancy technique by computer

simulation of both the channel and the adaptive technique. A meaningful

analysis of this technique was thus obtained.

The fixed block, variable utilization of fixed redundancy technique pre-

sented a special situation. An operating prototype of such a system had been

built and was available in the IBM Engineering Laboratory for testing. Since

modifying the design was not feasible within the scope of this project, only the
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one set of adaptive parameters built into the device was used. The device was

tested agair.:t serial error tapes.

6.1 SIMULATOR FOR ADAPTIVE CODING TECHNIQUES (SACT)

6.1.1 IntrodtiUton

SACT is an IBM 7090/94 FORTRAN II computer program designed to

simulate and evaluate adaptive coding tecimiques. The program, depicted in

Figure 6-1, consists of two major portions-the channel portion and the

transmission/ra-ceptian portion. Either portion may be modified at will without

affecting the other portion. Figures 6-2a through 6-2e show the logic of a

transmitter/receiver pair in sending, receiving, and analyzing blocks.

6.1.2 Channel Model

A wide variety of channel models can be used, including random errors,

statistical fading models, or actual serial error bit streams obtained from

experiments on transmission links. As indicated by Figure 6-1, the channel

models for Channel A and Channel B can be different. Initially, however, the

two channels will both use the same fading model, but with different random

number sequences. The occurrences of errors then will be statistically

independent.
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6.1.3 Transmission/Reception Model

The transmission/reception portion of SACT incorporates several genera

concepts in the organization of the adaptive coding logic. Such concepts, ther

fore, become limitations to the modeling of techniques. Basically, the progr.

assumes that data is transmitted in blocks whose format is determined by the

mode of transmission. Each channel operates independently and attempts to

maintain a high throughput rate at a permissible error rate. Redundancy bits

are used in each block to detct and correct erroneous bits. If bits in error

exceed the capability of thE code, some erroneous data will be accepted by the

receiving terminal. The simulator does not have retransmission capability.

Every block has three portions: data, redundancy, and service message.

The service message has two sections, the "mode" and the "warning time.?

The mode indicates the current mode in which the other channel is supposed t(

be whenever the warning time is zero. If the warning time is a number t not

equal to zero, the mode indicates the mode to which the other channel should

change, t blocks from that time.

Alternate block formats may be implemented to simulate other schemes,

e. g., a block where data bits and redundancy bits are interleaved such that

the block can be thought of as several identically formatted subblocks.

For the purposes of SACT, codes have been classified by the number of

random errors or the maximum burst span that can be corrected. Also

described is the statistical effect of the decoder when it receives a block that

exceeds the c rrection capabilities of the code. By completely describing the
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codes in this fashion, the simulator does not waste time performing the poly-

nomial coding/decoding operations.

SACT assumes that both channels operate at the same bit rate and that bit

synchronism exista. However, the two channels act independently in adapting

to error situations by changin modes.

The simulator does not assume that the transmitter and receiver on a

channel are using the sameo4node. The mismatched mode situation can arise

when a receiver is unable to properly communicate a desired change to the

other transmitter due toa high error rate on the other channel. During the

mismatched state of the' system (if it occurs), the simulator will maintain

statistics peculiar to ihe state. Included in these statistics are the number of

data bits lost and the number of non-data bits thought to be data bits.

Restoration of matched transmitter/receiver modes depends upon the

transmitter learning that it should be in the new mode and the receiver

synchronizing to the new mode of transmission.

G.1.4 Input

Data provided to the simulator consists of several system param, eters

and a description of the modes to be used in the simulation. System param-

eters include

Length of time to simulate, in seconds

Channel bit rate, in bits per second

Initial offset in time of the beginnings of the first blocks in
Channel A and Channel B.
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Criteria as to how many errors a block can have and still use the
service information

Parameters describing the channels.

The parameters that uniquely describe a mode are

Mode number, 1 to n for an n-mode system

Block length

Redundancy length

Minimum time one must remain in that mode

Warning time required for transitions from that mode

Span f burst errors that can be corrected

Numnr of random errors that can be corrected

Lowest error cotmit desired without shifting to a higher mode

iiumber oi blocks (x out of y) that must have an error count lower
than the above to actually shift to the uext higher numbered mode.

Highest error count that will be tolerated without shifting to the next
lower numbered mode

Number of blocks (a out of b) that must have an error count higher
than the above to shift to the next lower numbered mode

6.1.5 Output

The following raw statistical measures are provided in the output at the

end of a run, for the system as well as for each channel separately:

Length of time simulated

Number of data bits transmitted
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Number of data bits received

Number of erroneous data bits accepted

Number of data biu, lost due to mode mismatch

Number of non-data bits accepted as data during mismatch conditions

Number of blocks sent in each mode

Number of transitions between modes; Mi-- Mi+1 (I S i < N), and
Mi- Mi_I (1 < 1 5 N).

6.2 RESULTS FOR VARIABLE BLOCK LENGTH, FIXED REDUNDANCY

A considerable number of runs of variable block length, fixed redundancy

systems were made against simulated tropo and HF links and serial error

tapes for a tropo link obtained from the National Bureau of Standards. The

results were discouraging for proponents of this technique, although they were

rcadily explainabe.

Tn summitry, adapting the block length while keeping the redundancy fixed

does not perform as well as a well-chosen fixed coding technique. The reason

is easily seen. These channels are subject to long bursts. The way that long

bursts are corrected with standard coding techniques requires long blocks

with at least twice as many redundant bits as the length of burst to be

corrected. This can be done with a long block code or its equivalent in

interleaved short codes or recurrent codes. Thus the slow, burst-correcting

mode, even if it has only 50 percent data, will have a block length exceeding

four times the maximum correctable burst and a redundancy length twice the

maxim um correctable burst. This situation imposes severe restrictions on
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the fast, good channel mode. Since the redundancy is fixed from mode to

mode, the good mode has at least twice the maxmuw correctable burst length

in reduiancy. Since it is to be more efficient, Its block length must exceed

the slow mode block length and hence exceed four times the maximum cor-

rectable burst.

The consequences render the system ineffective. The duration of the

error-causing portions of fades is now less than one fourth of the block lengths.

The mean time before the receiver can recognize that a burst has occurred is

at least twice the duration of the burst. To this already hopeless delay must be

added the time required for the transmitter to receive the request and complete

the block then in progress before the first block in the new mode can be sent.

The result is that the duration of the new channel state is often shorter than

the reaction time of the system.

The newly developed statistical burst correcting codes require less

redundancy than the standard techniques (see subsection 4.6.3). Even if these

techniques are used, the conclusion is unchanged. The mean reaction time will

stfil exceed the burst duration.

If the block length is not so long that multiple bursts occur in a single

block, the fast mode block code corrects the burst. But then the system

switches to a slow mode and the throughput is reduced. In other words, the

fast mode a!one outperforms the adaptive system. As an example from the

simulation, consider a tropospheric scatter link whose slow fade rate has

mean 0.016 cps, and fades 12 db below the median (with a = 3db) have a mean

duration of one second. The overall bit error rate is 5.5 x 10- 4 .
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Transmissicn is at 750 bits per second. The following results illustrate the

points made above.

Table 6-1. Performance of Variable Block Length,
Fixd Redundancy Systems

Blc egh Redundancy amrt Thoghu Uncorrected
Lengh cpabiityErrur Rate

380C 1900 350 0.500 0

7600 1900 950 0.750 0

3800/7600 adaptive 1900 (each 950 (each 0.703 0
mode) mode)

3800/15200adaptive 1900 (each 950 (each 0.809 0
mode) mode)

1520¢o 1900 950 0. 8750

In the 3800/7600 system, 88 percent of the data was sent in the faster mode,

and in the 3800/15200 system 90 percent was sent in the faster mode.

A similar channel with deeper and more persistent fades such that the

error rate was 10- 3 gave the same fixed-mode system results. In the 3800/

7600 system, 86 percent of the data was sent In the faster mode and the through-

put was reduced to 0.690. In the 3800/15200 system, 87 percent of the data was

sent in the faster mode and the throughput was 0. 790. In one run of the 15200 I
fixed system a double burst caused an uncorrected error rate of 7 x 10 , and

in one run of the 3800/15200 system a double burst caused an uncorrected

error rate of 9 x 10-6. longer blocks were not investigated.
Against severe HF models with higher error rates resulting from shorter

but more frequent fades, fixed error control did not fare as well as with the

tropo models, but the uselessness of adapting the bl)ck length was still evident.
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6.3 RESULTS FOR FIXED BLOCK LENGTH* VARIABLE REDUNDANCY

Fixed block length, variable redundancy systems were simulated in

tropo and HF channels. The results indicated that this adaptive technique

was of little value. The reasons were similar to those for variable block length,

fixed redundancy.

The slow mode must have a large block length In order to contain the large

number of redundant bits required to correct the long bursts. This means that

the low redundancy, high throughput mode must also have a long block length

(since fixed block length systems are being considered here). Then the time

required to recognize the presence of a burst exceeds the length of the burst

and it is too late to adapt.

Using the tropo link introduced in subsection 3.2 with transmission rate

750 bits per second and overall error rate 5.5 x 10 - 4 the results cf Table 6-

were obtained. These results show that bursts almost always occur during the

low redundancy mode and cease before the effective mode can begin.

Table 6-2. Performance of Fixed Block Length,
Variable Redundancy Systems

Block Length, Redundancy R P

(3800, 1900) fixed .500 0

(3800, 1900)/(3800, 40) adaptive .963 5.4 x 10- 4

(7600, 1900) fixed .750 0

(7600, 1900)/(7600, 40) adaptive .968 5. 0 x 10 - 4

61
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Other runs with. higher or lower quality iinks produced the same results.

Only when the lower redundancy mode alone could handle the bursts did sub-

stantial improvement result. At that point, however, the lower redundancy

mode had high redundancy and there was .- g to be gained by switching,

after the burst had been corrected, to a less efficient mode. Using a moderate

redtmdercy mode and a high redudiancy mode resulted in an improved, but

nevertheless unsatisfactory system. For example, Table 6-3 shows results for

-4a tropo link with an error rate of 9.5 x 10 resulting from long deep fades

occurring on the average of once every 60 seconds.

Table 6-3. Comparative Performance of a Fixed Block Length,
Variable Redundancy Technique on a Typical Tropo Link

Block Length, Redundancy R P

(3600, 1800) fixed 0.500 0

(3600, 900) fixed 0.750 4.0 x 10

(3600, 1800)/(3600, 900) adaptive 0.693 2.6 x 10

6.4 LABORATORY TEST OF ADAPTIVE DECODER

Several reels of analog tape containing, among other measurements,

errors recorded on a 380-mile tropospheric scatter link between San Juan,

Puerto Rico, ad Grand Turk Island, British West Indies, by the National

Bureau of Standards were obtained. These were the only serial error patterns

that could be obtained for fading channels. Unfortunately the link was of ex-

tremely low quality and was not typical of other tropo links. The average error

rate ranged from 0.002 to 0.05 over five-minute intervals.
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To test the adaptive decoder in this channel, it was necessary to convert

the analog information to a digital error stream and perturb an artificial data

stream accordingly. A detailed description of the procedure and equipment ic

given below.

6.4.1 Test Equipment and Procedures

The signals from the analog tape recorder were applied to pin 3 of a Fair-

child aA 710 high-speed differential comparator as shown in Figure 6-3.

Typically, this signal appears as shown in Figure 6-4. A variable reference

level was applied to pin 2 of the differential comparator. The relatiot !-ween

the two voltages is shown in Figure 6-4. The differential comparator produces

a positive level whenever the voltage on pin 3 is negative with respect to the

voltage on pin 2 as shown in Figure 6-4. The analog pulses that appear at the

output of the tape recorder are nominally 2 volts peak-to-peak and are approxi-

mately 10 j s in duration.

The impulses were recorded at a tape speed of 2.4 inches per second. The

tape was played back at a tape speed of 7. 5 inches per second, resulting in a

speedup of 7.5/2.4. The error impulses were obtained from a 2400-bit-per-

second data train. Thus the tape playbdvk represents the same ei'ror sequence

at 7500 bits per second.

Referring to Figure 6-3, the pulses appearing at the output of the differential

comparator are fed into a level converter circuit. This circuit accepts a binary

waveform that is either at zero volts or +5 volts and inverts and converts this

waveform so that it is either at -6 volts or zero volts.
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The otutput of the level converter and inverter drives a single shot circuit

that produces a negative pulse 120 p s In duration. This circuit acts as a

"pulse stretcher." The output of the single shot is used to condition a gate that

is strobed by a clock waveform at a frequency of 7.5 kc. The purpose of this

gate is to re-time the error pulses recorded on the tape. When a clock pulse

and the output of tho single shot coincide, an error pulse in phase with the

system clock is generated. All error pulses are counted using an electronic

counter. At this point the errors are ready to be injected Into the channel.

A pattern generator serves as the data source. It generates 9 pseudo-

random data stream that repeats every 511 bits. This data stream is fed into

an encoder where it is encoded and transmitted to a decoder. The error pattern

is added mod-2 to the encoded data by means of an exclusive-or logic circuit.

Thus an error pulse at the output of the re-timing gate will cause the bit that

is passing through the mod-2 adder to be inverted, thereby Injecting an error into

the encoded data st'eam.

The corrupted data is then passed on to the decoder where an error de-

tection and correction process is performed. The output of the decoder is in

the form of corrected data. This data is compared with the original data on a

bit-by-bit basis. A second pattern generator, synchronized to the first, is

used to generate a duplicate data stream for comparison purposes.

The output of the exclusive-or logic represents errors in the data stream

generated by the decoder. These errors are counted using an electronic

counter.
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6.4.2 Test Results

The tropospheric scatter link error tapes obtained from the National Bureau

of Standards wey-e run through the operating model of the adaptive decoder using

the test equipment and procedures described in subsection 6.4.1. The decoder

used the theoretical principles described in subsection 4.6.3 with design

parameters as indicated in subsection 4.7.2.3. It was capable of correcting

2800-bit bursts with a guard space of 4700 bits in the burst mce and 2 in 16

random errors in the random error correction mode, with switching between

modes automatically controlled by the decoder.

The tapes had three usable 35-minute runs. Ambigutlties in the locations

of start and end of records limited experiments to 33 of the 35 recorded minutes

in each run. Unfortunately, the quality of the link measured was extremely

bad. For practical purposes it ranged from unusable to barely usable. The

results for the entire reels are summarized below.

Run Tape Data Output Data

NBS # Bits Errors Rate Errors Rate

12-49 4,950,000 23,806 0.0048 4,140 0.00084

12-47 4,950,000 26,200 0. 0053 1,554 0. 00031
7-28 4,950,000 118,867 0.024 22,432 0.0045
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The performance of the tropo link ano the adaptive decoder for selected

450,000 bit segments is shown below.

Errors In Errors Out

rin Number Rate Number Rate

12-49 881 0.0020 16 0.000036

12-49 427 0.0009 2 0.000004

12-49 0510 0.014 1558 0.0035

1'.-47 2399 O. ."* 118 0.00026

12-47 4692 0.010 222 0. 00049

12-47 1389 0.0031 28 0.000062

7-28 6808 0.015 486 0.0011

7-28 17596 0.039 5975 0.013

This indicates the variability of the link as well as the tremendous length of the

bursts. One burst exceeding 12 seconds and containing more than 12, 000 errors

was noted. The improvemeut was several oiders of magnitude in the link's

better intervals, i. e., when the error rate was less than 0.005. There was

improvement in all cases, including the three-fold improvement when the

channel error rate was 0.039 for a three-minute period.
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Section 7

CONCLUSIONS

A considerable number of adaptive techniques exist which are both feasible

to implement and capable of providing significant improvements in the perform-

ance of digital data transmission systems. Techniques that vary either modu-

lation parameters or error control parameters are included.

Among the variable modulation parameter systems, those that adapt either

the bit rate or the alphabet size to changing channel conditions have the most

potential. Typically, in a realistic fading channel using diversity reception,

the error rate for a given average data throughput rate can be improved by one

order of magnitude by adapting either of these parameters. In designing such

a system, two different bit rates (or alphabet sizes) are sufficient. The gains

from additional complexity are slight. The two operating modes should differ

as much as possible, with the system constraints and adaptive thresholds

chosen so that the system operates in the faster mode as much as possible.

The control logic must be carefully designed to avoid loss of transmitter-

receiver r¢,cordination.

Error control systems that vary the redundancy within a fixed block length

or vary the block length while maintaining fixed redundancy cannot react
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quickly enough to degradations in channel performance to be worthwhile.

Error detection with retransmission offers the bighest throughput and reliability

when feedback is used.

For applications without feeanck there is a new error control technique

in which the encoder operates in a fixed mode but the decoder moitors the

channel and adapts its usage of the redundancy to correct either random or

clustered errors. This adaptive feature gives this technique more capability

to improve system performance than could he obtained from a random-

correction-only code or from a burst-correction-only code. The magnitude

of the improvement remains to be determined from on-line tests in real

channels.
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