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SUMMARY

The purpose of the present experiments is to obtain a detailed information about the flow field, such as the pressure distribution, at the surface of a flapped hydrofoil in full cavity or wake flows. The model and the experimental procedure are described. The experimental results obtained have been used to compare with the theoretical predictions, to investigate the tunnel wall effect and to estimate the viscous effect at a sharp corner. An empirical method for correcting the tunnel wall effect is developed here, the validity of which is supported by tests with models of three different sizes. An appreciable viscous effect has been found near the hinge of a deflected flap. Except for this effect, the theory and experiments are found to be in good agreement.
Introduction

In the classical theory of free streamline flows and its application to cavity and wake phenomena, it is well known that even in the limiting case of infinite cavities, the numerical calculation of the solution for arbitrary obstacles presents much difficulties, as has been extensively discussed in some recent survey literatures (1), (2). For the general case of finite cavities, the problem is further complicated by an additional parameter, namely the cavitation number. In 1962 Wu (3) introduced a simple wake model and developed a theory for plane wake and cavity flows past an inclined flat plate at an arbitrary cavitation number. This theory was subsequently extended by Wu and Wang (4) to the general case of arbitrary body form and arbitrary cavitation number. The original theory has been found in good agreement with the experimental results of Fage and Johansen (5) who measured the pressure distribution over a flat plate, inclined in a separated flow in a wind tunnel. The total force coefficients predicted by this theory also compare satisfactorily with several water tunnel experimental results. In order to establish the theory fully, it is still important to check experimentally with the detailed flow field, such as the pressure distribution over the body surface, for some typical cases of arbitrary body form. Such comparisons may clarify the validity of the theoretical model and the simplifying assumptions of neglecting the effects of viscosity and gravity.

From the viewpoint of experimental activities, it may be pointed out that in most of the previous model tests of cavity flows in water tunnels only the forces and moments were recorded, whereas detailed surveys of the pressure field over the body surface are indeed very scarce. Furthermore the present technique of using water tunnels for cavity flow studies is also handicapped by a lack of a well established method for wall corrections so that the experimental errors can be precisely eliminated. Such a method for the most general condition should be extremely valuable for the future experimental purposes.

In view of the ever increasing scope of applications of cavity flow
theory, such as supercavitating hydrofoil watercrafts, stalled wing performance in VTOL operations, supercavitating propellers and cascades, a thoroughly verified theory for ready use and a well defined experimental interpretation are both of utmost importance. Furthermore in hydrofoil applications, adoption of flaps or other load modulators as control devices is necessary and a good knowledge of supercavitating flaps is still much in need. For these reasons it has become the main purpose of this experimental program to choose the supercavitating hydrofoil with flaps as a concrete case for investigating the validity of the theory and developing a wall correction method.

From the earlier data obtained in the course of this investigation, it was first found that the local pressure coefficient is more sensitive to wall effect than the force coefficients. Consequently a correct method for estimating the wall effect is necessary for a meaningful interpretation of the data. By using several geometrically similar models of three different sizes, an empirical method for wall correction is developed here, by which the experimental data can be reduced consistently to a single result, insensitive to the model scale, thus providing a reliable correlation to the theoretical case of unbounded flows. In other words, the present method is supported at least by this experiment for the different model scales tested. After the data were so reduced, the theory is found to be in good agreement with the experiment except in a small region near the flap hinge, where the influence of viscosity is revealed by these experiments. From the over-all result it may be concluded that primary success has been achieved for both of the two main purposes of this study.

The Hydrofoil Model

The main purpose of this experimental program is to make a detailed survey of the flow field near the hydrofoil-cavity system. Such information is not only valuable for verifying the theoretical model used to obtain the solution, but is also useful for investigating the related problems of wall effect and any possible effect due to viscosity. For this reason it was decided to measure the pressure distribution at a number of stations along the wetted side of the hydrofoil as well as at several places along the tunnel wall.
As the flow configuration in question is restricted to the fully cavitating and the fully separated (but without cavity formation) condition, the suction side is covered entirely by a flow region of nearly constant pressure. A single tap was found adequate enough to measure the cavity pressure or the wake under-pressure.

There are several advantages in making the pressure measurements. In the first place no tare forces and moments on the model support need be calibrated and the effect due to the small gap between the model and tunnel windows can be neglected as the pressure tap holes are located far from these gaps. A further advantage was noted at the preliminary stage of data reduction; it was found that the pressure coefficients are more sensitive to the tunnel wall effect than the forces and the moments. This finding has led to a practical method of estimating the necessary correction for the wall effect.

In order to facilitate a large number of models to be tested in this experimental program as well as future studies of the optimum profile, a basic model support was designed and constructed for this general purpose. It serves as the common main body to which a hydrofoil of different profile and flap deflection can be easily fastened, or interchanged, for testing. This model support can be permanently mounted to span across the tunnel, with its cylindrical base passing through a hole in the tunnel wall. The ducts and tubes imbedded in this model support, as shown in Figure 1, serve as passages leading from the pressure holes in the model face to the pressure tubes outside the tunnel.

The complete model as shown in Figure 2, consists of the main body of six inch span and the removable parts, whose outer surface bears the required hydrofoil profile and whose inner surface was made entirely flush at the interface with the main body. The pressure holes drilled across these removable parts lead directly to the passages in the main body; the sealing of the pressure leads at the intersection was accomplished with O-rings, seated in the main body (Figure 1 at right).

The basic profile has a simple wedge outline with a vertex angle of 9 degrees and a length of the pressure side $c = 6$ inches which is also the chord length of the hydrofoil. The vertex angle of 9 degrees was chosen
for the material stiffness, though it limited the smallest incidence for the lifting flow to about 5 degrees. In the present program the removable parts have the simple configuration of flat plates, each covering 0.2 of the chord, except for the leading segment which has a length of 0.4 chord. This part tapers towards the leading edge.

Different configurations of the flap were achieved by replacing one or more of the rear plates by wedge shaped prisms whose pressure side has basically the same length as its base so that the flap length, denoted by \( f \), remains fixed at different flap deflections. The wedge angle of the prisms gives the desired flap angle \( \alpha \) (see Figures 3, 4).

For measuring the pressure distribution along the pressure side, a row of 1/32 inch pressure holes were drilled along the center of the 6 inch span of the removable parts at a distance of 1/30 chord apart and with two additional holes at 1/60 chord length from the leading and trailing edges (Figure 5). Furthermore additional pressure taps were installed at the intersection of each consecutive pair of removable parts. This was done in order to measure the pressure at the hinge points and to find if the local pressure deviates from the stagnation pressure \( \frac{1}{2} \rho V^2 \) as predicted by the inviscid flow theory. To prevent leakage through the interface, the two opposing surfaces were greased before they were mounted together.

Because of the small tapering of the forward part of the model, the pressure holes in this part could not just be drilled through the plate. Instead, tubes were laid in the plate, leading to a row of holes, distributed spanwise in the main body, slightly to the rear of the leading edge. The method of using the sealed breaks in the pressure leads proved to be fully satisfactory.

As only the fully cavitating and fully separated flows were dealt with, the back side of the main body was kept simple. Figure 1 shows the open recess and layout of the brass tubings and the openings for air supply (for forced ventilation when necessary) and for measuring the cavity pressure or the base under-pressure in the separated wake flow. This measurement of cavity pressure was performed by measuring the static pressure near the discharge end in a 3/16 inch wide tube, through which slow moving water was directed, keeping the probe wet. The discharge of water into the recess
from a relatively wide tube was supposed to eliminate interference from capillarity. By using this system, the cavity pressure could be treated in exactly the same way as all the other pressures.

Facility and Experimental Set-up

The experiments were performed in the High Speed Water Tunnel of the California Institute of Technology, using the new two-dimensional working section (6). This tunnel is equipped with a three component balance for stationary flows to which the hydrofoil model was fastened.

For the measurement of pressure distribution, a 6 feet high, 21 tube multimanometer, filled with mercury and water was used. The reference pressure was taken from a point upstream of the nozzle (total head of the flow). Two tubes in the multimanometer were used for measuring the average static pressure in the working section, upstream of the model, and the cavity pressure (or the wake under-pressure). Readings of the multimanometer were recorded by a modified "Recordak" camera. The side profile of the hydrofoil model and the cavity were recorded simultaneously with the data reading of each run by a second "Recordak" camera. An example of this pair of recordings is shown in Figure 6. Separate measurements of the velocity head and tunnel static pressure were also made with separate mercury manometers for the convenience of conducting the experiment.

The average static pressure upstream of the hydrofoil was taken from a manifold connected through resistors with 15 taps distributed along the height of the working section, approximately one chord upstream of the leading edge of the hydrofoil.

Experimental Procedure

Prior to each run the angle of attack of the model was set at a specified value. The manometer tubes were checked for air bubbles and bled if necessary. Values of the pertinent flap-chord ratio, flap angle, angle of attack and other specifications of the run were indicated on the multimanometer. Each set of runs was started at a static pressure, measured by the separate manometer, or approximately 10 psi gage and was generally followed by measurements at 5 and 0 psi gage. The velocity was set to
give a maximum manometer reading of 1.5 feet for $p_k'$ or somewhat less in case the flow showed noticeable unsteadiness; the latter measure was taken to provide an adequate safety margin for the model and its support. All the photographic records, automatically numbered, were then taken after the mercury column heights had reached a sufficiently constant state.

For the succeeding measurements, air was supplied to the suction side of the model and the pressure level in the tunnel lowered to give different values of the cavitation number. After a total of approximately nine runs with gradually decreasing cavitation number, the pressure control became deficient due to the generation of a large air pocket in the tunnel diffuser. This difficulty could be overcome to an extent by releasing water from the tunnel into an evacuated vessel at the same time when air was supplied to the model suction side. The deficiency of further pressure control marked the end of each set of runs. Reynolds numbers between $0.6 \times 10^6$ and $1.5 \times 10^6$ were obtained during the runs.

**Tunnel Wall Effect**

The wall correction for experiments with thin bodies in windtunnels is fairly well established (7). For the cavitating flow past a model in a water tunnel however, the situation is further complicated by the presence of a free boundary as well as a solid boundary and by the fact that the body-cavity system is often not thin compared with the channel width. In the simple case of choked cavity flow (with the cavity extremely long in a water tunnel) past a flat plate set normal to the stream, it has been shown by Birkhoff, Plesset and Simmons (8) that the wall correction for the drag coefficient $C_D$ is small if it is based on the velocity at the cavity boundary, but may be very large if based on the upstream velocity. However, for the more general case of lifting flows with a finite cavity, no definite formula or rules have been established for correcting the wall effect. In this series of experiments, it has been found that the local pressure coefficient is more sensitive to the wall effect than the force coefficients and therefore a reliable wall correction is necessary to present a meaningful result. Fortunately an empirical rule has been established here for wall correction, which is supported by observations with geometrically similar models of three differ-
ent sizes.

The first series of experiments was conducted with pressure measurements from 18 holes along the wetted side of the model, together with the measurement from the cavity pressure tap and the manifold for the tunnel static pressure. The choice of the stations along the pressure side was such that in the regions of large pressure gradient, successive stations were used; these regions include those near the leading edge, trailing edge, and in and on both sides of the hinge point. In the two remaining regions, some pressure holes were skipped and not used.

After the first set of data was reduced on the basis of the measured upstream velocity and static pressure, the resulting $C_p$ values (which will be referred to in this report as $C_{p0}$) compare rather poorly with the theory. The discrepancy between $C_{p0}$ and the theoretical prediction is however in a consistent trend, with a rather uniform difference, as shown in Figure 7. In this comparison no correction was made for the tunnel wall effect.

In an earlier experiment Parrin (9) was able to obtain some good agreement for the force coefficients with nearly the same theory (Wu 1955) without making any such corrections. As the ratio of the model chord to the tunnel height ($c/T$) in the present case was only little larger than in Parrin's experiments, it could be expected that again the wall effect should be small. But now poor agreement between the $C_p$ values necessitates an investigation of the wall effect. On the other hand, integration of the pressure over the body surface showed that the pressure coefficients are more sensitive to the wall effect than the force and moment coefficients. This can easily be understood, if one considers that $C_p$ is a function of the position along the chord where it is measured and so is the error of $C_p$. At the leading and trailing edges of the model and in the forward stagnation point the error is zero as a consequence of the method of data reduction used. If it is assumed that the cavity pressure is used as reference pressure, it is clear that the force coefficient is equal to the average of the pressure coefficients and likewise is the error of the force coefficient equal to the average of the errors of the pressure coefficients, which must be less than the maximum error of the pressure coefficients. This maximum error is definitive for the comparison. If a different pressure than the cavity pressure is used for reference pres-
sure, it can be easily shown that the difference between the pertinent errors is increased with increased σ.

Although the value of σ should reduce to zero as the cavity becomes very long, it is well known that in a tunnel this is never reached if velocity and pressure are related to the working section pressure in undisturbed flow. At a certain critical \( \sigma_c > 0 \), the cavitation index can not be reduced further; this is known as "choking" or "blockage" of the tunnel. Contrary to what is suggested by these terms, it is still possible to increase the average tunnel velocity, but σ remains unchanged because of a simultaneous increase of the average tunnel static pressure. From experience and theory (Cohen (10)) it is known that the larger the ratio \( c/T \), the higher \( \sigma_c \) is. This phenomenon, which is the most important influence of the presence of the tunnel walls on cavitation flows, is what in this report is referred to as "wall effect".

In cases when an extremely long cavity was recorded, an attempt was made to improve the correlation in data reduction by expressing the pressure coefficient based on the pressure and velocity adjacent to the cavity. To this end \( p_o \) and \( V_o \) were corrected theoretically by using Bernoulli's equation and the over-all continuity condition. The latter depending on the working section cross sectional area reduced by the cross sectional area of the cavity at the downstream end of the tunnel window, which was measured from the photographic recording. The result of this attempt gave a nearly perfect correlation between experiment and theory with the value of σ equal to zero. This type of wall correction in which both σ and \( C_p \) were corrected is in agreement with Lirkhoff, Plesset and Simmons (8). In the case of the infinite cavity within tunnel walls it is known that the flow far downstream is parallel and constant. The pressure at the cavity boundary therefore must be equal to that in the main stream according to the present method of wall correction and hence it corresponds to the case \( \sigma = 0 \) in an unbounded flow.

Such a simple consideration for long cavities must however be modified for the general case of moderate and short cavity lengths.

At this point, with all the model configurations already tested, it was decided to make use of the versatility of the model and have new flaps made which could be combined with the available face plates to form half size and three quarter size hydrofoil models in order to find a practical
solution to the wall correction problem. The combinations of the model parts are sketched in Figure 4. It should be noted that only those flow conditions would be valid where the rear part of the main body would be fully enveloped by a wake or cavity.

Some consideration was given to the measurement of the minimum pressure on the upper or lower tunnel wall; it appears that this pressure can represent the static pressure in infinite flow better than any other pressure available in the tunnel. This minimum pressure at the tunnel wall should occur adjacent to the cavity if the viscous effect is neglected and it should occur at a point where the streamlines are horizontal. The pressure gradient in the flow direction at this point is zero and the transverse gradient can be shown to be zero on account of the small curvature of the streamlines near this point.

For this reason pressure taps were made in the lower window of the working section, which were connected to the multimanometer, thus reducing the number of recording stations on the model to 9. With this set-up measurements were made, starting with the smallest model size and the data were reduced on the basis of the minimum pressure (not necessarily the lowest) on the tunnel bottom.

Figure 8 gives an example of the results. It shows that with this method a very reasonable agreement is obtained between the experimental \( C_p \) values (here referred to as \( C_{pm} \)) for the models of different sizes and the theoretical results (11). As a comparison Figure 7 shows another set of data which are now reduced on the basis of the upstream average pressure \( P_0' \), again without other corrections. It is shown that the minimum value of \( \sigma_0 \) depends on the model size and on the flow conditions. Furthermore it is found that the relationship between \( C_{pm} \) and \( \sigma_0 \) for very large cavity length can be expressed by the formula of a straight line which intersects the \( \sigma = 0 \) point of the theoretical curve and the point (-1, 1); hence

\[
(1 - C_p)/(1 + \sigma) = \text{const.} \tag{1}
\]

The constant is determined by the condition that \( C_p \) assumes the theoretical value at \( \sigma = 0 \). This means that the points related to the choked flow condition obtained experimentally with models of different sizes can be made to coincide with the theoretical result of the infinitely long cavity by
shifting the experimental points along the line of Eq. (1). This shift of experimental data can be achieved effectively by taking the minimum pressure $p_m$ on the wall to replace $p_0$ and the flow velocity at the same point to be the reference velocity in the definition of $C_p$ and $C$. The results of this rule for wall correction is so effective that the dependence of model scale is seen to be practically eliminated.

With the measurement of pressures along the tunnel bottom included, the tests were repeated with all model configurations, in order to obtain a full set of data as a result of the method based on the minimum bottom pressures under various conditions. The example of Figure 6 was taken from these tests.

In order to be able to use the original data obtained with 18 stations along the pressure side of the model, an adequate method had to be found for reducing those data. The relationship between $a_m$ and $a_0$ could not be used since the variation of the required value $a_m$ is very large compared with the variation of the available quantity based on the upstream average pressure $p_0$. The only reasonable method seemed to be to estimate the minimum bottom pressures ($p_m$) by comparing the length of the cavities from the photographic recordings in comparable flow conditions (Figure 9). Due to dynamic effects in the flow and the presence of much air in the wake behind the cavities, the estimate was not precise, but was nevertheless adequate.

To show the relationship between the upstream average pressure and $a_m$, $C_{pm}$ values for the upstream cross section of the tunnel are plotted in Figure 10, in which the scale effect can also be noticed. In the Figures 11 and 12 an example is given of plots of tunnel bottom pressure coefficients, to show the influence of $a_m$ and model size respectively.

**Data Reduction**

The data obtained from the multimanometer and the cavity lengths, both by photographic recording, were used for reduction (Figure 6). The heights of the mercury columns ($h$) were read in feet and immediately corrected for parallax, (-0.002 through +0.001 feet). As the pressure upstream of the nozzle was taken as reference pressure for the multimanometer, all the column heights gave the measure of the pressure

*The tabulated data are available upon request.*
difference between the total head and the local pressure:

\[ yh = H - p. \]

It can be shown that the local pressure coefficient, based on any reference quantity (index \( r \)) can be easily derived from a simple division of column heights:

\[ 1 - C_p = \frac{h}{h_r}. \tag{2} \]

In the various data plots, the values of \( 1 - C_p \) were simply plotted downwards from the value \( C_p = 1. \)

With \( h_r = h_{pm} \), the column height for the pressure at the point of minimum wall pressure, equation (2) reduces to:

\[ 1 - C_{pm} = \frac{h}{h_{pm}}. \]

The cavitation number \( \sigma_m \) was obtained in the same way, considering that \( \sigma_m = -C_{pm} \) for the back of the model:

\[ 1 + \sigma_m = \frac{h_{pk}}{h_{pm}}. \]

To reduce the amount of work, \( h_{pm} \) was approximated by the minimum value obtained at the stations instead of using a faired minimum. No significant error was introduced by this approximation.

**Correlation with Theory: Errors**

Theoretically and experimentally obtained pressure coefficients for several stations have been compared as a function of the cavitation number. This has been done for all configurations of the model, with almost the same results in all cases. An example is shown in Figure 13. The agreement is reasonable to very good.

In judging the discrepancies which do occur, the following possible experimental errors should be taken into account:

1. The multimanometer zero level may have been approximately 0.002 feet low, which is due to a lack of rigidity of the floor and the thickness of the zero line on the manometer scale. The exact level was not clearly discernable and the error was therefore neglected.

2. The meniscus of the mercury columns reflected the light in such a way that it was difficult to perceive precisely. Readings may have
been 0.003 feet low for this reason.

3. The mercury columns in the multimanometer were inter-connected by a manifold, which in turn was connected to the well. This system gave rise to swinging of the mercury with a tendency for the high columns on one side to be over-estimated and the low columns on the other side to be under-estimated. This means that model face pressure readings may have been up to 0.035 feet low (in few extreme cases - 0.035 feet was read near the stagnation point); tunnel bottom pressure readings may have been the same amount high (which led to $1 + \sigma_m < 1$).

The extreme total error is estimated at 0.040 feet low reading for the model and 0.035 feet high reading for the minimum pressure at the tunnel bottom and $p_k$. This leads to experimental $C_p$ values which may have been 0.071 high (for instance in one case when $\epsilon = 0^\circ$, $\alpha = 69.85^\circ$, $\sigma_m = 0.305$, at station 29 which is near to the trailing edge). Those extreme errors occurred with the larger $\alpha$ values as a result of dynamic effects in the flow.

Discrepancies were found, ranging from -0.090 through +0.105, if the region near the hingepoint is neglected. The extreme negative deviation occurred only in regions with a very large pressure gradient and at very low $\alpha$ values, when vapour lock in the manometer leads may have caused a large error. Some low points were plotted for the smallest $\alpha$ values at higher cavitation numbers. These should be neglected as it is doubtful that full separation occurred in these cases.

When the possible errors are taken into account, it must be concluded that the probability is large that the theory is correct in all cases considered, except for the region near the hingepoint.

**Hingepoint Separation**

At the hingepoint of the flap the experimental $C_{pm}$ values were found to deviate considerably from the theoretical value, which in this case is one.

In Figure 14, a selection of theoretical and experimental pressure distribution curves are compared. The theoretical curves have been calcu-
lated for a cavitation number value for which experimental data were available, obtained with 18 pressure holes. Other data, obtained under comparable conditions with nearly equal $\sigma$ were added if they were available.

The curves show that just upstream of the hingepoints a large positive pressure gradient is predicted by the theory. It is well known that the boundary layer at a body is not capable of resisting such a rise in pressure and therefore separation of the flow should be expected. The occurrence of this is confirmed by the experiments. In Figure 15 complete plots are given of all the pressure coefficients obtained in the hingepoints, including those obtained with the smaller scale model configurations.

**Corrections for Theoretical Forces and Moments**

Of major interest to most designers of hydrofoils are the forces and moments which can be anticipated in the various conditions. To obtain these directly from the experiments is illogical, as the integration of the experimental pressure data can not be achieved by the same accuracy as can be obtained from the theory. For that reason no force and moment coefficients are given here. A comprehensive set of curves of lift coefficients, leading edge moment coefficients, hinge-moment coefficients and lift-drag ratios, can be found in a separate paper by Harrison and Wang (11).

In order to be able to account for the influence of hinge point separation, corrections were estimated from average experimental pressure coefficients in this region. The results are given in Figure 16. The corrections should always be subtracted from the theoretical values. Because the viscous effect is small, the corrections were estimated only for the worst conditions, which are defined by a small cavitation number and a small angle of incidence. Low $\alpha$ values mean low $C_p$ values and consequently low values for the force and moment coefficients and a large rise towards the theoretical stagnation pressure. A low cavitation number is connected with wide peaks and therefore a wide separated region.

As a basis for the estimate it was considered that at the point of separation and at the point of re-attachment of the flow, discontinuities in the pressure curves may exist and that probably the region of separation can be treated as a constant pressure region as is done in a wake.
A rather coarse approximation could be allowed, for the related error would be of the second order small, with the correction itself being only up to 3% of the force and moment coefficients. The approximation consists of the replacement of the theoretical $C_p$ distribution curves on both sides of the hingepoints, by straight lines. In this way the integration of the triangle between the theoretical and experimental $C_p$ distributions will probably be somewhat over-estimated, which may be counter-balanced by the fact that the experimental $C_p$ values will probably be a little on the high side, as has been discussed before.

**Cavity Lengths**

As has been discussed earlier, the cavity length data have been used as a basis for the achievement of values of the minimum pressure at the bottom of the working section, in those cases when no direct measurement of this quantity was performed. All these cases were related to the largest model scale. In one case also the cavity lengths have been measured for the half size model configuration. The plotting of both sets of data in one diagram (Figure 17) has disclosed the interesting fact that the length of long cavities is much influenced by the proximity of the tunnel walls. It was found that in comparable conditions the smaller model has the longer cavity relative to its chord length. Although no direct comparison is possible, this finding seems to be in accordance with the results obtained theoretically by Hirsh Cohen and DiPrima (10) for a $15^\circ$ wedge in symmetrical flow.

**Dynamic Effects**

At all the angles of attack, but more so at larger angles, dynamic effects could be observed in the flow. It seems possible that these effects have the same cause as the Kármán vortex street behind a cylinder for instance. It must be noted however that a rather elastic support has been used, which was the force balance, and which caused severe oscillations of the angle of attack to occur in extreme cases.

**Conclusions**

From the results of the present experiments it can be concluded
that the free streamline theory by Wu gives extremely good results for fully separated wake and full cavity flows around flapped flat plate hydrofoils. The theory fails in a small region near the hingepoint of the flap, where the sharp rise of the pressure causes separation of the flow. The influence of this separation on the generated forces and moments is very small and can be neglected at larger angles of attack. With small $a$ values and small flap length ratios however, the influence runs into several percents.

It was found that the tunnel wall effect can not be neglected with full cavity flow experiments. Measurements with different scale models and theory were found to be in good agreement with each other, if the unbounded flow conditions at infinity were supposed to exist in a point at the pressure side tunnel wall where the pressure had its minimum value.
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