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ABSTRACT

A multicomponent force system was developed to determine the line of action of the forces generated by the Apollo Service Module engine. This force system was a force balance based on the principles of linear and repeatable installation tare effects. The basic concepts of the force balance and the statistical accuracies which were achieved are presented along with a detailed discussion of the calibration procedure and data reduction methods. Thrust vector excursion for two ablative combustion chambers during nongimbaling engine operation and limited thrust vector data during gimbaling operation are also presented. The precision of the thrust vector data was determined to be 0.033 deg for angular measurement and 0.026 in. for position determination.
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NOMENCLATURE

C  Calibration constant, \( \text{lb}_f/\text{lb}_f \)
\( \frac{\text{d}S}{\text{d}X} \)  Slope of data load cell output versus applied load as a function of load application position, \( \text{lb}_f/\text{in.-lb}_f \)
\( F_a \)  Axial force, \( \text{lb}_f \)
\( F_{P_1} \)  Pitch force, forward, \( \text{lb}_f \)
FP₂    Pitch force, aft, lbf
FR    Roll force, lbf
FY₁    Yaw force, forward, lbf
FY₂    Yaw force, aft, lbf
K    Intercept of dS/dX
k    Balance constants, lbf/lbf
L    Actual force applied, lbf
LP₁    Forward pitch load cell
LP₂    Aft pitch load cell
M    Moment
Mp    Total pitching moment, in.-lb
Mr    Total rolling moment, in.-lb
My    Total yawing moment, in.-lb
R    Data load cell output, lbf
S    Slope of data load cell output versus applied load, lbf/lbf
X₁    Distance from electrical center of forward pitch load cell to engine gimbal plane, in.
X₂    Distance from electrical center of aft pitch load cell to engine gimbal plane, in.
X₃    Distance from roll data load cell to engine gimbal plane, in.
XP    Distance from reference plane to midpoint of electrical centers, pitch plane, in.
XPF    Location of applied pitch force
ΔXP    Distance between electrical centers for forward and aft pitch load cells, in.
XY    Distance from reference plane to midpoint of electrical centers, yaw plane, in.
ΔXY    Distance between electrical centers for forward and aft yaw load cells, in.
Y₁    Distance from electrical center of forward yaw load cell to engine gimbal plane, in.
Y₂    Distance from electrical center of aft yaw load cell to engine gimbal plane, in.
$Z_1$ Distance from roll data load cell to balance centerline, in.

$\eta$ Location of point of thrust vector intersection with engine gimbal plane on yaw axis, in.

$\theta$ Thrust vector deviation from vertical in pitch plane, deg

$\xi$ Location of point of thrust vector intersection with engine gimbal plane on pitch axis, in.

$\phi$ Thrust vector deviation from vertical in yaw plane, deg

**SUBSCRIPTS**

cal Calibrate
data Data
i Data load cell being considered, varies from 1 to 6
j Calibrate load cell being considered, varies from 1 to 6
p Pitch
t Total
y Yaw
z Loading plane designation
SECTION I
INTRODUCTION

With the advent of ablatively cooled liquid-propellant combustion chambers, the need for determining the thermal and ablation effects on the thrust vector position became a prominent concern of engine manufacturers. These effects will not necessarily follow a similar pattern for any two combustion chambers. Therefore, to form a basis for predicting the thrust vector excursion due to the thermal and ablation effects, experimental data on several chambers are necessary. To provide thrust vector position with respect to burn time requires the use of a multicomponent force measuring system. Careful consideration of the force system alignment and of the engine alignment within the force system must be observed to define the exact location of the generated thrust.

A six-component force system was designed for use in determining the ablative and thermal effects on the line of action of thrust for the Aerojet-General Corporation (AGC) AJ10-137 Apollo Service Module (S/M) engine during tests conducted at simulated altitude conditions in the Propulsion Engine Test Cell (J-3). This force balance system was designed for linear and repeatable installation tare effects so that linear corrections could be made to the measured component forces to obtain the actual applied forces.

This report presents a description of the J-3 force balance, the method of calibration of the balance, calibration evaluation techniques, an error analysis for the force balance, and the thrust vector data obtained during testing of the AJ10-137 engine.

SECTION II
APPARATUS

2.1 INSTALLATION

A multicomponent force system was employed to measure the forces generated by the AJ10-137 engine. The following six-components of force were measured: (1) axial force, (2) forward pitch, (3) aft pitch, (4) roll, (5) forward yaw, and (6) aft yaw. These components are shown schematically in Fig. 1a.
The multicomponent force system is installed vertically in the Propulsion Engine Test Cell (J-3)\textsuperscript{1} as shown in Fig. 1b. The force system is composed of an outer cage and an inner cage. The inner cage receives forces applied by the engine through two engine mounting pads (Fig. 1c) and a yaw actuator attachment point. All forces are transmitted by the inner cage through data load trains containing force measuring load cells which are isolated by universal flexures from the cell ground system. The outer cage is the ground for side force measurements and is rigidly connected to the test cell ground (Fig. 1b). The inner and outer thrust cages are constructed for maximum rigidity under expected side forces.

For each force measuring load cell, there is a corresponding calibrate load cell (Fig. 2). The calibrate loads for pitch, yaw, and roll are applied with pneumatic loaders that apply both tension and compression loads to the data load cell. Gaseous nitrogen is used to apply pressure to the loader. Each pneumatic loader has a spring which returns the piston to null under a no-pressure condition. Axial calibrate loads are applied with a hydraulic loader. The calibrate load trains are disconnected from the system during engine firings. Figure 3 presents some photographs of the load train installation.

\textbf{2.2 INSTRUMENTATION}

All force measuring load cells are dual-output strain-gage-type cells. The axial load cell has a capacity of 50,000 lbf. The side force cells, both pitch and yaw, and the roll load cell are 500 lbf for both the data and calibrate systems.

The outputs of the force data and calibrate load cells were recorded by three systems during calibrations. The forces were recorded on a light-beam oscillograph for immediate control room observation, on a magnetic tape analog-to-digital system for on-line engineering data in the control room, and on an analog-to-frequency high resolution magnetic tape system for high-speed computer reduction. The calibration data from the analog-to-frequency magnetic tape system were used in determining the balance constants. During engine firings, the analog-to-frequency recording system was used to record data for thrust vector determination.

SECTION III
PROCEDURE

3.1 PRE-TEST ALIGNMENT

One of the principal concerns in determining engine thrust vector is a precise definition of system alignment. The initial phase, the alignment of the axial force calibration system centerline with the centerline of the axial force data system, was accomplished by reference measurements in three planes from known points to the centerline of each system. The next phase, alignment of the outer cage, was accomplished by installing an optical alignment rig inside the outer cage and aligning the centerline of the outer cage with the centerline of the axial force data measuring system. With the alignment rig installed, the parallelism and perpendicularity of the load cell ground mounting surfaces were determined. The inner thrust cage was removed from the test cell and mounted on an optical alignment bench where the parallelism and perpendicularity of the load cell mounting surfaces, the engine mounting pads, and the axial data load train mounting surfaces were obtained and the centerline of the inner cage was determined. The inner cage was then installed and aligned with respect to the centerline of the axial force data load train. The engine was aligned with respect to the gimbal ring mounting pads by using an optical alignment rig supplied by Aerojet-General Corporation (AGC). The engine was aligned in the inner thrust cage using a dowel-pin installation on one of the engine mounting pads. After the engine was installed, a final alignment check was made with clinometer measurements on a machined surface on the top of the inner cage. The machined surface was installed parallel to the plane of the engine mounting pads.

Using the above procedure, the centerline of the inner cage was aligned to the centerline of the force system within 0.070 in. and was parallel within 0.047 deg. This would produce a circle in the plane of the throat with a radius of 0.070 in. within which the center of the coordinate system lies for each engine installation. The angle of 0.047 deg is the maximum possible bias error for any engine installation.

3.2 CALIBRATION

An in-place calibration is made on the thrust system prior to each engine test series to determine the constants for corrected side force calculations. These calibrations are performed with propellant lines pressurized and the engine in firing configuration. An in-place calibration consists of applying known loadings to each of the calibrate load
trains in turn and recording the force output at each loading in all of the six data load cells. It is required, for first-order solutions, that all loads be applied so that only one calibrate force is varied at a time. When a calibrate load is applied, the output of the corresponding data load cell is the principal load, and the outputs of the other data load cells are interactions. The calibrate load is applied in an analog fashion (that is, the loading is varied continuously with time) from zero to full load and back to zero. The time taken to apply the calibrate load is approximately two minutes, which allows the response of the system to follow the loading. In determining balance constants, the calibration is reduced at discrete intervals to produce a digital record of reaction versus applied load. Two calibrations are conducted prior to each series to determine the repeatability of the system.

Calibrate loads are applied in both the positive (compression) and negative (tension) directions to allow for the possibility of a slope change on a load cell when going from a negative to a positive applied load. Provisions are made in the data reduction program for the selection of the balance constant based on the sign of the measured load.

3.2.1 Comparison of Calibration

Two complete calibrations are conducted on the six-component thrust stand prior to any engine test series. By comparing these calibration results, a check on the repeatability of the system is obtained. The comparison points are (1) the principal calibration constants, that is, the constants obtained for a data load cell when force is applied to the corresponding calibrate load cell, and (2) the calibration constants obtained from an axial calibrate load application.

Table I presents the principal calibration constants for three groups of two calibrations. The percentage change in each calibration constant is presented in Table II. The changes generally experienced were on the order of from 0.25 to 0.5 percent. (When changes as large as 2 percent were encountered, the problem area was corrected.) The principal slopes for a typical calibration are presented in Fig. 4.

The calibration constants for the multicomponent force system are determined from calibrations conducted under ambient pressure conditions. Since data are obtained at simulated altitude conditions, it is necessary to determine the effect of low pressure on the force system. An axial calibrate loading is performed after a cell pressure of 0.5 psia is obtained. A comparison of the calibration constants obtained during sea-level axial calibrations and the calibration constants obtained at altitude pressures can be made, and Table III presents the results of such a comparison.
3.3 DATA ACCURACY

The accuracy with which the multicomponent force system is capable of determining forces is defined by a combination of several possible errors. The first of these errors, arising from the fact that no physical system is perfectly linear and repeatable, is incurred because the data are linearized by the method of least squares to compute the balance constants. Figure 5 presents a typical deviation from a linearized relationship. Another source of error is the basic accuracy limits of the data acquisition equipment. The combined effect of linearization and data acquisition errors can be determined by using the balance constants obtained from a calibration to reduce the calibration as data. The difference between the input and the calculated value is the combination of linearity and data acquisition errors. Table IV presents the one standard deviation of the errors calculated in this manner. This error is ±0.6 percent of the full range of the load cell for the average standard deviation of all calibrations presented.

Another discrepancy introduced into the system is the capability of the calibrate load cell in determining the true force applied. This error was defined by laboratory calibrations of the load cells against a secondary standard and determined to be ±0.16 percent of full scale.

The error in repeatability of the system from calibration to calibration was found to be 0.5 percent, one standard deviation, while the error in repeatability of the system between sea-level calibration and altitude calibration was on the order of 1.54 percent of full scale for one standard deviation.

The combination of all these errors is given as the accuracy of an individual component of the force system. The combined error is determined by the square root of the sum of the squares of all errors involved. The combined error of the force measured by each load cell is ±1.73 percent, one standard deviation.

The square root of the sum of the squares of the error for both load cells in a plane will give the total error of force measurements in a given plane. For the yaw and pitch planes the total error is ±2.5 percent of the full range of the load cell. An error of 2.5 percent will give a precision of 0.033 deg for the thrust vector angle and 0.0263 in. in the location of the point of intersection of the thrust vector with the engine gimbal plane.
The thrust vector for an operating engine can be determined from the geometry of the system and the measured forces after correction for interaction effects. The equations used for transferring the corrected forces to the engine gimbal plane and converting them to a resultant thrust vector were developed from the considerations of static equilibrium. They are presented in Fig. 6.

The six-component system is designed on the concept that for any load application \( L \), the force output from any data load cell \( R \) can be obtained from the following equation:

\[
R = C L
\]

where \( C \) is a constant. The force in each of the six load cells can be represented in terms of the applied load by varying the constant. Equation (1) then expands to the form

\[
R_i = C_i L
\]

where \( i \) varies from 1 to 6 and represents the data load cell being observed (Table V). Since there are six calibrate load applicators, Eq. (2) can be expanded to represent the force measured in any load cell under any applied load.

\[
R_i = C_{i,j} L_j
\]

where \( j \) represents the position of load application and varies from 1 to 6 (Table V).

The quantity \( C_{i,j} \) is, then, a six-by-six matrix, whereas \( R_i \) and \( L_j \) are column matrices. The calibration constant matrix \( (C_{i,j}) \) is determined for both positive and negative applied forces, giving a total of 72 constants, 36 positive and 36 negative.

### 4.1 Location of Balance Electrical Center

In order to distinguish the actual side forces from interactions, the calibrations described in Section 3.2 were conducted and the calibration constants obtained. The use of the calibration constants in this manner requires linear and repeatable interactions. The method of least squares was used to determine the best linear slope of the data calibration interaction data. The slopes were used in determining the calibration constants \( (C_{i,j}) \). The method of calculating the calibration constants is presented in Section 4.1.1.
When two load cells are in a common plane, their location with respect to the location of the calibrate load cells can be determined through the use of the electrical center concept. The electrical center of a load cell is the point at which an applied load would be sensed completely by that load cell. Using the interaction slopes \( S = \frac{dR}{dL} \) and the distance \( X \) between the point of application of the calibrate loads, an expression for the interaction slope as a function of distance \( \frac{dS}{dX} \) can be written.

The interaction slope as a function of a distance, using a point slope formula, becomes

\[
S_{z,i} = \left( \frac{dS}{dX} \right)_{z,i} X + K_{z,i}
\]

where \( z \) and \( i \) are defined in Table V, and \( X \) is measured from an
arbitrary reference plane. For the subject system the reference plane, chosen so that no negative distance would be encountered, was located 10 in. forward of the upper calibrate load applicator. The electrical center is the point of zero interaction slope for the other data load cell in that plane. The electrical center is also the mathematical location of the force measuring gage.

Once the electrical center is determined for each load cell in a plane, two useful facts can be determined: (1) the distance between the electrical center of the load cells ($\Delta X$), and (2) the distance from the reference plane to a point halfway between the two electrical centers ($X$). The electrical center is determined for both positive and negative load applications in both the pitch and yaw planes.

4.1.1 Calculation of Calibration Constants

4.1.1.1 Pitch and Yaw Gages

The force in any load cell can be calculated for any load application if the interaction slope, the location of the force vector, and the applied force are known. An equation of the following form is required:

$$R_i = S_{z,i} L_j$$  \hspace{1cm} (5)

From the electrical center investigation, the slope ($S$) was determined as a function of load position, Eq. (4),

$$S_{z,i} = \left( \frac{dS}{dX} \right)_{z,i} X + K_{z,i}$$

where $X$ is the location of the force. Substitution of Eq. (4) into Eq. (5) then yields

$$R_i = \left[ \frac{dS}{dX} \right]_{z,i} X + K_{z,i} L_j$$  \hspace{1cm} (6)

The equations of the calibration constants for the pitch load cells are developed for the purpose of demonstration. The location of the pitch force vector with respect to the reference plane can be determined from the moment equations:

$$M = L_t X$$  \hspace{1cm} (7)

$L_t$ may be represented as the sum of $L_{P1}$ and $L_{P2}$,

$$L_t = L_{P1} + L_{P2}$$  \hspace{1cm} (8)
The distance between the force measuring cells \( L_P_1 \) and \( L_P_2 \) is defined as \( \Delta X_P \). The moment generated about the reference point can then be written as

\[
M = L_P_1 \left( X_{\text{ref.}} - \Delta X_P \right) + L_P_2 \left( X_{\text{ref.}} + \Delta X_P \right)
\]

(9)

Having established that

\[
X_{\text{ref.}} = X_P - \frac{\Delta X_P}{2}
\]

(10)

substitution yields

\[
M = L_P_1 \left( X_P - \frac{\Delta X_P}{2} \right) + L_P_2 \left( X_P + \frac{\Delta X_P}{2} \right)
\]

(11)

Combining

\[
M = (L_P_1 - L_P_2) X_P - (L_P_1 - L_P_2) \frac{\Delta X_P}{2}
\]

(12)

The location of the force vector is defined from the moment equation as follows:

\[
X = \frac{M}{L_t}
\]

Therefore

\[
X_{PF} = - \frac{L_P_1 - L_P_2}{L_P_1 + L_P_2} \left( \frac{\Delta X_P}{2} \right) + X_P
\]

(13)

The expression for the location of the force vector (Eq. (13)) can now be substituted for \( X \) in Eq. (6).

\[
R_i = \left[ \left( \frac{dS}{dX} \right)_{p,i} \left( - \frac{\Delta X_P}{2} \frac{L_P_1 - L_P_2}{(L_P_1 + L_P_2)} \right) + K_{p,i} \right] L_t
\]

(14)

Replacing \( L_t \) by \( L_P_1 + L_P_2 \), Eq. (14) can be rewritten as

\[
R_i = \left( \frac{dS}{dX} \right)_{p,i} \left( \frac{\Delta X_P}{2} \left( L_P_1 - L_P_2 \right) \right) + \left( \frac{dS}{dX} \right)_{p,i} \left( L_P_1 + L_P_2 \right) + K_{p,i} \left( L_P_1 + L_P_2 \right)
\]

(15)

Separating \( L_P_1 \) and \( L_P_2 \) yields

\[
R_i = \left[ - \left( \frac{dS}{dX} \right)_{p,i} \left( \frac{\Delta X_P}{2} \right) + \left( \frac{dS}{dX} \right)_{p,i} X_P + K_{p,i} \right] L_P_1 + \left[ \left( \frac{dS}{dX} \right)_{p,i} \frac{\Delta X_P}{2} + \left( \frac{dS}{dX} \right)_{p,i} X_P + K_{p,i} \right] L_P_2
\]

(16)
R can also be represented in the form

$$R_i = C_{i,1}LP_i + C_{i,5}LP_5$$  \hspace{1cm} (17)$$

where $C_{i,1}$ represents the calibration constants for any gage with a forward pitch calibrate load, and $C_{i,5}$ defines the calibration constants for any gage with an aft pitch calibrate load.

Setting Eq. (16) equal to Eq. (17), an expression for $C_{i,1}$ and $C_{i,5}$ can be determined:

$$C_{i,1} = -\left(\frac{dS}{dX}_{p,i}\right)\frac{\Delta X_p}{2} + \left(\frac{dS}{dX}_{p,i}\right) X_p + K_{p,i}$$  \hspace{1cm} (18)$$

$$C_{i,5} = \left(\frac{dS}{dX}_{p,i}\right)\frac{\Delta X_p}{2} + \left(\frac{dS}{dX}_{p,i}\right) X_p + K_{p,i}$$

A similar development for the yaw plane yields similar results in $X_Y$:

$$C_{i,y} = -\left(\frac{dS}{dX}_{y,i}\right)\frac{\Delta X_y}{2} + \left(\frac{dS}{dX}_{y,i}\right) X_y + K_{y,i}$$  \hspace{1cm} (19)$$

$$C_{i,s} = \left(\frac{dS}{dX}_{y,i}\right)\frac{\Delta X_y}{2} + \left(\frac{dS}{dX}_{y,i}\right) X_y + K_{y,i}$$

### 4.1.1.2 Axial and Roll Calibration Constants

For calibration loads applied in either the axial or roll direction, the calibration constants are determined directly from the observed force in each load cell. The calibration constants are simply the slopes of the calibration loads versus data load cell outputs. An expression for these calibration constants is given below:

$$C_{i,3} = S_{3,i} \text{ Axial}$$  \hspace{1cm} (20)$$

$$C_{i,4} = S_{4,i} \text{ Roll}$$

### 4.2 Determination of Balance Constants

Once the calibration constants $C_{i,j}$ are determined, they can be represented in matrix form:

$$\begin{bmatrix} R_1 \\ R_2 \\ R_3 \\ R_4 \\ R_5 \\ R_6 \end{bmatrix} = \begin{bmatrix} C_{1,1} & C_{1,2} & C_{1,3} & C_{1,4} & C_{1,5} & C_{1,6} \\ C_{2,1} & C_{2,2} & C_{2,3} & C_{2,4} & C_{2,5} & C_{2,6} \\ C_{3,1} & C_{3,2} & C_{3,3} & C_{3,4} & C_{3,5} & C_{3,6} \\ C_{4,1} & C_{4,2} & C_{4,3} & C_{4,4} & C_{4,5} & C_{4,6} \\ C_{5,1} & C_{5,2} & C_{5,3} & C_{5,4} & C_{5,5} & C_{5,6} \\ C_{6,1} & C_{6,2} & C_{6,3} & C_{6,4} & C_{6,5} & C_{6,6} \end{bmatrix} \begin{bmatrix} L_1 \\ L_2 \\ L_3 \\ L_4 \\ L_5 \\ L_6 \end{bmatrix}$$
The above equation is the matrix representation of Eq. (3),
\[ \mathbf{R}_i = \mathbf{C}_{i,j} \mathbf{L}_j \]

To determine the true applied force \( (L_j) \) from the load cell measurements, an equation of the following form is necessary:
\[ L_j = k_{j,i} \mathbf{R}_i \]  \hspace{1cm} (21)
where \( k_{j,i} \) are the balance constants. Comparing Eqs. (3) and (15), \( k_{j,i} \) is seen to be the inversion of the matrix \( C_{i,j} \).

Therefore, to obtain the applied load \( (L_j) \) from measured forces, the calibration constants are simply inverted and multiplied by the forces measured.

\[
\begin{bmatrix}
L_1 \\
L_2 \\
L_3 \\
L_4 \\
L_5 \\
L_6
\end{bmatrix} =
\begin{bmatrix}
k_{1,1} & k_{1,2} & k_{1,3} & k_{1,4} & k_{1,5} & k_{1,6} \\
k_{2,1} & k_{2,2} & k_{2,3} & k_{2,4} & k_{2,5} & k_{2,6} \\
k_{3,1} & k_{3,2} & k_{3,3} & k_{3,4} & k_{3,5} & k_{3,6} \\
k_{4,1} & k_{4,2} & k_{4,3} & k_{4,4} & k_{4,5} & k_{4,6} \\
k_{5,1} & k_{5,2} & k_{5,3} & k_{5,4} & k_{5,5} & k_{5,6} \\
k_{6,1} & k_{6,2} & k_{6,3} & k_{6,4} & k_{6,5} & k_{6,6}
\end{bmatrix}
\begin{bmatrix}
\mathbf{R}_1 \\
\mathbf{R}_2 \\
\mathbf{R}_3 \\
\mathbf{R}_4 \\
\mathbf{R}_5 \\
\mathbf{R}_6
\end{bmatrix}
\]  \hspace{1cm} (22)

During an engine firing, forces are measured at each of the six data force measuring load cells. The actual forces are determined from these measured forces by correcting for the interaction effects. This is done by applying the balance constants developed in this section to the measured forces.

\section*{SECTION V
RESULTS AND DISCUSSION}

\subsection*{5.0 THRUST VECTOR DETERMINATION}

The objective of the six-component force balance was to determine the thrust vector generated by the AJ10-137 engine and to define the excursion of this vector with time. The calibration of the force balance was conducted, and the balance constants were applied to the measured forces in the manner presented in Section IV to obtain the actual forces produced by the engine. Once these forces were known, the principles of static equilibrium were applied, and the six forces resolved into a thrust vector at the engine gimbal plane. This thrust vector is
presented in the form of the angle from vertical in the pitch and yaw planes* and the point of intersection of the thrust vector with the gimbal plane, represented as distances (\(\xi, \eta\)) measured from the balance centerline. The thrust vector excursion for two different chambers (Table VI) is presented in this report along with thrust vector measurements during gimbal operations from one test firing.

5.1 THRUST VECTOR MEASUREMENTS DURING NONGIMBALING OPERATION

The two chambers investigated displayed different thrust vector excursion patterns. Since the basic engine configuration was the same, the excursion patterns are attributed to differences in chamber throat erosion. The initial angular offset from the thrust cage centerline was determined to be 1.1 deg from vertical in the pitch plane and 0.22 deg in the yaw plane (Fig. 7) for chamber 1. This initial angle is a function of the alignment of the engine in the thrust cage and of the deflection characteristics of the engine mounting system under firing loads. The thrust vector angular excursion (Fig. 7) for chamber 1 indicated significant nonsymmetrical chamber throat erosion during this chamber life cycle. The thrust vector angle excursion in the pitch plane (0.57 deg) was greater than the excursion in the yaw plane (0.22 deg). The excursions did follow a definite pattern for similar firings. For each 20-sec firing the angle decayed from the initial value. For the 160- and 60-sec firings, the angular decay was observed for a period of 50 sec, after which the angle increased. The angle in the yaw plane exhibited a similar pattern, but of lower magnitude. Although the angle decayed from the initial value, the initial value for each successive firing was larger than the previous value. The incremental angular change between the end of one firing and the beginning of the next is attributed to throat area changes caused by expansion and contraction of the throat due to residual heat in the ablative material. The excursion of the intersection point of the thrust vector and the engine gimbal plane is presented in Fig. 8. The excursion of the intersection point was insignificant for the short-duration firings (up to 20 sec). For the 160-sec firing, the excursion was 0.18 in. in the yaw plane (\(\eta\)) and 0.195 in. in the pitch plane (\(\xi\)) and occurred in a random pattern.

Chamber 1 was tested under two different conditions. The first two test series (G and H) were conducted with stiff links used in place of the

*The pitch and yaw planes used in this report are rotated 45 deg from the engine coordinate system.
gimbal actuators, whereas test series J and K were conducted using gimbal actuators. The angular difference measured after changing to gimbal actuators was 1.25 deg in the pitch plane and 0.53 deg in the yaw plane with a position change of 0.07 in. in the pitch plane and 0.14 in. in the yaw plane. The capability of realigning the force balance is ±0.047 deg with respect to vertical and ±0.07 in. with respect to the point of intersection of the gimbal plane and the force balance centerline. The difference between the thrust vector angle measured after the installation change and the force balance angular alignment capability was 1.203 deg in the pitch plane and 0.48 deg in the yaw plane. The measured thrust vector position (0.07 in.) was within alignment capability of the force balance in the pitch plane (⁻) and exceeded the alignment capability by 0.07 in. in the yaw plane (⁷). These differences represent the minimum changes which can be attributed to differences in deflection characteristics of the stiff links and the gimbal actuators and of the capability of AGC to realign the engine centerline with the force balance centerline.

The thrust vector excursion for chamber 2 is presented in Figs. 9 and 10. The initial thrust vector was 0.36 deg in the pitch plane and -0.62 deg in the yaw plane. The excursion of the angle in the pitch and yaw planes displayed similar patterns with a total angular growth of 0.44 deg in pitch and 0.30 deg in yaw. The point of intersection is presented in Fig. 11 as a function of cumulative time. The total excursion of the thrust vector position was 0.15 in. in the pitch plane and 0.30 in. in the yaw plane. The tests conducted on chamber 2 were made using gimbal actuators.

The angular excursion patterns for chamber 1 and chamber 2 displayed similar patterns in the pitch plane. The angular patterns in the yaw plane were different, however. Although the total cumulative time on chamber 2 was greater (600 sec on chamber 2, 496 sec on chamber 1) than on chamber 1, the thrust vector angular excursion was less. The excursion of the thrust vector position for the two chambers showed little similarity.

Thrust vector excursion is believed to be primarily and directly relatable to thermal and ablative effects on the combustion chamber. Figures 12a, b, and c show typical pre- and post-fire conditions of an AJ10-137 combustion chamber.
5.2 THRUST VECTOR MEASUREMENT DURING GIMBALING OPERATION

The J-3 six-component force balance was designed to determine thrust vector during nongimbaling (steady-state) operation of the Apollo S/M engine. In order to evaluate the force balance, however, the thrust vector was determined during gimbaling operations for one engine firing and the results are presented in Fig. 13. The gimbal program for this particular firing was a low-frequency (0.5 cps) ramp and a step function in the yaw plane only.

During the gimbaling operation investigated, the thrust vector determined by the force balance followed the gimbal angle indication received from a position indicator on the yaw gimbal actuator. The magnitude of the angle measured by the force balance compares very closely with the position indicator with a maximum difference of 0.24 deg and general agreement within 0.08 deg. The response of the force balance measurements was at least equal to the response of the position indicator.

The thrust vector position determined during gimbaling is the true vector position, within the accuracies stated in Section III. The force balance can be used to determine a relationship between the command signal and the gimbal actuator position indication. The gimbal rate which the force balance can follow is limited by the low natural frequency of the inner thrust cage assembly (from 5 to 10 cps). Therefore, a comparison of these parameters could be made on low-frequency gimbal operations only.

The thrust vector determined by the force balance and shown in Fig. 13 was corrected for zero position at the beginning of the firing. The vector did not return to zero at the end of the firing, indicating thrust vector excursion resulting from thermal and ablative effects on the engine throat.

SECTION VI
SUMMARY OF RESULTS

A multicomponent force balance was developed to measure the thrust vector position and excursion during tests of the Apollo S/M engine which were conducted at AEDC. The results are summarized below:

1. The thrust vector angle was determined for two ablative thrust chambers. The initial values, measured from vertical, were 1.1 deg in pitch and 0.22 deg in yaw for chamber 1 and 0.36 deg in pitch and -0.62 deg in yaw for chamber 2.
2. The thrust vector angle excursion was determined for two chambers. The total angular excursion in the pitch plane was 0.57 deg and 0.44 deg for chambers 1 and 2, respectively. The angular excursion in the yaw plane was 0.22 deg and 0.30 deg for chambers 1 and 2.

3. The excursion of the thrust vector position was also determined. For chamber 1 the position excursion was 0.195 in. in the pitch plane (ζ) and 0.18 in. in the yaw plane (η). For chamber 2 the position excursion was 0.15 in. in the pitch plane and 0.30 in. in the yaw plane.

4. Thrust vector measurements were made during gimbaling operation of the Apollo engine. The thrust vector measurements agreed within 0.08 deg with the position indicator on the gimbal actuator.

5. The precision of thrust vector data was determined to be ±0.033 deg from vertical on the angle and ±0.0263 in. for location of the intersection of the thrust vector with the engine gimbal plane. The alignment accuracies of the force balance are ±0.047 deg from vertical and ±0.07 in. for determination of the coordinate system centerline.
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### TABLE I
ERROR IN REPEATABILITY OF CALIBRATION CONSTANTS

<table>
<thead>
<tr>
<th>Calibration No.</th>
<th>$F_{P_1}$</th>
<th>$-F_{P_1}$</th>
<th>$F_{Y_1}$</th>
<th>$-F_{Y_1}$</th>
<th>$F_2$</th>
<th>$F_R$</th>
<th>$-F_R$</th>
<th>$F_{P_2}$</th>
<th>$-F_{P_2}$</th>
<th>$F_{Y_2}$</th>
<th>$-F_{Y_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18A</td>
<td>0.96775</td>
<td>0.96241</td>
<td>0.98411</td>
<td>0.98117</td>
<td>0.99683</td>
<td>0.86536</td>
<td>1.096</td>
<td>1.0968</td>
<td>1.0753</td>
<td>1.0636</td>
<td></td>
</tr>
<tr>
<td>18C</td>
<td>0.9669</td>
<td>0.96350</td>
<td>0.98173</td>
<td>0.97915</td>
<td>0.99733</td>
<td>0.86560</td>
<td>1.0912</td>
<td>1.0918</td>
<td>1.0757</td>
<td>1.0753</td>
<td></td>
</tr>
<tr>
<td>20B</td>
<td>0.98535</td>
<td>0.9800</td>
<td>0.99489</td>
<td>0.99166</td>
<td>1.0004</td>
<td>0.92576</td>
<td>0.91223</td>
<td>1.0892</td>
<td>1.0328</td>
<td>1.0696</td>
<td>1.0696</td>
</tr>
<tr>
<td>20C</td>
<td>0.98549</td>
<td>0.98034</td>
<td>0.99317</td>
<td>0.99830</td>
<td>1.0007</td>
<td>0.91286</td>
<td>0.91265</td>
<td>1.0867</td>
<td>1.0535</td>
<td>1.0888</td>
<td>1.0888</td>
</tr>
<tr>
<td>23A</td>
<td>0.9857</td>
<td>0.98795</td>
<td>0.98555</td>
<td>0.96724</td>
<td>1.0130</td>
<td>0.91020</td>
<td>0.90834</td>
<td>1.0603</td>
<td>1.0745</td>
<td>1.0926</td>
<td>1.0762</td>
</tr>
<tr>
<td>23B</td>
<td>0.96941</td>
<td>0.98708</td>
<td>0.96582</td>
<td>0.96697</td>
<td>1.0115</td>
<td>0.91297</td>
<td>0.91007</td>
<td>1.0620</td>
<td>1.0550</td>
<td>1.0917</td>
<td>1.1447</td>
</tr>
</tbody>
</table>

### TABLE II
PERCENTAGE CHANGE IN REPEATABILITY OF CALIBRATION CONSTANTS

<table>
<thead>
<tr>
<th>Calibration No.</th>
<th>$F_{P_1}$</th>
<th>$-F_{P_1}$</th>
<th>$F_{Y_1}$</th>
<th>$-F_{Y_1}$</th>
<th>$F_a$</th>
<th>$F_R$</th>
<th>$-F_R$</th>
<th>$F_{P_2}$</th>
<th>$-F_{P_2}$</th>
<th>$F_{Y_2}$</th>
<th>$-F_{Y_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18A-C</td>
<td>0.106</td>
<td>0.100</td>
<td>0.238</td>
<td>0.202</td>
<td>0.05</td>
<td>0.047</td>
<td>0.525</td>
<td>0.48</td>
<td>0.50</td>
<td>0.40</td>
<td>1.176</td>
</tr>
<tr>
<td>20B-C</td>
<td>0.014</td>
<td>0.034</td>
<td>0.182</td>
<td>0.064</td>
<td>0.03</td>
<td>1.28</td>
<td>0.042</td>
<td>0.05</td>
<td>2.07</td>
<td>0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>23A-C</td>
<td>0.37</td>
<td>0.087</td>
<td>0.027</td>
<td>0.027</td>
<td>0.15</td>
<td>0.277</td>
<td>0.173</td>
<td>0.17</td>
<td>1.35</td>
<td>0.09</td>
<td>---</td>
</tr>
</tbody>
</table>
### TABLE III
PERCENTAGE CHANGE OF CALIBRATION CONSTANTS OBTAINED DURING AXIAL CALIBRATIONS CONDUCTED AT AMBIENT AND SIMULATED ALTITUDE CONDITIONS

<table>
<thead>
<tr>
<th>Calibration No.</th>
<th>Test Series</th>
<th>( F_{P_1} )</th>
<th>( F_{P_2} )</th>
<th>( F_{Y_1} )</th>
<th>( F_{Y_2} )</th>
<th>( F_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18A</td>
<td>G</td>
<td>0.363</td>
<td>0.363</td>
<td>1.56</td>
<td>0.10</td>
<td>---</td>
</tr>
<tr>
<td>19A</td>
<td>H</td>
<td>2.80</td>
<td>1.66</td>
<td>1.25</td>
<td>0.47</td>
<td>---</td>
</tr>
<tr>
<td>19</td>
<td>J</td>
<td>2.20</td>
<td>1.30</td>
<td>1.50</td>
<td>1.14</td>
<td>2.6</td>
</tr>
<tr>
<td>19</td>
<td>K</td>
<td>3.13</td>
<td>0</td>
<td>1.50</td>
<td>0.725</td>
<td>1.82</td>
</tr>
<tr>
<td>20C</td>
<td>L</td>
<td>0.835</td>
<td>1.66</td>
<td>0.73</td>
<td>1.14</td>
<td>1.30</td>
</tr>
</tbody>
</table>

### TABLE IV
ONE STANDARD DEVIATION ACCURACY FOR INDIVIDUAL CALIBRATIONS

<table>
<thead>
<tr>
<th>Calibration No.</th>
<th>( F_{P_1} )</th>
<th>( -F_{P_1} )</th>
<th>( F_{Y_1} )</th>
<th>( -F_{Y_1} )</th>
<th>( F_a )</th>
<th>( F_R )</th>
<th>( -F_R )</th>
<th>( F_{P_2} )</th>
<th>( -F_{P_2} )</th>
<th>( F_{Y_2} )</th>
<th>( -F_{Y_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18A</td>
<td>0.156</td>
<td>0.296</td>
<td>0.464</td>
<td>0.406</td>
<td>0.06</td>
<td>0.635</td>
<td>1.78</td>
<td>0.58</td>
<td>0.450</td>
<td>0.101</td>
<td>0.276</td>
</tr>
<tr>
<td>18C</td>
<td>0.168</td>
<td>0.272</td>
<td>0.344</td>
<td>0.270</td>
<td>0.055</td>
<td>0.75</td>
<td>0.999</td>
<td>0.856</td>
<td>0.406</td>
<td>0.147</td>
<td>0.314</td>
</tr>
<tr>
<td>19A</td>
<td>0.11</td>
<td>0.10</td>
<td>0.706</td>
<td>0.775</td>
<td>0.189</td>
<td>1.56</td>
<td>1.83</td>
<td>1.36</td>
<td>0.320</td>
<td>0.208</td>
<td>0.526</td>
</tr>
<tr>
<td>19</td>
<td>0.27</td>
<td>0.66</td>
<td>0.361</td>
<td>0.302</td>
<td>0.051</td>
<td>0.42</td>
<td>0.213</td>
<td>0.376</td>
<td>0.084</td>
<td>0.150</td>
<td>0.298</td>
</tr>
<tr>
<td>20B</td>
<td>0.153</td>
<td>0.24</td>
<td>0.228</td>
<td>0.171</td>
<td>0.027</td>
<td>0.54</td>
<td>0.585</td>
<td>0.44</td>
<td>---</td>
<td>0.296</td>
<td>0.143</td>
</tr>
<tr>
<td>20C</td>
<td>0.205</td>
<td>0.376</td>
<td>0.240</td>
<td>0.223</td>
<td>0.034</td>
<td>0.437</td>
<td>0.54</td>
<td>0.348</td>
<td>1.08</td>
<td>0.244</td>
<td>0.308</td>
</tr>
<tr>
<td>21C</td>
<td>0.586</td>
<td>0.496</td>
<td>---</td>
<td>2.12</td>
<td>0.096</td>
<td>0.51</td>
<td>0.433</td>
<td>0.199</td>
<td>3.4</td>
<td>2.82</td>
<td>3.60</td>
</tr>
<tr>
<td>22A</td>
<td>0.886</td>
<td>0.758</td>
<td>1.62</td>
<td>0.876</td>
<td>0.018</td>
<td>1.058</td>
<td>0.207</td>
<td>0.394</td>
<td>1.78</td>
<td>0.49</td>
<td>0.412</td>
</tr>
<tr>
<td>23A</td>
<td>1.1</td>
<td>0.438</td>
<td>0.266</td>
<td>0.388</td>
<td>0.267</td>
<td>2.34</td>
<td>1.95</td>
<td>0.446</td>
<td>0.35</td>
<td>0.140</td>
<td>0.514</td>
</tr>
<tr>
<td>23B</td>
<td>1.096</td>
<td>0.460</td>
<td>0.195</td>
<td>0.446</td>
<td>0.124</td>
<td>0.128</td>
<td>0.11</td>
<td>0.54</td>
<td>1.16</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
### TABLE V
LOAD CELL DESIGNATION

<table>
<thead>
<tr>
<th>i</th>
<th>Data Load Cell Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$F_{P1}$ data (forward pitch)</td>
</tr>
<tr>
<td>2</td>
<td>$F_{Y1}$ data (forward yaw)</td>
</tr>
<tr>
<td>3</td>
<td>$F_a$ data (axial)</td>
</tr>
<tr>
<td>4</td>
<td>$F_R$ data (roll)</td>
</tr>
<tr>
<td>5</td>
<td>$F_{P2}$ data (aft pitch)</td>
</tr>
<tr>
<td>6</td>
<td>$F_{Y2}$ data (aft yaw)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>j</th>
<th>Calibrate Load Cell Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$F_{P1}$ cal (forward pitch)</td>
</tr>
<tr>
<td>2</td>
<td>$F_{Y1}$ cal (forward yaw)</td>
</tr>
<tr>
<td>3</td>
<td>$F_a$ cal (axial)</td>
</tr>
<tr>
<td>4</td>
<td>$F_R$ cal (roll)</td>
</tr>
<tr>
<td>5</td>
<td>$F_{P2}$ cal (aft pitch)</td>
</tr>
<tr>
<td>6</td>
<td>$F_{Y2}$ cal (aft yaw)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>z</th>
<th>Load Plane Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pitch plane</td>
</tr>
<tr>
<td>2</td>
<td>yaw plane</td>
</tr>
<tr>
<td>3</td>
<td>axial direction</td>
</tr>
<tr>
<td>4</td>
<td>roll direction</td>
</tr>
</tbody>
</table>
### TABLE VI
**ENGINE IDENTIFICATION**

<table>
<thead>
<tr>
<th>Chamber No.</th>
<th>Chamber S/N</th>
<th>Engine S/N</th>
<th>Test Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>47</td>
<td>11</td>
<td>G, H, J, K</td>
</tr>
<tr>
<td>2</td>
<td>77</td>
<td>9A</td>
<td>L</td>
</tr>
</tbody>
</table>
A multicomponent force system was developed to determine the line of action of the forces generated by the Apollo Service Module engine. This force system was a force balance based on the principles of linear and repeatable installation tare effects. The basic concepts of the force balance and the statistical accuracies which were achieved are presented along with a detailed discussion of the calibration procedure and data reduction methods. Thrust vector excursion for two ablative combustion chambers during nongimbaling engine operation and limited thrust vector data during gimbaling operation are also presented. The precision of the thrust vector data was determined to be 0.033 deg for angular measurement and 0.026 in. for position determination.
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